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PREFACE 

A burning question that has occupied man throughout history is "where do I come from?" The 
roots of human individuality have always fascinated philosophers and scientists as well as the 
man in the street. An area especially occupying itself with this question is personality 
psychology. The explanations forwarded by personality psychologists put special emphasis on 
biological and social determinants. The relative contributions of biological and social deter­
minants to personality as well as the relationships between the determinants are central issues 
in personality psychology. However, during the history of personality psychology, the attention 
paid to biological and social determinants of individuality has waxed and waned in opposition 
to each other. When emphasis on social factors was popular, interest in biological factors was 
minimal, and vice versa. Currently, there appears to be a 'coming together', the beginning of a 
dialogue on how to conceptualize the biological and social foundations, and how to best in­
tegrate the existing biological and social approaches to personality. Accordingly, this seems to 
be the right moment for bringing together those working from a biological perspective with 
those working from a social point of view, with the special aim to exchange views and 
develop ideas on how to proceed. 

The initiative for an expert workshop to study the biological and social approaches to in­
dividuality was taken by the European Association of Personality Psychology (EAPP). The 
organization of a meeting of this scope requires dedicated teamwork and special funding. An 
international committee, consisting of Joop Hettema (The Netherlands, Director), Ian J. Deary 
(Scotland), Jan Strelau (Poland), and Gian Vittorio Caprara (Italy), took on the preparation of 
the workshop. Funding was acquired from NATO, who admitted the meeting as an Advanced 
Research Workshop in its International Scientific Exchange Programme. The workshop was 
held in Oisterwijk (The Netherlands) in august 1992. 

Speakers for the ARW were invited with the special aim to obtain presentations from those 
working from a biological perspective as well as those working from a social point of view. 
Other speakers included those explicitly emphasizing both perspectives. The international 
nature of the workshop was stressed by inviting speakers from the USA and Canada as well as 
from several European countries. To obtain a clear view of the several positions advanced, a 
major intention of the workshop was to create an atmosphere of discussion. To that effect, for 
each paper a separate discussant was invited to prepare a commentary. 

The character of several contributions -from speakers as well as discussants- was polemic. 
Discussions were vivid and many classical issues in personality were touched upon. For 

ix 
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instance, while some of the discussants had a profound commitment with the dominant current 
trait approach, a sizable portion of the discussions was devoted to the Big Five against the 
background of the main issue. 

Obviously, the workshop did not solve all the problems and controversies in personality 
psychology. However, on the central topic of the workshop -biological and social approaches 
to personality- a great deal of consensus became manifest. This permitted us to draw a rough 
outline of a new paradigm, integrating biological and social approaches to personality. The 
first chapter of this volume gives an overview. The book is organized in a way to facilitate 
reading. The order of presentation of the contributions roughly reflects a sequence from 
biological to social approaches. Each chapter is followed immediately by its commentary. 

As stated earlier, a workshop like this requires special effort and financing. As editors we 
feel obliged to the NATO Science Committee for supplying the funds necessary for a suc­
cessful workshop. We also want to express our gratitude to NWO, the Netherlands' Organiza­
tion for Scientific Research, for supplying additional funds. And, finally, we are due thanks to 
Sandra Schruijer for organizational assistance, and to Francine Van Remunt and Rinus 
Verkooijen for carefully preparing the manuscripts of the workshop. 

Joop Hettema 
Tilburg University 
The Netherlands 

JanJ. Deary 
University of Edinburgh 
United Kingdom 



CONTRIBUTORS 

Alois Angleitner 
Department of Psychology 
University of Bielefeld 
P.O. Box 8640 
4800 Bielefeld 1 
Germany 

Thomas J. Bouchard, Jr. 
Department of Psychology 
University of Minnesota 
Elliot Hall 
Minneapolis, MN 55455 
USA 

David M. Buss, 
Department of Psychology 
University of Michigan 
Ann Arbor, MI 48109-1346 
USA 

Gian Vittorio Caprara 
Dipartimento di Psicologia 
Universita di Roma "La Sapienza" 
Via Degli Apuli 8 
00185 Roma 
Italia 

xi 

IanJ. Deary 
Department of Psychology 
University of Edinburgh 
7 George Square 
Edinburgh EH8 9JZ 
United Kingdom 

Hoele de Raad 
Department op Psychology 
University of Groningen 
Grote Kruisstraat 2/1 
9712 1'8 Groningen 
The Netherlands 

Norman S. Endler 
Department of Psychology 
York University 
4700 Keele Street 
North York, Downsview 
Ontario M3J 1P3 
Canada 

Hans J. Eysenck 
Institute of Psychiatry 
University of London 
De Crespigny Park 
Denmark Hill 
London SE5 8AF 
United Kingdom 



xii 

Joop Hettema 
Department of Pychology 
Tilburg University 
P.O. Box 90153 
5000 LE Tilburg 
The Netherlands 

Willem K.B. Horstee 
University of Groningen 
Department of Psychology 
Grote Kruisstraat 2/1 
9712 TS Groningen 
The Netherlands 

Douglas T. Kenrick 
Department of Psychology 
Arizona State University 
Tempe, AZ 85287 
U.S.A. 

RandyJ.Larsen 
Department of Psychology 
580 Union Drive 
University of Michigan 
Ann Arbor, MI 48109-1346 
U.S.A 

John C. Loehlin 
Department of Psychology 
University of Texas 
Austin, TX 78712 
U.S.A. 

Ivan Mervielde 
Department of Psychology 
University of Ghent 
H. Dunantlaan 2 
B-9000 Ghent 
Belgium 

CoNTRIBUTORS 

Robert M. Stelmack 
Department of General 
Experimental Psychology 
University of Ottawa 
Monpetit Hall 
Ottawa, Ontario KIN 6N5 
Canada 

Jan Strelau 
Department of Psychology 
University of Warsaw 
Stawki 5/7 
Warsaw 
Poland 

Guus L. Van Heck 
Department of Psychology 
Tilburg University 
P.O. Box 90153 
5000 LE Tilburg 
The Netherlands 

Marvin Zuckerman 
Department of Psychology 
University of Delaware 
Newark, DE 19716 
U.S.A. 



BIOLOGICAL AND SOCIAL APPROACHES TO INDIVIDUALITY: 
TOWARDS A COMMON PARADIGM 

JooP Hettema 
Department of Psychology 
Tilburg University 
P.O. Box 90153 
5000 LE Tilburg 
The Netherlands 

Abstract 

Ian J. Deary 
Department of Psychology 
University of Edinburgh 
7 Geore Square 
Edinburgh EH8 9JZ 
United Kingdom 

This paper introduces and partly summarizes the different contributions of this volume. After a 
brief introduction of the biological and social approaches to personality, we argue that an 
integrative framework is to be preferred over competing approaches. A common framework is 
outlined for the joint study of biological and social determinants of individuality. The basis for 
this framework is sought in the (more distal or more proximal) relationships between several 
determinants of individuality on the one hand, and personality as appearing in daily life on 
the other. Different levels of explanation are forwarded, each delivering a specific contribution 
to personality as a whole. To study personality within this framework, specific conceptual 
units and specific measures are required at different levels of inquiry. Also, the definition of 
personality traits needs revision to include distal elements in addition to the commonly used 
proximal elements. Finally, some attention is paid to major research strategies within this 
framework, as well as some of the the problems to be faced. 

Introduction 

Personality psychology is polyparadigmatic by tradition. Until recently, when new textbooks 
came out, the discussion was almost invariably organized around presentations of 
psychoanalysis, learning, cognition and traits (this state of affairs has been described by 
Eysenck [this volume] as a 'Dutch auction'). Special mention is usually made of options such 
as neoanalysis, the self, humanistic approaches, social learning, needs and motives, self­
regulation, constructionist and interactional approaches. Why is there this divergence of ap­
proaches, schools, models, theories, and paradigms? 

First of all, as an object of study, personality is extremely complex; it offers no obvious 
single approach in terms of reductionistic explanation. If we want to explain why an individual 
acts as he does, a multitude of hypotheses readily present themselves. The choice of the 
hypothesis studied is usually not dictated by intrinsic considerations based on a clear concep­
tion of how the person really is, even if such a conception were readily attainable. Instead, 
ulterior motives often playa decisive role, such as the wish to classify persons into neat types 
or along a small number of dimensions, to place them in optimal or appropriate environments, 

J. Hettema and l. J. Deary (eds.), Foundations of Personality, 1-14. 
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2 JooP HETIEMA AND IAN 1. DEARY 

or to treat them and modify their behavior. Accordingly, several specialized paradigms have 
been developed, each with its own concepts, elements, processes, methodology and measures. 

As is common practice in science in general, each paradigm tends to accentuate its own 
position, to posit itself as the approach to personality, while censuring or ignoring competing 
paradigms. For instance, psychoanalysts concentrated on their belief that early childhood ex­
periences, pecially those of a sexual or violent nature, were powerful determinants of later 
personality. Learning theorists hypothesised that situational factors and reinforcement contin­
gencies were major conditions governing individual behavior. Cognitive personality 
psychologists insisted that personal constructions of reality were important determinants of 
individual behavior. Trait theorists emphasised that individual behavior is governed by internal 
dispositions with the capacity to render many stimuli functionally equivalent and to produce 
consistent forms of behavior. Obviously lacking in personality psychology is a synthesis which 
might bring together the validated facts of different schools and paradigms, and that will be 
able to accept and integrate findings from different paradigms that are mutually consistent and 
reciprocally reinforcing. While many exponents of one school will concede the existence of 
others, there is rarely an attempt to marry the results of more than one school. Equally lacking 
from most broad contemporary accounts of personality is a proper sense of discrimination 
between those approaches which adopt an empirical scientific 'attitude and those which are 
essentially unfalsifiable modem myths (Eysenck, this volume). 

Recent history reveals some first steps toward more than token integration. Currently, 
human personality is studied from different, yet converging perspectives. Two major develop­
ments have become visible during recent years. First of all, the social foundations of per­
sonality have been summarized in the framework of social behavior theory. Processes like 
social learning and social cognition, modeling, and vicarious reinforcement have been 
scrutinized as have subjective competence and self-efficacy. Closely associated with the social 
foundations of thought and action (Bandura, 1986) are several programs of training and treat­
ment, such as modeling-based therapy and cognitive behavior modification. 

Secondly, and more recently, personality psychologists, typically using one of the trait 
models of personality, have (re)turned to the search for the biological bases of personality (cf. 
Zuckerman 1991). The study of temperament and of physiological processes presumed to be 
relevant to individual differences in personality dimensions, has witnessed an upsurge. 
Drawing on modem evolutionary concepts and advances in genetic analysis, hereditary aspects 
of personality are currently studied using notions derived from ethology, sociobiology and 
behavior genetics. A major breakthrough has been obtained in recent research with twin 
studies employing self-report measures. The results of such studies (e.g. Bouchard, this 
volume) have indicated that several personality and attitudinal scale scores have considerable 
amounts of genetic influence. 

The perspective looming here is one of dichotomizing rather than polypartitioning the field 
of personality. Biological and social approaches reflect different paradigms, each meant to 
explain individuality. From a biological point of view, man is a representative of the human 
species, predisposed to behave in certain ways by evolutionary laws and hereditary 
mechanisms. From a social point of view, man is a member of the community, subject to 
processes of learning and adjustment, specifying his behavior in daily life situations. 
Biological and social paradigms are both valid avenues to personality. However, in practice, 
they tend to be treated as competing paradigms, each claiming to provide the explanation of 
human individuality. Furthermore, both approaches tend to proceed without reference to each 
other's theories much of the time. 



BIOLOGICAL AND SOCIAL APPROACHES TO INDIVIDUALITY 3 

The aim of the NATO Advanced Research Workshop entitled 'Biological and Social Ap­
proaches to Individuality', from which this volume grew, was twofold. Its first objective was 
to scrutinize the biological and social approaches with a view to detecting commonalities and 
differences. Thus, it was attempted to obtain a clearer view of the boundaries between the two 
approaches. The second objective was to map out complementarities between the two ap­
proaches, with a view to drawing the outlines of a common framework to stimulate future 
research. 

Two Dticiplines of Personality 

Biological and social approaches differ not only in their broad conceptions of the major deter­
minants of personality, they tend also to emphasize different basic elements underlying the 
same type of behavior. As an example, consider the ways in which people select their environ­
ments. 

Biological approaches emphasize heritable tendencies to behave in one way or another. 
Biologically oriented psychologists argue that the selection of environments is importantly 
governed by inborn tendencies; for instance, Plomin et al. (1977) proposed genotype-environ­
ment correlations to explain the extent to which children receive or create environments cor­
related with their genetic propensities. According to Eysenck (1981), introverts, who are nor­
mally more aroused, prefer environments with a relatively low arousal potential. Zuckerman 
(1979) assumes that sensation seekers tend to prefer environments with intense stimulation, 
whereas their counterparts protect themselves from overstimulation by avoiding those environ­
ments. In these examples, biologically prepared structures are the primary basis for selecting 
environments. 

Socially oriented psychologists, on the other hand, assume that learning experiences are the 
major basis for interpreting and selecting environments. Mischel (1973) argued that learning 
experiences lead to individual differences in cognition, that, in tum, guide behavior. According 
to Mischel, people are confronted with a flood of potential stimuli in any particular environ­
ment. These stimuli must be perceived, selected, processed and interpreted before they can 
have any effect on behavior. In this process, cognitive person variables established through 
social learning play a major part. Examples of such variables are construction competencies, 
encoding strategies, outcome expectancies, subjective values and self-regulatory systems and 
plans. Actual behavior is seen as the end product of a sequence of cognitive transformations, 
involving some or all of the variables mentioned. Bandura's (1986) social learning approach 
focuses on the way that learning experiences lead to differences in perceived self-efficacy. 
These expectancies influence performance and persistence at tasks, the experience of stress, the 
selection of actions an individual undertakes, and the selection of situations allowing for such 
actions. 

This example reveals profound differences in the way the biological and social approaches 
conceptualize a specific aspect of behavior, the choice of environments. Notwithstanding this 
comment, there is no necessary objection to both approaches being correct; social processes 
might act upon a range of possibilities narrowed by heritable propensities. The example in­
dicates also the direction in which one must look for more basic paradigmatic differences 
between the two. Paradigmatically, the biological and social approaches exhibit connections 
with the socalled organismic and field positions in personality psychology. 
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Personality psychologists have always insisted that their subject should be studied from the 
vantage of the entire person functioning in his natural habitat (Hall and Lindzey, 1970). The 
wholeness of the individual and his environment can be broken down into two rather distinct 
forms. The organismic position stresses the interrelatedness of everything the individual does, 
the fact that each act he performs can be understood only against the background provided by 
his other acts. The organismic position describes persons as distinct elements, often using trait 
descriptions such as dominance or submissiveness, aggression or peacefulness, extraversion or 
introversion. The field position on the other hand is primarily concerned with the inextricable 
unity between a given behavioral act and the environmental context within which it occurs. 
The field position describes the acts a person performs, like dominant or submissive acts, 
aggressive or peaceful acts, extraverted or introverted acts. Those acts are primarily viewed in 
the context of the environm~nt in which they occur. 

In an even wider perspective, the two positions are connected with the two disciplines of 
scientific psychology: correlational and experimental. As Cronbach (1957) pointed out, the two 
disciplines exhibit differences in conceptualization, method, and scope, as well as in the major 
questions asked. The biological and social approaches to personality reflect the same types of 
differences. The biological approach tends to attribute behavior to the organism, to derive its 
process conceptions from physiology, to favor traits as major units of personality, and to use 
correlational methods. The social approach primarily attributes behavior to the environment, 
derives its process conceptions from (social) learning, favors cognitive units, and uses ex­
perimental methods to collect data. Obviously, biological and social approaches differ in major 
respects. Yet, they refer to the same object: personality. 

How are they related? 

Currently, several authors are notable for their attempts to reconcile the biological and social 
positions. For instance, Buss (this volume) starts from an evolutionary framework to explain 
species typical forms of social behavior and their individual differences. In his view, important 
adaptive problems, such as the retention of a mate, produce species-typical psychological 
mechanisms. The expression of these mechanisms may be strategically patterened by stable 
between-subject differences in the actual experience of the relevant adaptive problems in the 
social world. Kenrick (this volume) explicitly advocates a biosocial approach, based on an 
integration of the central features of the cognitive and evolutionary paradigms. Hettema (this 
volume) proposes two different behavioral systems, one primarily shaped through evolution, 
the other through ontogenetic experience. These proposed solutions all rest on the same basis: 
a definite conception of the foundations of human behavior. They also share the view that 
human individuality is multiply determined; both biological and social factors are major deter­
minants of personality. 

Levels of Explanation 

Several attempts have been made to create order in the ways that biological and social deter­
minants operate. All these attempts propose a conditional order in the operating of different 
determinants. According to Kenrick (1987; Kenrick et aI., 1985; Hettema and Kenrick, 1989, 
1992), environmental events (the focus of traditional learning models). cognitive represen-
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tations (the focus of more recent social learning models), and physiological predispositions 
(the mainstay of the biological model), are all necessary, but not sufficient as explanations of 
individual differences. In Kenrick's view, biological approaches tend to pay most attention to 
distal explanations like evolution and behavior genetics. Learning concepts address behavior 
variations in more proximal terms, emphasizing conditioning and modeling. Cognitive ap­
proaches deal with the most proximal kind of explanations. However, more proximal deter­
minants like learning are not independent from distal determinants like genetics. Genes 
influence the way we respond to the environment, but they do not construct an organism that 
is insensitive to outside pressures. Likewise, more proximal determinants are not independent 
from distal determinants. Modern learning theorists have found that learning is not indepen­
dent of biological constraints, like biological preparedness and critical periods. 

The functioning of distal and proximal determinants of individuality reveals several connec­
tions. Those connections are assumed here to be conditional rather than causal in a more ab­
solute sense. More distal levels are necessary but not sufficient to explain individuality at a 
more proximal level. Zuckerman (1991; this volume) proposed the conditional order: 
Genetics - Neurology - Biochemistry - Physiology -Conditioning - Social behavior - Traits. In 
Zuckerman's view, when more distal determinants move, more proximal determinants must 
perforce also move. Thus, genes (the most distal determinants) have a definite priority, 
because they are there at the beginning. On the other hand, moves in more proximal deter­
minants may disturb the functioning of more distal determinants. 

In conclusion then, while the determinants proposed exhibit differences, many authors agree 
on the principle of distal-proximal determination, including the priority of the more distal 
biological over the more proximal social determinants involved. In our view, a (parsimonious) 
summary conditional ordering of the major determinants includes: 

Genetics (1) 

Evolution (2) 

Physiology (3) 

Learning (4) 

Social behavior (5) 

Personality traits (6) 

This ordering reflects some major transitions from species characteristics to individual charac­
teristics. The more basic levels are necessary but insufficient conditions for higher levels to 
materialize. Each level adds a major specification towards phenotypic individuality. However, 
the ordering should be seen as an aid to thinking about personality rather than a map of the 
reductionistic process. It is not an order, therefore, in the way that physics may be ordered 
below chemistry. For instance, while genes and physiology may readily be envisaged as en­
tities, evolution and learning are more easily conceived of as mechanisms though, as we shall 
see, both of these mechanisms have putative psychological 'products'. Social behaviour is the 
output of the organism and lacks the clear descriptive units that, say, apply to genes and to 
physiological structures. 
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Traits have an uncertain position in the conditional order. They may be viewed as the per­
ceived average of an individual's social behaviour over time, or they may be seen as more 
basic than social behaviour, acting in a way that constrains the form and content of social acts. 
Again, this reflects a difference between some biologically- and some socially-oriented per­
sonality psychologists. While most can agree that traits are stable descriptors of an individual's 
tendencies to behave in certain ways, their explanations of this observation differ. Those with 
a biological bent might see traits as more basic than social behaviour, in that they act as a 
constraint on social action and are relatively close to physiology. However, it is also possible, 
as in the above conditional ordering, to characterise traits as more superficial than social 
behaviour, in that they are the observed average of behavioural consistencies, and might even 
be constructed in the mind of the observer, with no necessary link to biological constraints and 
influences (Hampson, 1988). 

The ordering departs from a normal reductionistic ordering in a further sense. In a typical 
reductionistic scheme one would expect the closest empirical links to exist between those 
phenomena that are adjacent to each other in the order. However, one of the better-established 
links in personality psychology is that between the highest and lowest levels. The evidence 
available supports a link between genes and traits (though, of course, there are other well­
established links such as those between measured traits and social behaviour). This traits-genes 
link is stronger than any link to date between physiological mechanisms and traits (Brody, 
1988; Zuckerman, this volume), even though physiology is nearer to traits in the ordering. 
However, this is likely to reflect the problems of technique more than it reflects an underlying 
problem with the hypothesis that traits have a physiological basis. Research on the dynamics 
of brain functioning is still in its infancy and measures of brain metabolism and of the 
functioning of individual neurotransmitter systems is still relatively crude. 

The major implication of this provisional ordering of levels is that personality (i­
ndividuality) is multiply determined. Organismic factors are necessary conditions underlying 
individuality. However, to be effective, each level requires specific environmental conditions 
to be realized in addition to organismic conditions. Different levels emphasize different en­
vironmental aspects. If the proper environmental conditions for a specific level are satisfied, 
individuality will develop according to the pre-existing organismic conditions and dispositions. 
If not, the pre-existing organismic conditions will be modified. Depending on the level of 
causality, they will either vanish through selection or be modified through environmental con­
ditions. 

For instance, at a distal level, if a species is exposed to radical changes in its living con­
ditions, natural selection might cause changes to occur in the gene pool. Thus, evolution at 
level 2 proceeds through selection at levell, genetics (Dobzhansky et aI., 1977). Or, at a more 
proximal level, consistent exposure to painful and unavoidable shocks may extinguish 
avoidance behavior that was present previously, thus causing a condition of learned 
helplessness (Seligman and Maier, 1967) to be established. Explanations of learned 
helplessness in humans typically rely on expectations of future non-contingency (Abramson et 
aI., 1978). Thus, cognitive expectations at level 5 may remove elements established at level 4, 
learning. 

Thus far, we have been concerned mainly with the ability of biological and social concepts 
to explain features of human personality. However, is there an autonomous set of 
psychological concepts that can explain features of personality, or are biological and social 
determinants sufficient? In other words, do psychologists merely describe and order the 
phenomena of personality and then look to biological and/or social concepts to explain them? 
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Perhaps it is the hallmark of the psychometricians, the perhaps-unwitting disciples of the Lon­
don School, that they are content to draw the maps of psychological phenomena such as per­
sonality and intelligence and look to biology for explanations (Sternberg, 1990; Howe, 1988; 
Deary and Matthews, in press). On the other hand, more socially oriented psychologists such 
as the social constructionists look to social processes involving interactions with other people 
to explain phenomena like traits (Hampson, 1988; Emler, 1990). The less scientific approaches 
to personality, such as the humanistic and the psychodynamic, have tended to incorporate 
psychological explanatory concepts in the field of personality. Freud's Oedipus complex, Ad­
ler's inferiority complex and Maslow's needs for loving and self-actualisation were attempts to 
explain human personality at the level of individual psychology, though none of these was 
particularly successful. Perhaps there is a recoverable agreement here between biologically­
and socially-oriented personality psychologists, i.e. that the phenomena of personality require 
explanations at levels outwith that of the purely psychological. 

But the psychological level is important. As stated earlier, all the above levels are con­
ditional rather than deterministic. At each separate level, conditions are confronted with other 
conditions. The levels at which the different conditions converge is definitely psychological. 
For instance, if an individual is biologically impaired, e.g. through missing a limb or 
blindness, the challenge has to be dealt with at the psychological level. This can be done in 
several ways, ranging from the redistribution of energetical resources (level 3), the learning of 
compensatory patterns of behavior (level 4), to the developing of specific cognitions and ex­
pectancies (level 5). Thus, rather than replacing the psychological level of description, 
biological and social conditions are considered as inputs to be dealt with at that level. 

Perspectives on Individuality 

Qearly, individuality can be studied at different levels of explanation. Each level provides a 
separate perspective on individuality. From a genetic perspective, individuality is studied as a 
product of genotypic propensities. Using twin, family and adoption studies as their major 
tools, behavior genetics has been able to demonstrate a considerable influence of genotypes 
upon traits as measured by conventional personality measures (cf. Bouchard, this volume). In 
addition, the genetic perspective can throw more light on the effects of environments, either 
alone or in combination with genes. 

From an evolutionary perspective, individuality is viewed primarily as a product of natural 
selection. Evolutionary personality psychology (Buss, 1991) emphasizes the survival value and 
reproductive potential of several types of social behavior. The ultimate aim of the evolutionary 
approach is to explain human nature as it has been shaped through millennia of evolution. 
Sexual reproduction is a major mechanism for evolution to be accomplished. Accordingly, 
within the evolutionary perspective, special attention is paid to generating and testing 
hypotheses on gender differences and mating strategies. Examples are the analyses of Buss and 
Kenrick (this volume). 

The physiological perspective is specially concerned with individuality as reflected in 
biological processes. A major thesis of this perspective is that biological processes are neces­
sary conditions for learning, the shaping of social behavior and, finally, traits. Physiological 
reactivity has an important effect upon the occurrence and course of learning processes. An 
example is a study by Eysenck and Rachman (1965), showing that emotional adjustment is 
related to differences in emotional arousal which cause neurotic individuals to condition 
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anxiety to new situations more easily. It is likely that the genetic, physiological and trait 
perspectives will be brought closer by the advent of molecular genetic techniques and their 
application to polygenically detemined phenomena such as individual differences in personality 
traits (Deary, this volume). 

The learning perspective emphasizes the acquisition of behavioral patterns on the basis of 
conditioning and the observation of others. However, it should be kept in mind that learning 
not only depends upon specific experiences, but also includes the genetic and physiological 
preparedness for learning to occur. Learning processes are major forces underlying the es­
tablishment of effective types of behavior in specific circumstances. Accordingly, learning 
abilities may be assumed to be major conditions for the shaping of personality (Wallace, 1%6) 

The social behavior perspective is especially concerned with the performance of learned 
patterns. This perspective emphasizes the ways in which social feedback and reinforcement 
affect the actual occurrence of specific types of behavior. As a consequence of social reinfor­
cement, in specific situations the probability of occurrence of some behavioral patterns is 
enhanced, whereas the occurrence of other patterns is inhibited. Through feedback and reinfor­
cement, specific patterns of behavior are prepared to provide the building blocks of phenotypic 
personality. Several mechanisms may be involved here. Amplification, as studied by Caprara 
(this volume) is an example. 

Not only do social environments affect the person, the reverse is true as well. The 
reciprocal relationships or transactions between persons and situations are at the core of the 
interactional approach to personality. Transactions between persons and situations include 
mutual changes in persons and environments over time. Classical interactionism has specially 
emphasized social-cognitive aspects of the processes involved in person-situation transactions. 
Modem interactionism includes physiological systems and processes as well (Endler, this 
volume; Magnusson, 1990). 

The trait perspective, finally, is concerned with stable differences among individuals that 
become visible in daily life. Most current trait approaches pay special attention to individual 
differences directly concerned with social relations. Their major aim is to explain and predict 
the behavior of individuals in socially important settings. Thus, they rely heavily on level 5, 
social behavior. However, as we have seen, individuals differ according to other levels as well, 
including their genetic make-up, species typical mechanisms, physiological resources and 
reactivity, learning abilities, and behaviors performed on social environments. Only part of 
these differences are summarized in trait terms as customarily used to describe individuals. 
However, a comprehensive trait perspective would include differences emanating at the other 
levels as well. The work of Eysenck (this volume) and Zuckerman (this volume) provides 
examples of a more comprehensive approach from the perspective of traits. 

What units shall we employ? 

Several decades ago, Allport (1958) raised the question which units we are to employ in the 
study of personality. Since that time, several candidates have been considered as the units of 
personality. Those units were often seen as competitors, mutually exclusive and with more or 
less explanatory power. We advocate a different approach. 

A major question to be answered first is 'what is an explanation of behavior?'. In a recent 
paper, Simon (1992) has called attention to this basic question. In Simon's view, for 
psychology as for other sciences, it is essential to explain complex phenomena at several 
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levels. Different levels should be conceived as complementary rather than competing. Only in 
this way will a comprehensive psychology become possible. Different levels of resolution use 
different constructs or units and emphasize different processes along which they operate. Units 
with optimal explanatory power at one level of inquiry may be less relevant at another level. 

Explanation at different levels does not deny the possibility of reduction. As Simon (1992) 
proposes, higher level theories may use aggregates of the constructs at lower levels to provide 
parsimonious explanations of phenomena without explicit reference to the microconstructs. In 
terms of reductionism chemistry has been conspicuously successful in reducing: the variance 
in chemical phenomena to the interactions of certain molecular structures; the variance in 
molecules to their posession of different types of atom; and the variance in atoms to their 
possession of certain numbers of protons, neutrons and electrons. Do present trait models, for 
example, offer a periodic table or something more akin to a time when chemistry had four 
elements: air, earth, fire and water? This matters a great deal, because an accurate slicing-up 
of reality at a given level, i.e. the rendering of phenomema into valid basic units, is a prere­
quisite to successful reductionism. 

However, it would be naive to assume that the units studied at one level exhibit a strict 
isomorphism with elements studied at another level (cf. Zuckerman, this volume). It is now 
clear that there was no straightforward explanation of neuroticism and extraversion waiting in 
the brain in terms of the autonomic nervous system and the reticular activating syst ems, 
respectively (Eysenck, 1967; Brody, 1988; Zuckerman, 1991). Further, there is no neat isomor­
phism between the various neurotransmitter systems and personality traits, though some slight 
associations exist (Zuckerman, this volume). 

The present approach is focused on 'units of individualization'. It starts from the as­
sumption that different levels are involved in individualization, and, consequently, may 
contribute to the explanation of personality. Different levels employ different explanatory 
constructs or units. For instance, at the genetic level, genes are the major units and heritability 
is the major process studied. With regard to personality, genes are particularly useful in 
explaining individual differences or traits. A major finding with this approach is that most 
personality traits exhibit comparable amounts of genetic involvement, although there are dif­
ferences as well (cf. Bouchard, this volume). From a genetic point of view, the variance not 
explained by genetic mechanisms, can be conceived in different ways. Not only straightfor­
ward environmental explanations, but also several types of interaction between genotypes and 
environments deserve attention (Plomin et aI., 1977; Plomin, 1986). 

The evolutionary level of explanation focuses on species typical mechanisms shaped 
through evolution. Examples are competition for limited resources and for mates, mate 
preferences, preferential altruism directed toward kin, sanctions for crimes against the group, 
and the like (cf. Buss, this volume, for a more complete overview). An important issue with 
respect to the evolutionary level of explanation is the nature of the units to be employed. This 
issue refers to the question what elements are shaped by evolution. Are those elements con­
tent-laden and domain specific as claimed by sociobiologists (cf. Buss, this volume), or formal 
and stylistic as conceived by those studying temperament (Strelau, this volume)? In these 
views evolution has much to say about personality and its identifiable traits. Another pos­
sibility is raised by Hofstee (this volume), namely that personality traits might be 
evolutionarily neutral, having as much relevance to evolutionary selection as the colour of the 
front door has to the structure of a house. 

At the physiological level, the functioning of different organ systems is studied. In 
psychology, the neurophysiological system deserves special attention. Major disciplines 



10 JooP HEITEMA AND IAN J. DEARY 

studying the neurophysiological level are neurology, biochemistry, and physiology. The units 
emphasized at this level include neuronal networks, hormones and energetical systems like 
arousal, effort, and activation. They provide the energetical basis for the cognitive system, the 
emotional system and learning processes (cf. Hockey et aI., 1986). Some theorists conceive of 
energetics, including reactivity, speed and mobility as the major basis for temperament (cf. 
Strelau, this volume). Others have proposed specific tactical structures as an outflow of 
physiological mechanisms (Hettema, this volume). Still others have proposed connections 
between physiology and personality traits like neuroticism, introversion, and sensation seeking. 
However, the ways along which those relationships are conceived exhibit some major differen­
ces. Eysenck (this volume), for instance, assumes a rather direct connection, whereas Zucker­
man (this volume) emphasizes learning and social behavior as major intermediaries. 

At the next level, learning, simple as well as more complex behavioral structures are ac­
quired that have the capacity to materialize specific goals. Learning produces habits and skills, 
that may be used to deal with the same or different situations in the future. Observational 
learning and modeling are powerful mechanisms to acquire complex patterns of social 
behavior and roles. Major units emphasized at this level include efficacy expectancies (Ba­
ndura, 1977), competencies for the construction of cognitions and of behavior, encoding 
strategies and personal constructs (Mischel, 1973). 

The actual occurrence of specific behaviors in daily life situations is governed by cognitive 
structures, established on the basis of feedback experiences. At the level of social behavior, the 
major units emphasized are cognitive variables exemplified by stimulus and stimulus outcome 
expectations, subjective evaluations, systems and plans for selfregulation (Mischel, 1973). 
Several cognitive elements may be summarized in more comprehensive structures governing 
behavior, like behavior strategies (Hettema, this volume). 

The DefInition of Traits 

Traits are the basic units of personality as it appears in daily life. However, traits may be 
conceived of in different ways. First of all, they may be conceptualised as the major elements 
used by naive observers to define other people (cf. Van Heck, this volume). In that case, their 
status is merely descriptive and they reflect a surface structure that may represent a relatively 
arbitrary social construction (Hampson, 1988). However, they may also be conceived of as the 
ultimate products of all the levels discussed earlier. In that case the deep structure of per­
sonality is emphasized, including genetic endowment, phylogeny, physiological structure, 
learning history and social experience. Needless to say, the present paper favors the latter 
approach. Only by assuming a deep structure can personality traits obtain the internal locus 
and causal primacy that characterises the belief that personality traits are valid descriptions, 
have predictive power and have biological bases (cf. Deary and Matthews, in press.). 

Based on genetic and evolutionary propensities, traits obtain their final shape during 
ontogenetic development, when natural tendencies are confronted with learning conditions and 
social feedback. They include fluid as well as crystallized elements (Hettema, this volume), 
cognitive as well as affective elements, brought into harmony by systematic person-environ­
ment confrontations (Zuckerman, this volume). In our conception, personality includes a deep 
structure in addition to the surface structure exhibited with scales customarily used to assess 
personality. On the other hand, we realize that much research remains to be done before the 
deep structure of personality can be properly conceptualized and measured. Explanatory trait 
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constructs cannot be defined on the basis of a mere taxonomy. To obtain a causal in addition 
to a descriptive status, the nomological network surrounding a trait should include relation­
ships of verbal descriptions with genotypical peculiarities, evolutionary aspects, physiological 
bases and social-emotional as well as social-cognitive aspects (cf. Eysenck, Zuckerman, this 
volume). An important issue, deserving attention in the future, is the relationship between the 
deep structure of personality and the surface structure as currently approached with standard 
personality questionnaires. 

Approaches to Personality 

Thus far, biological and social approaches to personality have developed more or less indepen­
dently. Both approaches have emphasized specific problems, developed specific concepts, and 
used specific methods. As stated earlier, they may even obtain the status of different dis­
ciplines. However, a comprehensive approach to personality should incorporate both ap­
proaches in addition to other approaches relevant for personality. In other words, there is an 
urgent need for a bridging of the gap between the two disciplines. Rather than the develop­
ment of theoretical blends which act as stopping points between the two approaches, we ad­
vocate the study of personality at different levels of inquiry. Specialized researchers may be 
interested first and foremost in one or more of the levels defined, but they should keep an 
open eye for other levels as well. Furthermore, attempts to conceptualize and study personality 
at different levels simultaneously deserve especial support. 

We propose that each level studies its own validated units. At the levels defined earlier the 
obvious units are: genes, species typical mechanisms, energetical resources, social skills, cog­
nitions, and traits. In our view, a comprehensive deep structure of personality would contain 
information on all these levels separately but, in addition, it would be able to knit them 
together as a theoretically and explanatory coherent whole. For a proper explanation of a per­
son's behavior, we would have to have information on his genetic endowment, species typical 
mechanisms, energetical resources, social skills, situation specific cognitions, and surface traits. 

Connections among levels can be studied in different ways. Researchers can decide to start 
either at the bottom (the genetic level) or the top (the trait level). Both top-down and bottom­
up approaches have been used in the past, although the top-down approach has been the most 
prominent. Several researchers have first developed a conception of traits and devised scales to 
measure them, before proceeding with attempts to ensure the construct validity of their 
measures. A disadvantage of this approach is that the results may remain confined to a 
descriptive trait level, without establishing connections with the other levels. Consequently, the 
top-down approach runs the risk of producing merely a surface structure, without any connec­
tions with deeper levels. More recently, researchers have attempted to start from the bottom 
and work their way up. Examples are the current genetic and evolutionary approaches. The 
problem with bottom-up approaches is that they may have difficulties connecting their results 
with the top level. How can they connect their findings with classical units employed in per­
sonality psychology, e.g. traits. Investigators favoring a bottom-up approach face the challenge 
of eventually translating their units into trait terms. 

Connections among levels raise special problems, because they require the investigator to 
connect units of different types. To solve this problem, several investigators working at dif­
ferent levels have designed a common language. They have defined new middle level units 
(Buss and Cantor, 1989) with maximal utility at the levels scrutinized. Those units also enable 
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them to proceed without immediate reference to the top (trait) level. An examples of new 
middle level units are evolutionary strategies (Buss, this volume), connecting level 2, 
evolution, with level 5, social behavior. A second example are behavioral strategies and tactics 
(Hettema, this volume), connecting level 3, physiology, with level 5, social behavior. A third 
example are cognitive social learning variables (Mischel, 1973), connecting level 4, learning, 
with level 5, social behavior. A fourth example are personal strivings (Emmons, 1986) and 
conditional dispositions (Wright and Mischel, 1987). Defined especially at level 5, social 
behavior, those units also exhibit connections with level 6, traits. Middle level units usually 
have a greater utility for studying the connections among specific levels. Thus, several 
relationships among levels can be conceptualized with middle level units. 

Meanwhile, it is interesting to note that the more classical top-down approach is currently 
complemented with several bottom-up approaches, starting either from genetics, evolution, 
psychophysiology, learning or social behavior. The perspective offered by this state of affairs 
is one of two construction teams starting at both ends of a tunnel with the aim of meeting 
half-way. If either or both is successful, personality psychology will really have come of age. 

CoNCLUDING REMARKS 

Human personality is complex and can be studied from several points of view. Biological and 
social approaches are major perspectives from which personality is currently studied. The 
results obtained with each are important in and of themselves. However, a more complete 
understanding can only be obtained if the connections between biological and social ap­
proaches are explained in detail. The present volume is dedicated to that purpose. 

A first conclusion to be drawn is, that there is no such thing as the biological or the social 
approach to personality. Instead, there are several approaches within each. This result might 
lead to the conclusion that complexity is increased rather than diminished. However, 
complexity can be reduced considerably by an ordering into more distal and more proximal 
determinants of personality. An ordering as proposed here allows for the study of personality 
from one single point of view: the effects of more distal upon more proximal determinants. 

What are the chances of improving our understanding of personality along the ways out­
lined here? First of all, recent work in behavior genetics has established connections between 
determinants postulated at the extreme ends of the distal-proximal continuum. Thus, the "range 
of indeterminacy" is narrowed down considerably. However, to obtain a more complete 
understanding of personality, the remaining between-level connections deserve our full atten­
tion. The research strategy following from this statement may be seen as a challenge to single­
level studies, that are customary in current personality psychology. 

While studying between-level connections, a simple isomorphism ,assumption cannot 
provide an easy way out. Instead, we have to pay full attention to the conceptual and 
measurement contingencies characterizing each of the levels. Only if we take account of those 
peculiarities, will it become possible to explain rather than merely describe an individual's 
personality. 
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Abstract 

This paper is made up of two parts. In the first part we outline a frame of reference (the Big 
Five) for organizing the dLlta from Behavior Genetic studies of adult personality and then 
briefly review methods (model fitting) used by behavior geneticists to analyze genetic and 
environmental influences on personality. We then proceed to summarize the major model fit­
ting findings from twin, adoption, extended family, and twin reared apart studies. Part two 
critiques non-behavioral genetic approaches to the study of environmental influences on per­
sonality. With regard to part one we conclude that a) genetic factors account for about 40-
50% of the variance in the Big Five personality traits as measured by standLlrd instruments, 
and b) that non-additive variance contributes significantly to most of these traits (in the range 
.02 to .17). The hypothesis of a more modest heritability based on only additive variance (28-
46%) and special monozygotic and sibling environments cannot, however, be completely ruled 
out. There are inconsistencies in the findings and failures to replicate the details of studies. 
We argue that this is due to the use of poor quality instruments, and that unlike scientists in 
other domains who push the limits of their instrumentation to test theoretical ideas, behavior 
geneticists have failed to implement the broad array advances in our understanding of the 
measurement of psychological traits that have occurred over the last forty years. With regard 
to part two we find that a) critiques of the twin method are largely unfounded, b) the method­
ologies and assumptions of the various environmental (non-behavior genetic) approaches to 
explaining variance in adult personality traits are largely untenable, c) the results of experi­
mental studies have often been inappropriately extrapolated to domains to which they do not 
apply, and d) studies of a number of "so called" environmental variables (birth order, divorce, 
physical attractiveness, etc.) simply do not explain the phenomena they have been postulated 
to explain. We conclude that the non-behavior genetic approach to the study of environmental 
influences on personality has generated few if any credible findings. We further argue that 
studies of environmental influences on adult personality that do not impose genetic controls 
are uninterpretable with regard to explaining individual differences in adult personality. 
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Genetic and Environmental Influences on Adult Personality: The Behavior Genetic Ap­
proach 

There are so many different ways of construing personality that it is often difficult to reconcile 
findings and arguments because the parties are simply not discussing the same concepts. 
Rather than attempting to reconcile these varying approaches standard textbooks tend to either 
devote a chapter to each approach or commit themselves to a particular point of view. Because 
of their need for large sample sizes Behavior Geneticists are committed, for the most part, to 
self-report measures with established psychometric properties. Even though personality traits 
can be measured reliably by self-report, and many measures have shown considerable validity, 
there is disagreement regarding how many personality traits should be measured and there is 
no widely agreed upon theory that points to a compelling resolution. The scales on personality 
inventories generally reflect the theoretical biases of the test constructor. The Myers-Briggs 
Type Indicator (MBTI) (Myers and McCaulley, 1985), for example, reflects the three major 
typological categories of Jungian psychology; Extraversion-Introversion, Sensation-Intuition, 
Thinking-Feeling, as well as a fourth trait, jUdging-Perceiving. The scales of the Eysenck Per­
sonality Questionnaire (EPQ) reflect Eysenck's attempt to combine findings derived from a 
large number of psychometric studies of personality, experimental findings using personality 
variables and various brain-behavior relationships (Eysenck, 1992; cf. also Zuckerman, 1992). 
The scales of the EPQ represent what are often called the Big Three (Extraversion (E), Neuro­
ticism (N) and Psychoticism (P)). The California Psychological Inventory (CPI), with eighteen 
scales, attempts to assess "folk concepts", not traits (Gough, 1%8, 1987). The eleven scales of 
the Multidimensional Personality Questionnaire (MPQ), on the other hand, represent an 
iterated factor approach to the domain of self-report personality items that attempts to achieve 
relatively independent primary scales and yet still tap the Big Three (Tellegen and Waller, in 
press). The Neuroticism, Extraversion, Openness, Personality Inventory-Revised (NEO-PI-R) 
was designed to capture the so called Big Five model of personality (N, E, 0 and Agreeable­
ness (A) and Conscientiousness (C)) (Costa and McCrae, 1992). The Big Five model is based 
on psychometric studies largely originating with the work of Tupes and Christal (1961). 

THE BIG FIvE 

The Big Five appear to be emerging as a dominant paradigm in personality research (cf. 
Goldberg, 1992: Goldberg, in press; John, 1990; Digman, 1990 for reviews), and we will dis­
cuss the behavior genetics findings within this frame of reference because a great deal of data 
can be organized under this rubric. This includes the meta-analyses of the twin literature by 
Nichols (1978), Eaves et a1. (1989), and the recent reanalysis of a great deal of twin and 
family data by Loehlin (1992)1. In addition, our own data on twins reared apart can be easily 
incorporated into this scheme. The use of this frame of reference should not be taken to mean 
that we subscribe to the view that it is the best scientific scheme for characterizing personality 
(cf. Hough, 1992; Tellegen and Waller, in press). 
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Table 1. The Big Five Factors (bold), Sample Bipolar Scales, the Six NEO-PI-R facet-scales, 
the California Psychological Inventory Regression Equations for Predicting the Big Five and 
the One or Two Highest Loading Multidimensional Personality Questionnaires Scales 

Extraversion 
introverted . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. extroverted 

unenergetic . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. energetic 
timid ............................................. bold 

Warmth, Gregariousness, Assertiveness, Activity, Excitement seeking, Positive emotions 
Extraversion = Dominance + Self acceptance - Self control 

Social closeness, Social potency 

Neuroticism 
angry ............................................. calm 

nervous . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. at ease 
emotional . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. unemotional 
Anxiety, Angry hostility, Depression, Self-consciousness, Impulsiveness, Vulnerability 

Adjustment= Well being + Work orientation - Anxiety 
Stress reaction, Well being 

Conscientiousness 
disorganized . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. organized 
irresponsible . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. responsible 

careless . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. through 
Competence, Order, Dutifulness, Achievement striving, Self-discipline, Deliberation 

Conscientiousness= Responsibility + Achievement vis Conformance - Flexibility 
Control, Achievement 

Agreeableness 
cold ............................................. warm 

selfish . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. unselfish 
distrustful . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. trustful 

Trust, Straightforwardness, Altruism, Compliance, Modesty, Tendermindedness 
Agreeableness = Socialization + Tolerance - Narcissism 

Aggression 

Openness 
intelligent . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. unintelligent 
reflective . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. unreflective 

creative . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. uncreative 
Fantasy, Aesthetics, Feelings, Actions, Ideas, Values 

Culture=Empathy + Achievement via independence + Creativity 
Absorption, Harm avoidance 
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Table 1 shows the major dimensions of the Big Five and attempts to orient the reader with 
respect to this approach to personality description. It lists a) sample bipolar scales from 
Goldberg (1992), b) the six NEO-PI-R sub-scales for each trait (Costa and McCrae, 1992), c) 
the CPI equations that attempt to capture each of the big five traits (Gough, 1992), d) and the 
one or two MPQ scales that tend to load highest on the relevant Big Five factors (Tellegen 
and Waller, in press). We need only note that the MBTI Intuition, Feeling, and Judgment sca­
les map against the Big Five Openness, Agreeableness and Conscientiousness scales and that 
the EPQ Psychoticism scale does not fit neatly into the scheme but rather splits across Agree­
ableness and Conscientiousness. It is not surprising therefore that Openness and Psychoticism 
are contested traits in each of these schemes. 

McCrae and Costa (1990) provide an overview of personality in adulthood and evidence of 
the validity of the Big Five. 

Quantitative Genetic Models 

The definition of quantitative genetic influence on a personality trait (or any trait for that 
matter) is unambiguous and follows from a well verified theory of inheritance, a theory that 
has been validated across the plant and animal kingdoms. The operational methods make use 
of kinships in which degrees of genetic and environmental communality are known (Jinks and 
Fulker, 1970; Eaves et al., 1989; Plomin et al., 1990, Neale and Cardon, 1992). This is not to 
assert that all genetic mechanisms are known and identified. Far from it, new and important 
(in both the sense of being scientifically interesting and in explaining a considerable amount of 
variance) genetic mechanisms are constantly being discovered. Fragile-X syndrome is one of 
the most recent examples. This mutable mutation differs dramatically from ordinary Mendelian 
mechanisms and is now known to be the most common cause of mental retardation after 
Down's syndrome. It was not discovered until 1969 (Lubs, 1969), and its mode of action is 
still being unraveled (Bouchard, in press; Rennie, 1992). In addition we still do not know the 
genetic mechanisms underlying the major psychoses. 

In quantitative genetic models environmental influences are often evaluated as residuals 
confounded with error of measurement. This is, of course, not a necessary feature of such 
models. Environmental indexes can be built in. The difficulty is in properly conceptualizing 
and measuring environmental influences. As Plomin and Bergeman (1991) have shown, self­
reported environmental measures gathered from twins may reflect genetic factors inherent in 
their personalities and perceptual systems. As we will show later in this chapter objective 
characteristics of the environment, such as parental education and SES, also reflect genetic 
influence when measured in biological families (Scarr, 1992; Bouchard et al., 1990). 

We begin by briefly sketching the logic of the basic twin and adoption designs that provide 
much of the data that we plan to review. Path analysis is a powerful and relatively straightfor­
ward tool for illustrating the logic underlying behavior genetic methodology (Loehlin, 1989, 
1992). The diagram in the upper left corner of Figure 1 shows the path diagram for monozy­
gotic twins reared together (MZTs). 
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.50 

MZ TOGETHER DZ TOGETHER 

MZ APART DZ APART 

Figure 1. Alternative MZ-DZ Twin Models: Nonadditive Genetic Variance 

Items in circles indicate underlying latent variables, and items in boxes indicate measurable 
phenotypes (scores) for the kinships indicated. The symbols on the directed paths, h, i, and c 
(standardized partial regression coefficients between latent and observed variables) represent 
the effects of additive genetic effects, non-additive or epistatic genetic effects, and shared 
environmental effects. The phenotype of each twin is influenced both by their genotype and by 
their environment. That is, the single-headed arrows denote theoretical causal influences, with 
the lower case letters representing the degree to which the phenotype is a function of the latent 
causal entities. The expected correlation between any two observables can be derived using the 
tracing rules of path analysis. There are three paths influencing the correlation between MZTs, 
a path which reflects common environmental influences, an additive genetic path, and an epis­
tatic path (non-additive genetic). The coefficient of genetic relationship is set at 1.00 for MZ 
twins, and therefore the i and h arrows flow from common latent traits. For DZ twins (and 
siblings) the coefficient of genetic relationship is .50 as shown by the correlation of .50 be­
tween the Gs in the upper right hand diagram in Figure 1. For DZ twins i is considered 
negligible. They are not shown, but the coefficients of genetic relationship would be .25 for 
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half-siblings, and .00 for unrelated individuals reared together. The MZT correlation (rMZT = h2 

+ i2 + c2) confounds three sources of variance. The DZT correlation (rDZT = .5h2 + c~ con­
founds two sources of variance. If the twins are truly reared apart in environments in which 
trait relevant features of the environment are uncorrelated the MZA correlation does not con­
tain a c component (rMZA = h2 + i~ and confounds two sources of variance. The comparable 
DZA correlation is (rDZA = .5h2). A similar logic underlies the models for biological and adop­
tive families, but these models also require assumptions about the similarity between child­
hood and adult genotypes of parents in the biological families (cf. Loehlin, 1992, p. 33). 

These theoretical models, as well as models that also incorporate ordinary adoptees and 
biological families can, with certain assumptions, be solved for, and the fit of the data (cor­
relations or mean squares) to the models can be evaluated statistically. We will first review the 
overall findings based on the numerous twin studies of personality. 

META-ANALYSES OF PUBUSHED TWIN CoRRELATIONS 

Table 2 presents the personality data for MZ and DZ twins for the Big Five taken from the 
meta-analysis of the twin literature by Nichols (1978). 

Table 2. Mean Intraclass Correlations for Monozygotic and Dizygotic Twins Organized Ac­
cording to the Big Five Personality Factors 

Trait Number ~z (>z 

of Studies 

Extraversion 30 .52 .25 
Neuroticism 23 .51 .22 
Conscientiousness 1 12 .44 .24 
Agreeableness2 6 .49 .23 
Openness3 7 .43 .17 

1. Weighted mean of Conformity and Flexibility. 2. Socialization. 
3. Masculinity-Femininity 

~z _ (>z 

.27 

.29 

.20 

.26 

.26 

Table 3 is a meta-analysis of the twin literature before 1976 taken from Eaves et al. (1989). 
The remarkable similarity of the results should not be surprising as both reviews cover essen­
tially the same literature. These results, or results very similar to them, will be incorporated 
into most of the model fitting to be discussed subsequently. They are presented for the pur­
pose of providing a complete picture. They constitute the starting point of most analyses and 
generally provided the largest sized samples and the most power. 
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Table 3. Mean Intraclass Correlations for Monozygotic and Dizygotic Twins Organized Ac­
cording to the Big-Three Personality Factors. 

Trait Number .-Mz (lz .-Mz _ (lz 

of Studies 

Extraversion 36 .53 .24 .29 
Neuroticism 22 .44 .22 .22 
Psychoticism 15 .46 .23 .23 

MODEL FITTING OF TwIN DATA 

Eaves et ai. (1989) fit models to the mean squares of data gathered on adult twins in four 
large studies, one conducted in London, one in the U.S. (Loehlin and Nichols, 1976, The 
National Merit Scholarship Twins) one conducted in Sweden (Floderus-Myrhed et aI., 1980) 
and one conducted in Australia (Martin and Jardine, 1986). We summarize what is actually a 
rather complex analysis in Table 4. 

The London study made use of an early form of the Eysenck Personality Inventory and was 
based on modest sample sizes (MZ males = 70; MZ females = 233; DZ males = 47; DZ fe­
males = 125; o-Sex DZ = 67). A simple additive model fits the data best. Nevertheless, as the 
authors point out, this is not a statistically powerful study, and substantial amounts of non-ad­
ditve variance could remain undetected. 

The U.S. study (based on adolescent CPI data scored for Extraversion and Neuroticism; 
MZ males = 179; MZ females = 267; DZ males = 111; DZ females = 176) yields fits for both 
sexes that do not differ from each other and are similar to the London data. 

The Swedish study made use of brief versions (nine item scales and allowing for a mini­
mum of six responses) of the Eysenck Extraversion and Neuroticism scales and very large 
samples. The sample sizes vary from cohort to cohort (MZ males = 510-1053; MZ females = 
606-1240; DZ males = 817-1752; DZ females = 1040-1798). The 1946-1958 cohort is by far 
the largest. There are clear differences as we move from older cohorts (less he'ritable) to 
younger cohorts (more heritable). It is, however, dangerous to draw strong conclusions from 
tests that contain as few as six items and a maximum of nine items. As Eaves etai. (1989) 
point out we could be looking at changes in gene expression with age, interaction of genetic 
and environmental effects with secular change, or simply selective mortality. Nevertheless, 
these large samples allowed for the detection of differential sex and cohort effects across traits 
and non-additive genetic effects on Extraversion. 

The Australian twin study made use of the entire EPQ and large samples (MZ males = 567; 
MZ females = 1233; DZ males = 352; DZ females = 751; O-sex DZ = 907). This study does 
not show heterogeneity by sex for Extraversion as did the Swedish study, but the Neuroticism 
results are sex specific. Both the Swedish and the Australian data suggest significant non-ad­
ditive genetic variance for Extraversion. 
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Table 4. Summary Findings of Genetic and Environmental Influence on Extraversion, Neuro-
ticism and Psychoticism from Four Twin Studies Analyzed and Reported by Eaves, Eysenck 
and Martin, 1989. 

Source of Variance 
Trait Additive Non-additive Common Idiosyncratic 

genetic genetic family environmental 
environmental and error 

The London Study 
Extraversion .49 .00 .00 .51 
Neuroticism .40 .00 .00 .60 
Psychoticism .47 .00 .00 .53 
The U.S. Study 
Extraversion .39 .00 .00 .61 
Neuroticism .48 .00 .00 .52 
The Swedish Study 
Males 1926-1935 
Extraversion .43 .02 .00 .55 
Neuroticism .38 .00 .00 .62 
Females 1926-1935 
Extraversion .06 .43 .00 .50 
Neuroticism .40 .00 .00 .60 
Males 1936-1945 
Extraversion .35 .03 .00 .62 
Neuroticism .39 .00 .00 .61 
Females 1936-1945 
Extraversion .17 .32 .00 .51 
Neuroticism .51 .00 .00 .49 
Males 1946-1958 
Extraversion .23 .28 .00 .49 
Neuroticism .53 .00 .00 .47 
Females 1946-1958 
Extraversion .51 .06 .00 .43 
Neuroticism .61 .00 .00 .39 
The Australian Study 
Females 
Extraversion .21 .32 .00 .47 
Neuroticism .51 .00 .00 .49 
Psychoticism .37 .00 .00 .63 
Males 
Extraversion .21 .32 .00 .47 
Neuroticism .46 .00 .00 .54 
Psychoticism .45 .00 .00 .55 

From Eaves et al. (1989). 
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FiTIlNG MODELS TO ADoPTEES AND EXTENDED FAMILIES 

Eaves et a1. (1989) also fit models to P, E and N data from 33 different kinship groups (in­
cluding the twins previously reported on). They report the narrow and broad heritabilities 
shown in Table 5. 

Table 5. Broad and Narrow Heritabilities for Extraversion, Neuroticism and Psychoticism 
Estimated From Models Fitting Thirty-three Kinship Groups 

Additive Non-additive Broad 
Trait genetic genetic heri tability 

(narrow h2) 

Extraversion .48 .04 .52 
Neuroticism .12 .30 .42 
Psychoticism .28 .21 .49 

From Eaves et a1. (1989). 

As the authors readily admit, the model fit to this data ignores the possibility of a specially 
high environmental correlation for MZ twins (see Loehlin's model below). They point out that 
in the absence of separated MZ twins they cannot resolve these alternative hypotheses. The 
estimate of .30 for non-additive genetic variance for Neuroticism is inconsistent with all other 
twins data previously analyzed by this group (see table 4). This analysis did not include twins 
reared apart. Loehlin's (1992) analysis (see table 7 below), which includes a very different 
data set and twins reared apart, does suggest non-additive genetic variance for most .of the Big 
Five. We will return to this point when we discuss the twin reared apart data. 

A META-ANALYSIS OF 1HE TwIN, ADoPTION AND FAMILY DATA 

Table 6 is the result of model-fitting to a meta-analysis of twin, twin reared apart (Swedish 
and American but not Finnish), adoption and family studies of data organized according to the 
Big Five scheme by Loehlin (1992). 

The bottom line in the Loehlin analysis is that, even with MZA data, it is. difficult to 
decide between models that require special twin and sibling environment terms and models of 
non-additive genetic variance. Common family environmental influences are modest under 
either model with Agreeableness showing the most influence under both (approximately 10%). 
Extraversion clearly shows a sizable non-additive genetic effect, consistent with the large 
Australian study, if one prefers that model, but not consistent with the results of the analysis 
in Table 5. It should be noted that the Loehlin analysis incorporated the U.S. twin study and 
therefore that study is not an independent replication. 
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Table 6. Summary: Estimates from Fitting Simple Models to Correlation Data from the Big 
Five. 

Big Five Factor 

Extraversion 
Neuroticism 
Conscientiousness 
Agreeableness 
Openness 

From Loehlin (1992). 

Additive genes 
Special MZ and 
Sibling environments 

Additive 
genetic 
Environ. 

.36 

.31 

.28 

.28 

.46 

Special 
MZ 
Environ. 

.15 

.17 

.17 

.19 

.05 

A Closer Look at the Minnesota MZA Data 

Alternate Models 

Sibling 
andDZ 

.00 

.05 

.04 

.09 

.05 

Additive genes 
Epistasis 
Equal environments 

Additive Non-
genetic additive 

genetic 

.32 .17 

.27 .14 

.22 .16 

.24 .11 

.43 .02 

Common 
family 
Environ. 

.02 

.07 

.07 

.11 

.06 

Table 7 compares the MZA data used by Loehlin from the Swedish and the Minnesota studies 
as well as additional data from the Minnesota study. 

The additional data sets consist of a) Big Five estimates, using the Gough formulas shown 
in Table 1 for the CPI administered to the Minnesota Study of Twins Reared Apart (MISTRA) 
sample (age and sex corrected) and also scored on the sample studied by Hom et al. (1976), b) 
updated MISTRA sample and a much larger sample of MZT and DZT twins using the MPQ, 
and c) a weighted composite of a and b. We will focus on the weighted composite. In many 
senses it can be considered a semi-independent cross-validation sample. The MZT and DZT 
MPQ sample has been increased in size enormously over that used by Loehlin. The use of the 
same Gough scoring algorithm for the CPI on both the reared apart and reared together twin 
samples makes a unique contribution to the estimates. The other data sets give a good picture 
of the variation expected as a result of the use of different tests and varying sample sizes. The 
MISTRA MZA data suggest an average heritability of about .50 and a common family en­
vironmental effect of zero (rMZT not reliably greater than rMu). For three of the five traits the 
DZA and DZT correlations suggest non-additive genetic influence (DZ correlation less than 
half the MZ correlation). The exception is Openness, and this is consistent with the Loehlin 
data. 
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Table 7. Correlations for MZA, DZA, MZT and DZT on the Big Five Factors foor the 
Swedish Study and Various Samples of the Minnesota Study 

Minnesota Study - MPO Minnesota Study -
used by Loehlin, 1992 MPO Lager Sample 

updated sample 

MZAMZT DZA DZT MZAMZT DZA DZT 
N (pairs) 44 217 27 114 52 553 33 459 

Extraversion .34 .63 -.07 .18 ,40 .53 -.13 .16 
Neuroticism .61 .54 .29 ,41 .53 ,46 ,41 .17 
Conscientiousness .57 .58 .04 .25 .61 .59 -.04 .38 
Agreeableness ,46 ,43 .06 .14 .32 ,41 .09 .18 
Openness .61 ,49 .21 ,41 .61 ,40 .23 .17 

Mean .52 .53 .11 .28 ,49 ,48 .11 .21 

Minnesota and California Minnesota Study -
Study - CPI MPO and CPI Sample 
scored with Gough equations weighted means 

MZAMZT DZA DZT MZAMZT DZA DZT 
N (pairs) 61 99 42 99 

Extraversion .60 .56 .04 .22 .51 .53 -.03 .17 
Neuroticism .55 .50 .16 .05 .54 ,47 .27 .15 
Conscientiousness ,41 .46 .20 .19 .50 .57 .09 .35 
Agreeableness .67 ,48 .11 .16 .51 ,42 .10 .18 
Openness .59 .61 .37 .21 .60 ,43 .31 .18 

Mean .56 .52 .18 .17 .53 ,48 .15 .20 

Swedish Study 
used by Loehlin, 1992 

MZAMZT DZA DZT 
N (pairs) 95 151 218 204 

Extraversion .30 .54 .04 .06 
Neuroticism .25 ,41 .28 .24 
Conscientiousness .25 .39 .16 .13 
Agreeableness .18 .37 .09 .32 
Openness ,43 .51 .23 .14 

Mean .28 ,44 .16 .18 
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A Note on the Finnish and Swedish MZA Data 
The Finnish MZA data (Langinvainio et aI., 1984) are sufficiently deviant, statistically, from 
other samples that Loehlin has chosen not to incorporate them into any of his models 
(Loehlin, 1989, 1992). This data are perplexing and it would be desirable if these cases were 
seen personally and assessed with better instruments rather than by mail. A comment by Rose 
et al. (1990) also suggests that better scales would probably yield better results. 

We offer some previously unpublished data from personality studies of Finnish MZAs. 
We have MMPI data on 75 adult Finnish twin pairs, 28 male and 47 female, varying in age 
at separation from birth to 28 years. The MMPI items administered to these twins form 
eight of Wiggins' Content Scales (1966). Eighteen of these MZ pairs, separated by age 8, 
can be categorized as MZAs. These early-separated MZ twin pairs show significant (p>.05) 
resemblance for five of the eight Wiggins' scales: their intraclass rs range from .41 to .74, 
and correlations for two of the other three scales achieve p=.06! (p. 775). 

The Swedish MZA data, shown in Table 7, suggest an average heritability of .28. The MZA 
vs. MZT contrast suggests a common family environmental influence of about .16. This herita­
bility estimate is lower than all other estimates and the common family environment estimate 
is larger than all other estimates except for the Loehlin model which fits a special MZ and Sib 
environment. Pedersen et al. (1988) assert that their lower heritability estimates are due to 
their lower MZA correlations and proceed to argue that "Differences between the current study 
and earlier MZA studies may lie in the method of ascertainment. Both the SATSA (Swedish 
Adoptionrrwin Study of Aging) and the Finnish MZA were identified from population-based 
information, whereas other studies of MZA typically relied on identification by third parties or 
response to media appeals. Pairs may have come to the investigator's (and each other's) atten­
tion because of their remarkable similarity" (p. 955). We hope to be able to test this hypoth­
esis directly for the MISTRA data in the future when we have enough cases to group twins 
according to how they located each other. A number of twin pairs came into the study because 
we or someone we knew were involved in the search. These twins had no knowledge of their 
zygosity or degree of similarity and all have participated in the study. Prior to carrying out 
such an analysis we would like to suggest a possible alternative hypothesis, namely that the 
differences reflect in part the quality of the measures in the Scandinavian studies. Their instru­
ments are very inferior to ours. We also note that their zygosity diagnosis is entirely by ques­
tionnaire and their data collected by mail. Our zygosities are determined by blood type and the 
data collected under our supervision. Their Extraversion and Neuroticism scaies are 9 items 
long and they required responses to only six items in order to generate a score. Their Agree­
ableness and Conscientiousness scales were 10 items long and the authors do not report how 
many items needed to be answered in order to score the scale. The Openness scale, however, 
was 25 items long and yielded the highest heritabilities (Bergeman et aI., in press)! Average 
scale length on the MPQ is 24.7 items. Ail the regular CPI scales are much longer. Taken 
together these factors can reduce phenotypic correlations somewhat (cf. Nichols, 1978). As 
part of another study we scored the CPI on a number of shorter scales (with no overlapping 
items), namely the 11 theoretical scales (average scale length = 14.3) derived by Rase and 
Goldberg (1967). -Note that these scales are still considerably longer than the Scandinavian 
scales and there are no missing data for the reared apart twins and very little missing data for 
the reared together twins. The average correlation across the 11 scales for the MZA, MZT, 
DZA and DZT twins were, .38, .41., .08 and .12, not remarkably different from the SATSA 
data. If we shortened our scales further and thus threw in a little random error our correlations 
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would all be lower than theirs. The cohort from which their Extraversion and Neuroticism data 
for the MZA, DZA, MZT and DZT samples was largely drawn, the 1926-45 cohort, yields 
lower heritabilities than the 1946-58 cohort (Floderus-Myrhed et aI., 1980) (see table 4). As 
pointed out by Eaves et a1. (1989) there could be a variety of reasons for this difference. Their 
DZA correlations (based on a much larger sample than the MZAs, N=218) also leave us puz­
zled as they imply MZA correlations of at least .56 for Neuroticism and .32 for Conscientious­
ness. Their DZ data, in disagreement with the MZ data, implies almost no common family 
environmental influence (except for Agreeableness and this is because the DZT correlation is 
much larger than the MZT correlation!). We would argue that the relative messiness of the 
Swedish data relative to the broad heritabilities (sum of additive and non-additive effects in 
table 7) reported by Loehlin (1992) is due, in part, to the use of poor scales and in part to 
sampling peculiarities. The variation from scale to scale and inconsistencies between various 
classes of twins is much more striking when the results of individual studies are examined. It 
would seem reasonable to argue that the study underestimates the heritability of personality if 
one is interested in generalizing to somewhat younger samples measured with standard 
instruments. It is of considerable interest to note that a sub-sample of their MZA twins (n = 
45) was assessed with a cognitive battery and the first principal component, a highly reliable 
measure which reflects 4 hours of testing, yielded exactly the same results as the MIS1RA 
study, namely an MZA correlation of .78 (Pedersen et aI., in press). 

Treating the Minnesota data in the same manner we can look at it in at least two ways. 
First, we might assume that the DZA data are unbiased (we must be cautious here as the sam­
ple size is very small) in terms of case finding (at least relative to the MZAs) and the dif­
ference between the DZA and the DZT (.05) sample estimates common family environment. 
This value is quite cl9se to the estimate of .066 in the Loehlin analysis. Let's use .06. If we 
subtract this from our MZTs we get an estimate of h2 of .42, precisely the same as Loehlin! 
This would suggest a bias of about .11, for these traits, in the Minnesota MZA data. As an 
alternative we might assume that the large Swedish DZA sample yields a correct estimate (the 
Swedish DZA and DZT and Minnesota DZT samples all yield figures between .15 and .20). 
The Loehlin analysis, however, underestimates h2 relative to what it would have been had it 
been gathered with a reliable standard instrument (it is based on a mishmash). Let's be conser­
vative and add .03. The Loehlin figure depends heavily on mailout data and we know that the 
error rate in zygosity determination reduces the heritability somewhar. Let's be conservative 
and add .03. This would suggest that the Minnesota data has a bias of about .05 for these 
scales and that the heritability of ordinary personality scales that assess the Big Five is about 
.48. 

THE GENERALIlY OF THESE FINDINGS 

We do not have the space to review the matter here, but heritabilities of about .40 -.50 are 
ubiquitous for virtually all traits measured with ordinary psychological tests. For psychological 
interests see Lykken et a1. (in press); Moloney et a1. (1991); Nichols (1978); Waller et a1. (in 
press). For data on Work Values see Keller et a1. (1992). For data on Religiosity see Waller et 
aI. (1990). For Special Mental Abilities see Bouchard et aI. (1990) and Nichols (1978). Intel­
ligence is an exception as it yields higher heritabilities (Bouchard, in press; Bouchard et aI., 
1990; Pedersen et aI., in press). This difference is due, in part, to the use of superior in­
struments to measure IQ relative to most other measures of individual differences. Most per­
sonality and interest inventories require about five minutes to measure an individual traie. The 
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measurement of special mental abilities generally takes a few minutes more. Good IQ tests on 
the other hand require about an hour and the brief ones require about 20-30 minutes. 

Where Should Behavior Geneticists Go From Here? 

We would like to argue that behavior geneticists have not been good scientists in a fundamen­
tal sense. We have failed to implement what Lubinski and Dawis (1992) call "normal science". 
That is we have failed to implement our knowledge about validity and precision of measure­
ment. It is all well and good to carry out a behavior genetic analysis of some number of per­
sonality traits using a standard instrument. But it is well known that few personality instru­
ments approach the reliability and precision that they could or should! The fact is that most 
instruments satisfice. That is, they are just good enough. They are good enough to collect data 
from students in order to develop the necessary psychometrics. They seldom use more than 
one format (true or false). They are often much too brief because it is important to "get every­
thing you need in one hour". This latter point is related to the data gathering problem (the 
world of student and patients revolves around time spans of 45 to 59 minutes) and the fact 
that instruments that require too much time to complete will not sell well. In most studies the 
population is sampled at only one point in time because it is too difficult to persuade partici­
pants to complete inventories on more than one occasion. In the behavioral sciences we have, 
to a large extent, taken a stance comparable to engineers. They use what works and is readily 
available at the right price in order to get "something" done. They simply overbuild by a large 
order of magnitude in order to avoid structural failure and let it go at that. The scientific ap­
proach is quite different. Scientific studies are designed to yield answers within the known 
limits of measurement error of the scientific technology that can be brought to bear on a pro­
blem. Physicists, for example, do not limit their questions to those that can be answered by the 
use of off the shelf measuring devices. If a theoretical question is important enough they build 
instruments with technology capable of generating the precision necessary to answer the ques­
tion. What would this mean for a behavior geneticist interested in genetic and environmental 
influences on personality? We know that a wide variety of confounding factors interfere with 
the precision of our measures (i.e., method variance, construct irrelevancies, systematic bias, 
ambient noise, accidental sampling of a participant at a bad time, etc. etc. (cf. Cronbach et aI., 
1972». What if we tried to take these artifacts and sources of error into account systematically 
via measurement? Imagine the results of a twin and/or adoption study of adults in which the 
participants completed five different, five scale (Big Five?) personality instruments on ten 
occasions (each instrument completed twice over the course of twelve months). The five in­
struments would use entirely different response formats (i.e., True-False, Multiple self-rating 
of trait descriptions, Adjective ratings or check list, Like-Indifferent-Dislike format, Forced 
choice) and contain a sufficient number of items to reach a high level of reliability (>.90). In 
addition these scales would have been built using an iterative procedure designed to yield 
convergent and divergent validity as well as extrinsic validation profiles (Lubinski et aI., 1983; 
Lubinski and Dawis, 1992). These requirements may appear strict, but they simply flow from 
the known limits of our measuring tools. Loehlins (1992) powerful summary review of the 
twin and adoption data on personality presented earlier in this paper required the combining of 
data gathered in different studies using at least 12 different measures as indexes of each of the 
Big Five factors. The correlations between many of these scales, purporting the measure the 
same factor, are often in the .50 range or less. Indeed, we would, in many instances, have 
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chosen different correlation coefficients, but the justification for our choices would have been 
no more persuasive than those of Loehlin. It is not widely appreciated that measures that cor­
relate as highly as .90 can still display different patterns of external correlations demonstrating 
that they are poor substitutes for each other. Take a realistic example, consider the case of a 
correlation of .70 between test 1 and test 2. A correlation of .70 would be considered an excel­
lent level convergent validity in almost any context. If test 1 has a correlation of .50 with an 
external criterion (.50 would be considered a very good validity coefficient), the upper and 
lower limits of the correlation of test 2 with the same external criterion are .97 to -.27. (cf. 
Lubinski and Dawis, 1992, Table 2). Not a single one of these suggestions is novel. The de­
sign simply requires the implementation of common knowledge or what should be "normal 
science". 

SUMMARY 

The Loehlin (1992) analysis (Table 7), which includes non-additive genetic variance is, in our 
opinion, by and large the very best that can be achieved with the quality of the data that has 
been gathered to date. Plausible adjustments to the Loehlin analysis as well as to the Swedish 
and Minnesota data suggest a broad heritability of 40-50% for ordinary personality scales 
administered to ordinary adult samples. Nevertheless, the striking inconsistencies in results 
from study to study are an embarrassment to the field. The parameters that are being estimated 
are, of course, not constants and may vary from population to population and over time. There 
is, however, considerable agreement among investigators (in private if not in print) that the 
inconsistencies are much larger than might be expected on such a basis. The Loehlin analysis 
strongly implicates non-additive genetic variance and some common family environmental 
influence for four of the Big Five. Both of these findings conflict with major data sets. In 
addition, the hypothesis of a special MZ and sibling environmental effect cannot be conclu­
sively refuted. We recommend that these issues be attacked using the procedures of "normal 
science" a practice woefully lacking in Psychology as a discipline. 

Non-Behavior Genetic Approaches to Environmental Influences on Adult Personality: 
What have they shown? 

It would be impossible to review even a small part of the "environmental" literature. Our task 
is, however, simplified somewhat by the appearance of a recent review of a segment of this 
literature by L.W. Hoffman (1991). Our critique will be specific to a few of the domains of 
research cited in her paper. It is important to state at the outset that it is not our intention to 
engage in a study by study critique. We are not arguing that the factual results of particular 
studies are incorrect (they mayor may not be), but rather that the interpretation of the results 
of many studies, both by Hoffman and just as often by the original authors, is seriously 
flawed. Hoffmans paper was written to deal with family environmental influences. on per­
sonality from the point of view of accounting for sibling differences. As she puts it "one spe­
cific aim of this article is to clarify how developmental researchers conceptualize environmen­
tal influences. The second is to discuss developmental research findings that indicate why 
environmental influences even those from within the family, are not the same for different 
family members" (p. 187). Her analysis, however, extends well beyond these goals and so 
does our critique. It is our contention that, a) to the extent that Hoffmans opinions are repre-
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sentative of those of developmental researchers at large (we have no reason to think that this 
is not true as she is a distinguished investigator in her own right and her paper appeared in a 
distinguished journal and was most likely reviewed by her peers in the field) their methods of 
conceptualizing environmental influences on adult outcomes are largely invalid, and b) Hof­
fman largely fails to present plausible evidence for the influence of environmental factors on 
adult personality. 

CoRRELATIONS ARE NOT CAUSES 

There are numerous studies in developmental psychology that draw causal inferences regarding 
environmental influences on adult psychological characteristics from a) correlations between 
parental traits (i.e., child rearing patterns) and traits of adult offspring, and b) from correlations 
between characteristics of the environment (parental education, socioeconomic status, etc.,) and 
adult offspring characteristics. More often, however, the correlations are between the factors 
cited and a childs characteristics. In the latter case the unspoken inference drawn is that the 
effect is permanent and will exhibit itself in adulthood. It is impossible to repeat sufficiently 
often the dictum that such phenotypic correlations, when obtained on biological family mem­
bers, are completely confounded by genetic influences. Interpretation of such correlations in 
terms of environmental causation presumes the theory they are purporting to test. Scarr (1985, 
1992) has preached this point to developmentalists for over twenty years but, as we will show, 
to very little avail. What change is occurring is largely occurring because developmentalists 
being trained in behavior genetics are slowly infiltrating the field. A recent and particularly 
flagrant example of this flawed approach to understanding environmental influences on behav­
ior can be found in Tomlinson-Keasey and Little (1990). This study uses the Terman longitu­
dinal data and structural modeling to demonstrate parental influences on educational attain­
ment, intellectual skill and personal adjustment. Bouchard et al. (in press) present a critique of 
this study with respect to the causal analysis of intellectual skill. They point out that the causal 
model implemented in that study presumes that parental educational levels are solely environ­
mental measures. This assumption is made in the face of overwhelming evidence that parental 
educational levels are in fact genetically influenced to a significant degree. In addition they 
show virtually no impact on children's IQ when assessed in the context of adoption studies. 
Tomlinson-Keasey and Little do not even mention the possibility of a genetic interpretation of 
the data even though Barbara Burks, Termans most brilliant student, demonstrated the impor­
tance of adoption studies in this context over fifty years ago (Burks, 1938). This problem 
haunts most of Hoffmans interpretation of the environmental literature. 

CAUSAL MODELS MUST BE SPECIFIED AND EVALUATED 

In addition to the use of within family studies to draw causal inferences, Hoffman repeatedly 
presumes causal models and causal chains that if specified as path diagrams would most likely 
result in no explanation whatsoever. Consider the argument, repeatedly cited by Hoffman 
throughout her paper, that differences in physical attractiveness elicit differences in treatment 
from caregivers and others. This "model" assumes, a) strong consistencies in the behavior of 
those providing the "influence" (i.e., attractiveness elicits, across many different individuals, 
the same or functionally equivalent behaviors that over time shape personality traits), b) strong 
agreement among caregivers and others 011 what constitutes physical attractiveness from age to 
age, c) consistent treatment based on attractiveness regardless of other characteristics of the 
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child, d) consistency in attractiveness of the child from age to age, and e) a real influence (an 
e effect in a path model). The data for a complete path diagram are not available, but the 
numerical estimates necessary to make the diagram a plausible explanation are so unlikely that 
the burden of proof on Hoffman would be enormous even if she were allowed to use con­
founded within-family data. Perhaps the most frustrating feature of Hoffman's review is her 
repeated use of "significant findings" without meaningful cumulation. After fifty years of 
research on environmental influences on personality it would be nice to see a meta-analysis of 
replicated findings even if they made use of confounded with-family data. Finally, in repeated 
instances a particular environmental process is cited as a possible causal factor when in fact 
there is no outcome evidence demonstrating the environmental process had any influence 
whatsoever. The existence of a process is taken as evidence of a cause without linking it to an 
outcome. The purported effects of differential socialization by birth order is a classic example 
and discussed below. This approach may sound strange, but it is a consequence of a peculiar 
and narrow view of how research should be carried out. Consider the following quote from 
Hoffman (1991): 

Research in developmental psychology typically examines combinations of "environment" 
and "person" variables that are directly measured and controls on other variables in predic­
ting child outcomes. The focus is more on the process of influence rather than the outcome. 
An outcome, such as a personality trait, cannot tell one the environmental influences 
(emphasis added). Different scores on a personality inventory for a trait do not mean that 
common environmental experiences did not go into that outcome, but only that total en­
vironmental package was not the same. Because there are so many aspects of the environ­
ment that interact in affecting personality, it is not likely that even a common experience 
that marks all children in some way will result in the same outcome. (p. 192). 

While plausible on it's face this approach fails all the fundamental tests that characterize em­
pirical science. If it were followed strictly it is unlikely that any hypotheses regarding environ­
mental causation would be falsified. If one believes that aspects of the environment interact 
with the person in affecting personality then one is obliged to demonstrate such an influence, 
not simply assume it. This is a hypothesis about a genotype by environment interaction and 
methods are available for studying such phenomena, methods developed by behavior gene­
ticists (Plomin et aI., 1977). The study of processes of influence without concern for outcomes 
is a totally unacceptable procedure if an extrapolation to outcomes is envisaged. The existence 
of a systematic influence process, i.e., child rearing pattern, may say something about the 
person exercising the process (parent) and it may control the expression of some behaviors 
while it is in force, but it may also have nothing to do with the eventual or final development 
of a child's personality. The study of outcomes is mandatory if one is to distinguish between 
these possibilities. The study of differential outcomes when similar groups are subjected to 
different environmental treatments or different groups are subject to the same treatment is a 
fundamental scientific procedure and is the only way in which one can examine systematic 
interactions. 

EXPERIMENTAL RESULTS SHOULD NOT BE OVER INTERPRETED OR OVER GENERALIZED 

Experimental procedures are widely used by developmentalists to illustrate that specific mani­
pulations influence particular traits. The experimental approach is held in such high esteem in 
contemporary psychology that it is important to demonstrate that the results of experimental 
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studies are often cited in support of arguments that they are incapable of supporting. Experi­
mental manipulations during a brief experiment often temporarily influence the expression of a 
behavior or trait (change behavior or a score on a psychological test). Such evidence is not 
proof, nor even persuasive evidence, that a similar manipulation caused the trait in the first 
place, nor that the change in behavior or the trait will maintain itself once the manipulation is 
removed. Even manipulations or reinforcement sequences maintained for long periods of time 
need not have enduring effects (Breland and Breland, 1961). All such manipulations must be 
shown to be linked to the outcome behavior, and this must be done in a context where genetic 
influences have been excluded as plausible alternatives. The lack of correlation between a 
child rearing behavior pattern and a childs behavior observed within biological families is 
sometimes sufficient to falsify such hypotheses. For example, experimental studies have re­
peatedly demonstrated that attractive people are treated differently from unattractive people 
(Hartup, 1983; Langlois, 1986; Lernez et aI., 1987; R. M. Lerner, 1987; Sorell and Nowak, 
1981). These studies (all cited by Hoffman, see below), most often based on brief and con­
trived circumstances, are cited as evidence for environmental influence on personality. They 
are also often cited as the cause of the similarity in personality between monozygotic twins 
reared apart. We show below that the appropriate correlations do not exist, consequently such 
claims are unfounded. 

This general developmental point of view can be characterized as the doctrine of environ­
mental specificity. Under this view (a legacy of behaviorism and the philosophy of meliorism 
that pervades the study of child development (Charlesworth, 1992)) nearly every variation in 
features of the environment is assumed to be important and to influence the organism. In the 
domain of Psychopathology there is a comparable model, namely the "spun glass theory of 
mind" (Schofield, 1964). According to the "spun glass theory" every affront, no matter how 
minor, breaks something! The alternative point of view might be called the doctrine of or­
ganismic robustness. Bouchard et al. (in press) drawing heavily on Scarr (1992) have argued 
that there is compelling empirical and theoretical evidence that human beings have evolved to 
survive in "an average expected environment" that has wide bounds. As Scarr (1992) has 
argued "Fortunately, evolution has not left development of the human species, nor any other, 
at the easy mercy of variations in their environments. We are robust and able to adapt to wide­
ranging circumstances - a lesson that seems lost on many ethnocentric psychologists. If we 
were so vulnerable as to be led off the normal developmental track by slight variations in our 
parenting, we should not long have survived" (p. 16). We are in full agreement with this line 
of argument and believe it is entirely consistent with the findings from behavior genetics. 
Bouchard et al. (1990) present the plausible conjecture that genes drive behavior and that 
behavior determines the environments which we experience. Under such a model the effective 
environment is decoupled from the control of parents and others who believe they have major 
influence on the development of the child. The effective environment is the one that is avail­
able to the child and most compatible with his/her genotype. 

The Environmental Critique of the Twin Method: How Valid? 

Hoffman begins her paper with a critique of the twin literature. The critique is sufficiently in 
error to deserve discussion. She asserts that the equal environmental assumption of the ordi­
nary twin method is simply not tenable and argues that MZ and DZ twins do not have equally 
similar environments. Consequently, she asserts, the twin method overemphasizes genetic 
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influences. Loehlin's (1992) analysis of all the kin correlations and reported in Table 6 de­
monstrates that we are not yet in a position to completely reject the possibility of special MZ 
and Sib. environments, thus Hoffman may be correct to some degree. If, however, she is cor­
rect it is for the wrong reasons. Her analysis is seriously flawed. For example, she argues that 
MZ twins look "exactly alike" (an erroneous assumption on her part) and consequently, since 
there is "abundant evidence that adults, peers, parents and siblings, respond differently to 
different appearances" (p. 188) this evidence supposedly demonstrates that the greater simi­
larity of MZ than DZ twins in personality can be explained environmentally. Hoffman does 
not seem to realize that the demonstration of differential responsiveness to appearances of DZ 
twins or the existence of environmental similarities for MZ twins does not by itself constitute 
evidence that the equal environment assumption is violated. The equal environment assump­
tion is required only for trait relevant features of the environment; features of the environment 
that have causal status. Causal status must be demonstrated, not assumed. To make this point 
crystal clear consider the hypothetical argument that MZA twins are alike because they are 
100% concordant for the outside color of the homes they grew up in. Would anyone ascribe 
their similarity in personality to that fact? Obviously not. The reason is that the outside color 
of ones home is not believed to be a trait relevant environmental variable. It is absolutely 
mandatory that Hoffman demonstrate that the differential treatments she cites have a causal 
influence on the traits whose similarity she is trying to explain. This is a very difficult task. 
Loehlin and Nichols (1976) showed that similarity of treatment of MZ twins by their mothers 
could not explain more than a trivial portion of the twin differences, differences which must 
be environmental in origin. These results were also replicated in the DZ sample. Bouchard and 
McGue (1990) used the same methodology to determine if difference in self reported child 
rearing practices might be related to the MZA twin differences in personality. The results were 
essentially negative and were replicated using a different method, namely correlating the child 
rearing scores with personality traits in the entire sample of adoptees (both MZA and DZA 
twins). 

Hoffman cites Bronfenbrenner (1986) as demonstrating that "degree of similarity among 
twins [MZA twins] is considerably reduced when they are reared, not only in different fami­
lies, but also in different community environments" (p. 188). Bronfenbrenner's arguments have 
to do with IQ and are based on the work of Taylor (1980). Taylor's analysis was systematical­
ly refuted shortly after his book appeared (Bouchard, 1983). None of the so called environ­
mental similarities purported by Taylor to explain the twin similarities in IQ survived cross 
validation when a different IQ test was used! To our knowledge no critic of the twin literature 
has replied to the Bouchard analysis and it is not cited by Hoffman. She must be aware of this 
study as she cites Bouchard et aI. (1990) in which this study is discussed. Regarding the 1990 
paper she asserts that "very high estimates of genetic influence and low estimates of influence 
from the shared family environment were reported. However, in this study, the age of separa­
tion varied, and some monozygotic twins had maintained contact during childhood. Further­
more, some had been together for 20 years before assessment" (p. 188). There is a literature 
on the influence of contact between twins in adulthood as a source of similarity in personality 
and alcohol consumption. The effects are complex, sometimes contact is a cause and some­
times a consequence (Rose et at, 1990). The problem must be worked out in each instance. In 
the 1990 paper we demonstrated that IQ similarity was unrelated to various measures of con­
tact. We have also shown that similarity in vocational interests is unrelated to contact 
(Moloney et aI., 1991). The Swedish study of reared apart twins has also failed to find any 
effect of contact on IQ (Pedersen et aI., in press; Pedersen et aI., 1985). It also failed to find 
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any influence of age at separation and degree of separation on twin personality resemblance. 
These researchers did find some influence of "time prior to separation" on Neuroticism and 
Impulsivity (pedersen et aI., 1988). They report that "twins who had their first reunion shortly 
after separation (regardless of age at separation) were more similar for Neuroticism and Impul­
sivity than twins who first met their partner later in life or who never met" (p. 956). They do 
not report the magnitude of the effect, but if contact is an important variable one wonders why 
unrelated siblings reared together when studied as adults have so little similarity. There is zero 
similarity in IQ (Bouchard et aI., 1991). For various personality traits assessed in adolescence 
the average correlation for unrelated individuals reared together is .07 (Scarr et aI., 1981). This 
is a point at which verbal arguments appear to explain away a finding whereas quantitative 
analysis reveals the ephemerality of the argument. Hoffman also cites Farber (1981) on this 
issue, but does not cite the refutation of Farber's pseudoanalyis by Bouchard (1982a). For 
further discussion of this issue with respect to MZA twins see Bouchard (1982b, 1987, in 
press). 

FAILURE 1D DISTINGUISH BE1WEEN DISTAL CAUSES AND PROXIMAL CONSEQUENCES 

Hoffman (1991) construes personality as reflecting a particular behavior or set of behaviors, 
often but not necessarily always, measured in a particular situational context. This is the per­
spective most often taken by investigators with a strong experimental orientation. It is not 
surprising therefore that Hoffman accepts Mischel's (1973) view of personality. She argues 
that; "if one conceives of personality as a result of multiple interacting influences (Mischel, 
1973) then these environmental variations can be important in accounting for differences 
among siblings in personality" (p. 191). Notice that this "interaction view" assumes away the 
question that the behavior geneticist is asking. The behavior geneticist agrees that transactions 
with the environment are necessary for an organisms to grow and develop. Whether interac­
tions are a cause (in a distal sense) of individual differences is a different and empirical ques­
tion. Food, for example, is necessary for the development of stature. Within a population of 
well nourished individuals there is great variation in stature and it is almost entirely genetic in 
origin. Different individuals in the population eat quite different foods in different amounts, 
but all end up consuming the necessary nutrients for proper growth. One could argue that 
"stature is the result of multiple interacting influences" but that would not vitiate the conclu­
sion that most of the variation among individuals owes its origin to the fact that they carry 
different genes. The "so called" mUltiple interacting influences in this case are functionally 
equivalent and do not contribute to variation among individuals. What must be explained is 
variation in a character from individual to individual in a population. The fact that different 
individuals consume (experience) different foods in different amounts is not in itself proof that 
this variation is a cause of differences in stature among them, it may simply be a consequence. 
Short people by and large consume less food than tall people over the course of their develop­
ment. This variation is not, however, the fundamental cause of their differences in stature. 
Such experiential differences, if we can call them that, are a consequence of genetic differen­
ces. If an investigator proposes that in the long run multiple interacting influences are an im­
portant determinant of variation from person to person on a trait then this fact must be demon­
strated using an appropriate design (generally longitudinal and adoption) and measured out­
comes. It cannot simply be asserted. 
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BIR1H ORDER AND PERSONALI1Y 

Hoffman cites Lasko (1954) among others, with respect to the possible influence of birth order 
on personality. Novice mothers, it is argued, behave differently with respect to first born chil­
dren relative to later born children if only because they have more experience when the later 
born children arrive. Lasko showed that there are consistencies in mothers methods of han­
dling children of different birth rank and in their policies of child rearing across children. We 
need make only a few points here. It is, as we have argued, necessary for someone to shown 
that the variations in child rearing across birth orders is sufficiently related to adult personality 
to explain some of the variance. Causation cannot simply be assumed. No causal evidence is 
presented by either Lasko or Hoffman. Indeed it is of some interest to note that the most com­
prehensive review of the birth order literature, an entire book by Ernst and Angst (1983), is 
not even cited by Hoffman. Let's briefly look at this literature. 

Serious questioning of the popular belief in the effect of birth order on personality began 
almost as soon as personality tests were invented. Stagner and Katzoff (1936) in a study of 
430 men who completed one of the very first personality inventories, the Bernreuter Per­
sonality Inventory, concluded: 

"The fact that the findings of the present study are largely negative should not be surprising 
to anyone who has worked with personality problems. The surprising point is that so many 
presumably thoughtful psychologists have emphasized the importance of birth order in 
determining personality" (p. 345). 

Schooler (1972) in a review of the literature over thirty years later could only echo the same 
conclusion. 

Finally Ernst and Angst (1983) in their massive review of this literature emphatically point 
out that just because a behavioral manipulation can be demonstrated it does not follow there 
need be an effect. 

Differential socialization (emphasis in original) by birth order, on the other hand, has been 
well established at least for firstborns in comparison to second horns and at infancy and 
preschool age .... These differences in socialization, however, do not seem to leave indelible 
traces that can be predicted (p. 187). 
Whenever studies of representative adult sample~ were carried out with an unobjectionable 
method, birth order differences were nil. Whenever it was possible to estimate the amount 
of variance explained by birth order it was negligible (p. 186). 

BIR1H ORDER AND IQ 

Hoffman also refers to the often cited work of Zajonc (1983) with respect to birth order dif­
ferences in IQ. It is worth noting here that the evidence in support of this theory has always 
been highly equivocal (cf. Bouchard and Segal, 1985) and these cautions are not cited. In 
addition, it is now known that the mathematical basis of the Zajonc confluence model is in 
error. When large data sets, i.e., the Wisconsin Longitudinal study, are properly analyzed there 
is no evidence whatsoever for the model (Retherford and Sewell, 1991). 

Hoffman argues that behavior geneticists report that the influence of ordinal position on 
personality traits is small and therefore dismiss it. She goes on to assert that this is an inap­
propriate stance because the effect is indirect via the environment and "personality outcomes 
are affected by a multiplicity of interacting environmental influences, and any given one is 
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unlikely to explain much variance" (p. 194). Apart from another ex cathedra assertion regar­
ding the "multiplicity of environmental influences" the argument that the effect is small would 
ordinarily be acceptable (behavior geneticists use the term polyenvironmental effects in con­
trast to polygenic effects to characterize numerous small influences). We, however, hesitate to 
accept such an argument when the domain is known to be plagued with artifacts and when 
there is no substantive evidence whatsoever of causal influence. 

PHYSICAL APPEARANCE 

In line with many critics of the behavior genetics literature Hoffman cites a wide variety of 
studies that purport to show among other things, "that more attractive children elicit more 
positive responses and evaluations from parents, other adults, and peers". She goes on to assert 
that, "All these can be differences among siblings and lead to different environmental experi­
ences" (p. 196). We are again told "these can be differences", however, no evidence whatso­
ever is presented to show that these treatments have any enduring influence on personality 
traits. What are the facts? Fortunately, Feingold (1992) has prepared a meta-analysis of the 
literature on the relationship of physical attractiveness, as independently rated by others, and a 
variety of measures of personality and cognition. There is almost nothing to report (recall that 
these correlations must be squared in order to be interpreted as amount of variance accounted 
for and most of the traits are correlated and as a consequence the variances accounted for by 
each variable do not add up independently). The sample size, median and mean correlations 
for each trait are as follows; Sociability (N=1,710, .00, .04), Dominance (N=2,858, .04, .07), 
General Mental Health (N=2,597, .02, .05), Self-esteem (N=4,942, .04, .06), Internal locus of 
control (N=3,683, .00, .02), Freedom from loneliness (N=430, .04 .15), Freedom from general 
social anxiety (N=1,155, .06 ,.09), Freedom from heterosexual anxiety (N=1,539, .19, .22), 
Freedom from public self-consciousness (N=578, -.20, -.18), Freedom from self-absorption 
(N=746, .00, -.08), Freedom from manipulativeness (N=252, .03, -.01), Social skills (N=1,050, 
.25, .23), Popularity (N=982, .04, .08), Intelligence (N=3,497, .00, -.04) and Grades (N=3,445, 
.07, .02). It is well worth emphasizing that, while there are few dispositional differences be­
tween physically attractive and physically unattractive people, the experimental literature on 
this topic clearly demonstrates that there is a powerful physical attractiveness stereotype. Peo­
ple believe that there are such differences (Feingold, 1992). Feingold (1992) also concludes 
that "good-looking people are not what we think" and we would add that "the influence of 
attractiveness on stable personality traits is unlikely to be what some people thought". These 
data are, of course, not definitive regarding the influence of differential treatment due to physi­
cal attractiveness in childhood and adolescence because they do not fulfill the model specifica­
tion cited earlier. They do, however, throw considerable doubt on the idea that physical attrac­
tiveness is an important determinant of personality. There is no doubt, however, that physical 
attractiveness influences social behavior and attitudes. The correlations for Social skills and 
Freedom from heterosexual anxiety and Freedom from public self-conciousness are higher than 
for other traits. In addition the comparable figures for Noncoital sexual experience are (N = 
1,167, .16, .13) and for Global sexual experience (N=I,896, .18, .18) (Feingold, 1992). These 
findings suggest that physical attractiveness has a very narrow and specific influence on be­
havior and attitudes. This suggestion is confirmed by the fact that various measures of sexual 
activity yield quite low correlations. 
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DIVORCE 

Studies of the children of divorce, much like studies of the children of alcoholics, are a growth 
industry. These studies are of importance for the practitioner as they yield information that is 
of value regarding what factors to focus on in counseling. With regard to the explication of 
underlying causes they are of almost no value. Contrary to Hoffman's view, and that of most 
of the field, divorce is not simply an environmental factor independent of genetic influences. 
There are now two studies that demonstrate a significant genetic component to divorce 
(McGue and Lykken, in press; Turkheimer et at, 1992). If this effect is mediated by stable 
individual differences, as is very likely, then they will be transmitted differentially to offspring 
and we would expect differences between children in the same family in their personality 
characteristics due to genetic factors, not solely to the environmental factor of divorce, if there 
is any such influence. The recent cross-national study (Great Britain and the Unites States) by 
Cherlin et al. (1991) concludes that "Overall, the evidence suggests that much of the effect of 
divorce on children can be predicted by conditions that existed well before the separation 
occurred" (p. 1388). While these authors provide an environmental explanation, the results are 
entirely consistent with a genetic one. Hoffman on the other hand concludes "these studies 
show that each child experiences the divorce through his or her level of understanding and the 
needs and anxieties that are ascendant at the particular age. In this sense, then, the same di­
vorce may be experienced by siblings of different ages as a different environmental influence. 
Divorce may seem like an experience that is shared by siblings but its interpretations and 
impact are not shared" (p. 194-195). Again all we have is the claim of the existence of ex­
periences and the speculation that they may make a difference, without evidence of influence 
on outcomes or appropriate controls for genetic influence. 

SoUND OF A NEONATE'S CRy 

A final example, one that postulates a long causal chain between childhood events and pos­
sible adult outcomes, is the following; "Differences as subtle as the sound of the neonate's cry 
have been shown to evoke different responses in both parents and unrelated adults (Lamb and 
Bornstein, 1986; Malatesta et aI., 1989; Wiesenfeld and Malatesta, 1982). Experimental studies 
have also shown that parental responses to the same stimuli, such as recorded infant cries, are 
not homogeneous. They can be affected by, for example, whether the parent is an experienced 
parent or a new parent (Lounsbury and Bates, 1982)." What are we to make of such argu­
ments? Is this a serious claim about early environmental influence on latter personality? If so 
we simply cannot take it seriously without a great deal more evidence. None is presented. 

BROAD SOCIETAL INFLUENCES 

There is one domain of influence cited by Hoffman as an important mediator of influence that 
we agree with. It is the influence of broad societal factors such as the depression. Elder's work 
on this topic, while subject to some criticism from a behavior genetic point of view, is on the 
whole superb (Elder, 1974; Elder et aI., 1986). We need only add that this work is far from 
mainstream developmental psychology and that it makes use of longitudinal studies which 
assess adult outcomes. These studies, however, would have been far more informative had 
they included adoptive families as is being done in the Colorado Adoption Project (Plomin 
and DeFries, 1985; Plomin et aI., 1988) or twins as was done by Wilson (1983). 
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Summary 

Hoffman's paper is entitled "The influence of the family environment on personality: Accoun­
ting for sibling differences." Nevertheless, she argues near the end of her paper that "The 
outcomes examined in developmental psychology research on the family environment are 
rarely personality traits: they are more often coping skills, competency, and moral internaliza­
tion, and these are not the variables examined in the behavioral genetics work" (p. 198). She 
then goes on to assert that on these alternative measures it is not known that siblings are not 
similar. If Hoffman is not interested in personality then one wonders why she wrote her paper. 
If we do not know if siblings are alike or different on the "outcomes examined in develop­
mental psychology research" then there is no sense in arguing about how they should be ex­
plained. Data will have to be gathered using the proper designs. 

It is not possible to respond to every point made by Hoffman in a brief summary review. 
We can only assert that Hoffman commits a number of the errors outlined by Meehl (1978; 
1990) in his critiques of soft psychology and that what she presents as evidence for environ­
mental influences on personality, is at best, a series of plausibility arguments. In many cases, 
as we have shown, the models required are clearly much to weak to be convincing. In other 
cases sufficient data have already been gathered using proper methodology to refute the ar­
guments presented. 

What are the implications of Hoffman's review? With respect to the work of behavior 
geneticists she concludes that, "Research on the envirom;nental processes that lead to sibling 
similarities and differences can be an important new direction for unraveling the complexities 
of social development. The real value of this recent research from behavior genetics does not 
lie in its implications for reinterpreting existing research in developmental psychology, but 
rather in its impetus to research on the environmental precursors of sibling similarities and 
differences" (p. 199). 

Our analysis of her arguments leads to a different conclusion. Behavior genetics research 
has demonstrated that samples of adoptees and their parents are mandatory in order to demon­
strate environmental influences. The behavior genetic findings in the realm of personality are 
now sufficiently robust that no study of environmental influences should be carried out with­
out "genetic" controls. Contrary to Hoffman we must conclude that the lessons of behavior 
genetic research have been completely lost on some developmentalists. Correlational research 
in developmental psychology that does not impose genetic controls is uninterpretable with 
respect to the question under discussion, the shaping of adult personality. In addition, without 
the concurrent study of outcomes, process research has virtually no bearing on the explanation 
of adult individual differences in personality. Variation in most of the factors cited by 
Hoffman as possibly important environmental determinants of personality may well be "will of 
the wisps" with respect to adult traits (abilities, personality traits and interests). Some of these 
processes are undoubtedly necessary if only to keep a child's behavior within acceptable 
bounds during the developmental years, but a reasonable competing hypothesis is that most of 
them (child rearing patterns, teaching styles, family structures) are functionally equivalent and 
variation in their implementation by caregivers is, within wide bounds, irrelevant with respect 
to the determination of adult status. 
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Footnotes 

1. Loehlin (1992) is the first person to organize the behavior genetic data according to this 
scheme and this paper was re-organized after the appearance of his book. 

2. We could, in theory, also correct for missclassification of other relatives as well. Mother 
offspring genetic relationships are virtually certain but father offspring relationships are not 
and estimates of unrelatedness seldom go below 5%. Also important and seldom recognized 
is the data coding error rate which is higher than most people believe (Hunter and Schmidt, 
1991). All of these errors reduce the heritability in an extended family design. We would 
assert that zygosity errors are virtually absent in our MZA study and coding errors have 
been held to a minimum. 

3. While preparing this section we received a brochure from Psychological Assessment Re­
sources, Inc. from whom we purchase the Stroop test. The brochure touts the Personality 
Assessment Inventory, a comprehensive 344 item inventory of adult psychopathology. It 
contains 22 scales and supposedly can be completed in 40-50 minutes. Thus all it takes is 
1.8 to 2.3 minutes to complete each 15.6 item scale (average length). 
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First, Catch Your Variables 

The issue I should like to discuss first is the validity of the variables that are to hand for the 
behaviour geneticist who wishes to study personality. 

The genetic study of personality and cognitive ability has become more interesting as it has 
become less controversial. Prior to recent times researchers in behavioural genetics may be 
said to have had good reasons for being defensive. For a start, the variables they were 
studying were themselves a matter for considerable controversy. It can not have been easy to 
conduct research on the heritability of intelligence when the disputes concerning the stucture 
of human intellect pitted models emphasising the general factor against those which enter­
tained the possibility of up to 120 separate abilities. Similarly, when it was popular to deny 
the existence of personality traits, and when there was little consensus within differential psy­
chology concerning the key personality traits, researchers had an apparent credibility problem 
with their variables. I should like to think that even zeitgeists are sensitive to empirical data 
and that the ease with which one may discuss heritability nowadays has come about because 
the evidence is better. 

The currently accepted structure of intellect has converged on a model that achieves in­
tegration of older models which used to be seen as exclusive alternatives rather than comple­
mentary accounts. Although such a structure was inherent in the results of hierarchical factor 
analytic studies of ability, it is the arrival of the more explicitly testable models allowed by 
confirmatory factor analysis that has convinced most researchers that there is a place for g, 
group factors, primary mental abilities and more specific abilities within a unified model of 
human mental ability (Gustaffson, 1984; Undheim and Gustafsson, 1987). 

Something similar has happened in the field of personality trait research. It is not such a 
long time ago that the existence of personality traits was called into question (Mischel, 1968) 
and yet, in the last year or so, there have been many reports insisting not only on the existence 
of traits, but suggesting that there is an emerging consensus as to the type and number of traits 
that exist in a full description of human personality differences. As Bouchard indicates, this 
consensus has converged on the so-called Big Five personality dimensions, the best known 
version of which has arisen from the work of McCrae and Costa (Digman, 1990; Angleitner, 
1991; McCrae 1989; Wiggins and Trapnell, 1991). However, not all of these traits enjoy an 
equal level of consensus. There is hardly any dispute about the existence or importance of 
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Extraversion and Neuroticism, but the traits beyond these two dimensions still cause some 
controversy within differential psychology, with Eysenck (l992a,b) advocating Psychoticism as 
the third of the 'Gigantic Three' and Costa and McCrae (l992a,b) supporting Conscientious~ 
ness, Agreeableness and Openness as the trio that complete the Big Five. Eysenck has sug­
gested that A and C might be primary level traits associated with the broader dimension of P -
McCrae and Costa put A and C on a par with Nand E - and one can discern a not dissimilar 
hierarchical compromise in the results of Zuckerman et ai. (1991). Zuckerman (1991) adds a 
further interesting suggestion to this discussion by stating that it is the narrower personality 
traits that will provide better starting point for boiolgical investigations of personality than the 
broader dimensions beloved of Eysenck. In this author's opinion Nand E have more substan­
tial validity than other dimensions. Given that P, A and C all have substantial heritabilities in 
Bouchard's summary, one is led to doubt whether behaviour genetic data will help to resolve 
this live psychometric argument. 

Variables Derived from Psychopathology 

The research reviewed by Bouchard almost exclusively concerns personality traits describing 
personality in the population at large. This emphasis on research on dimensions distinguishes 
differential psychology from more medically oriented research which tends to concentrate on 
medical syndromes. Within the medical arena even personality research is conducted within a 
'syndrome' model, with the DSM-IIIR classification recognising 11 types of personality disor­
der. Therefore, which direction should future behaviour and molecular genetic research take?; 
type or trait. There are good reasons for excluding neither approach. Personality traits have 
considerable validity, as we have seen with the emergence of the five factor model, especially 
E and N. However, personality disorders have a large impact on the lives of those suffering 
from them. Some of the abnormal personality variants might be related to psychiatric illnesses; 
schizoid personality disorder is sometimes included in the 'schizophrenic spectrum', and those 
diagnosed as schizoid in childhood tend to develop schizoid personality disorder or schizo­
phrenia later in life (Wolff et aI., 1991). 

Whereas differential psychologists have spent decades refining scales to measure the key 
dimensions of normal personality, psychiatric researchers have worried about nosology and 
have only recently taken on the issues of measurement. Additions and subtractions to the list 
of personality disorders tends to be done by committees more concerned with clinical impres­
sions than psychometric data. This is starting to change: psychologists such as Claridge and 
Hare (Hare et aI., 1991) have investigated potential psychometric approaches to schizotypal 
and anti-social personality disorders, respectively. Within psychiatry, too, one of the issues of 
the day is whether the typological scheme should be replaced by a dimensional scheme (Blac­
kburn, 1988). Such a change might rid the DSM-III Axis two of a number of chronic prob­
lems such as co-morbidity and multiple diagnoses, overlapping criteria of personality disorders 
and Axis I diagnoses, and questionable validity (Widiger and Shea, 1991). 

Early attempts at a factor analytic approach to abnormal personality suggested that the large 
number of dimensions might be replaced by as few as four dimensions, viz., social deviance, 
submissiveness, obsessional-schizoid characteristics and hysteria (Presly and Walton, 1973). 
More recent attempts to render personality disorders dimensional within a patient group sug­
gested that three dimensions might suffice: social involvement (affiliation), assertion (domi­
nance), and anxious rumination (Widiger et aI., 1987). The resemblance between these three 



VARIABLES, MECHANISMS AND DISORDERS 47 

factors and some basic dimensions agreed to underlie normal personality is striking and em­
phasises the need for research aimed at integrating the two efforts. In fact, investigations by 
Livesley and Schroeder (1990) on the DSM-I1IR cluster A personality disorder diagnoses have 
established that the factorial structure of these personality features is similar in the general 
population and in a clinical sample. Further research has confrmed that personality disorders 
are not clinical exotica and that they are found in a significant proportion of people who do 
not present to psychiatrists (Zimmerman and Coryell, 1989; Casey and Tyrer, 1990). Another 
reason that clinicians might be warming to dimensions is that they provide a scheme with 
higher reliability than one based on categories (Heuman and Morey, 1990). 

There is some evidence from traditional behaviour genetic research methods to indicate that 
some aspects of abnormal personality are partly heritable (McGuffin and Thapar, 1992). This 
is true for at least antisocial personality disorder, anxious or avoidant personalities, obses­
sionality and schizoid-schizotypal disorders. However, McGuffin and Thapar argue that it is 
not possible to state to what degree these simply reflect the heritabilities of related personality 
dimensions and psychiatric illnesses. Therefore, the genetic study of personality and its disor­
ders would benefit from the integration of the psychometric and the psychiatric approaches. 

Molecular Genetics: Getting at Mechanisms? 

Why do behaviour geneticists estimate heritabilities?; not to get to the point where they may 
say that a number of personality traits are about 50% heritable, surely. I rather like the line 
that Robert Plomin has taken in emphasising that behaviour genetic research provides infor­
mation about the effects of the environment on personality. The effects of the environment 
will be raised in a later section, but at present it will be suggested that estimates of heritability 
are important in that they allow further research into the mechanisms through which genes 
have an impact on the phenotype. Therefore, if it is known that a trait has substantial herita­
bility, one may ask whether a molecular genetic approach might be the next stage in per­
sonality research. 

Advances in recombinant DNA technology have led to massive advances in our understan­
ding of the human genome (Baron and Rainer, 1988). The human genome, by degrees, is 
being mapped and sequenced and, in advance of delivering a complete account of the human 
genome, the new technology has already pinpointed the molecular genetic deficiency involved 
in some forms of human disease. The present brief account will be limited to a few conditions 
that have a substantial psychological component. Most will know that the genetic problem that 
leads to the autosomal dominant dementing disorder Huntingdon's chorea was recently located 
on chromosome 4. Therefore, premorbid testing for this genetic variant allows diagnosis of the 
disorder to be more than 97% accurate. Although the region of the chromosome has been 
narrowly identified, the gene product and the pathogenesis of the disorder are still unknown. 
The second most prevalent cause of mental subnormality, fragile X syndrome, has recently 
proved tractable to molecular genetic research (York Moore, 1992). It is now known that the 
molecular lesion in fragile X syndrome is a multiply repeated eGG sequence of DNA base 
pairs on the X chromosome. 

More is known about the genetic disorder underlying some forms of familial Alzheimer's 
dementia. Affected members of some families have been shown to have a mutation on the 
region of chromosome 21 that codes for the amyloid precursor protein (Hardy and Allsop, 
1991). This is a transmembrane -protein in normal individuals which contains a recognised 
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enzyme sequence. In affected individuals there is an abnormality in post-translational cleavage 
that leads to the release of amyloid protein subunits. These form amyloid deposits which some 
consider to be the key stage in the formation of plaques ~nd neurofibrillary tangles in neuronal 
tissue, pathognomonic signs of Alzheimer's disease. Familial Alzheimer's disease highlights 
the power of molecular genetic research for advancing biological psychology. Previously, 
behaviour genetic research using twins had established that some forms of Alzheimer's disease 
appeared to have a genetic component (Deary and Whalley, 1988). Molecular genetic research 
pinpointed the problem at the level of specific DNA base pairs and, in a very short time, 
genetic research became part of the molecular biological approach to the disorder, allowing the 
mechanisms of the disease to be understood. 

About 15 years ago most of the biological research in psychological disorders focussed on 
schizophrenia and depression, with very little attention afforded to Alzheimer's type dementia. 
The recent molecular advances in Alzheimer's disease have outstripped those in the other 
psychiatric disorders and the original much-publicised molecular genetic 'discoveries' in schi­
zophrenia and major depressive disorder provide a good warning to those who might think 
that the molecular genetic path will prove smooth or straight. 

One major difficulty in conducting molecular genetic research is deciding which regions of 
which chromosomes to examine in attempting to locate genes that are important bases of dis­
orders or traits. In 1988 Bassett et aI., reported the occurrence of schizophrenia in a Chinese 
proband and a maternal uncle. Apart from their psychopathological features, they shared facial 
features and other minor physical abnormalities that distinguished them from other members of 
the family. They also shared a partial trisomy of chromosome 5; an extra segment of chromo­
some 5 was inserted into chromosome 1. The proband's mother had a balanced translocation; 
no triplicated genes and no psychosis. Therefore, the translocation site on chromosome 5 be­
came a candidate region for schizophrenia predisposition; it is probably some understatement 
to say that this was like knowing that a given bucketful of hay in the haystack contained the 
needle. 

Later in the same year Sherrington et a1. (1988) reported that a dominant allele in the 
chromosome 5q 11-13 region was inherited with the same pattern as schizophrenia in 5 Icelan­
dic and 2 English families. Among the 7 families there were 39 cases of schizophrenia (all 
sub-types), 5 cases of schizoid personality and 10 other psychiatric diagnoses (including 
manic-depressive illness). Concordance was improved if schizoid personality was included as a 
'case'; the lod score was 6.49, i.e. the disease and the marker were closely linked (a lod score 
of 3 is usually taken as evidence of significant linkage). For a short time it seemed as if one 
of the genetic bases of this major psychiatric disroder had been located. However, several 
studies in the USA, UK and in Sweden have failed to replicate the finding and, further, have 
furnished strong evidence against a linkage between schizophrenia and the candidate region on 
chromosome 5 (see Crowe et aI., 1991). These disappointing results were emerging at about 
the same time as the announcement that the previously trumpeted molecular genetic basis of 
bipolar affective disorder in an Amish pedigree had failed to hold up when more members of 
the group were included (Kelsoe et aI., 1989). These failures led Owen (1992) recently to ask 
whether schizophrenia poses such great barriers to molecular geneticists that their careers will 
be wasted in this area. 

Why have these failures in schizophrenia and affective disorder followed the solid succes­
ses in Huntingdon'S chorea, Alzheimer's dementia, fragile X syndrome and cystic fibrosis? In 
fact, there are special problems in the key psychiatric disorders which will apply to the key 
personality dimensions also. The inheritance patterns of the disorders are not known; therefore, 
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multiple genetic models tend to be tested. Different estimates of penetrance are usually in­
cluded in the models. The definition of an affected phenotype is usually uncertain (one schizo­
phrenia subtype, any schizophrenia, all psychoses, schizophrenia spectrum including relevant 
personality disorders?) and the models tend to be run using different definitions. All this 
makes type I errors likely. 

These cautionary notes notwithstanding, I remain convinced that molecular genetic research 
will soon start to make an impact on the psychology of personality traits and cognitive abil­
ities. There are certain necessary conditions before success will come from this enterprise. 
First, the phenotypic traits have to be characterised clearly; it may be that relatively narrow 
personality traits such as impulsiveness and spatial ability, respectively, will prove more trac­
table than, say, extraversion and general intelligence. The traits must have an established 
genetic basis: traits such as perfect pitch, dyslexia and handedness are the subject of molecular 
genetic efforts at present, without positive results to date. Most demandingly, it is necessary 
for the molecular geneticist to have some idea of where to search on the chromosome; there­
fore candidate regions will have to be suggested by those conducting research on, say, neuro­
transmitter correlates of personality. This desideratum will not persist forever; the day will 
come when blind searches of the genome will take place to find the basis of any heritable 
trait. This would demand an effort that is beyond the scope of present knowledge and tech­
nology by several orders of magnitude; nevertheless, there is no longer any problem in prin­
ciple of locating any phenotypic trait to its putative genetic bases. This should be cause for 
excitement for biologically-oriented psychologists; the path from psychological traits to the 
molecular genetic mechanisms underlying their expression is becoming ever more accessible. 

Personality traits, having continuous distributions, are assumed to be inherited in a poly­
genic fashion. If molecular genetic approaches are to make an impact, therefore, it must be 
established that the method can detect multiple gene loci, each with a limited effect on the 
phenotype. There is promise that this is now possible; the much-cited example of success in 
this area is the demonstration that six quantitative trait loci control fruit mass in the tomato, 
whereas five contribute to pH of the fruit and four have an impact on liquid soluble concentra­
tions (Paterson et aI., 1988). In other words, there is now no barrier to conducting multivariate 
research to discover the small effects of several gene loci on human traits; as Plomin (1990) 
stated, "behaviour is not too complex for molecular biology." 

Environmental ERects and Development 

It is worth emphasising what behaviour genetics can do other than offer heritability estimates 
of human psychological traits. Of course, the aportioning of environmental variance in per­
sonality to between and within family effects has consistently delivered the message that fa­
mily upbringing has less of an effect than most would have predicted and that individual en­
vironmental variance is much more important. There is also the fact that the effect of genes on 
personality persisted when the effect of shared environment was removed in the study of about 
14000 Finnish co-twins. Perhaps, though, one may ask for a fuller discussion of the fact that 
there is the persistent finding that the correlations between sibs and dizygotic twins are often 
much less than half that of monozygotic twins. This is a feature of the data sets presented in 
Bouchard's paper, and is one that is not generally seen in studies of cognitive ability. Certain­
ly, non-additive genetic variance has been proposed, and would fit with known genetic mech­
anisms (Pedersen et aI., 1988). In addition, Eaves et ai. (1989) propose an alternative or com-
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plementary explanation based upon competitive social interaction between non-identical twin 
pair members and siblings based on their genotypes. This interesting suggestion deserves 
futher attention and perhaps might lend itself to experimentally based research. At least in the 
case of extraversion it is rather easy to envisage a situation within a family in which it is 
difficult for all siblings to pursue successful strategies as extraverts. Another area that might 
be highlighted more is the contribution that behaviour genetic research designs can make to 
the study of personality change over time. For instance, Plomin and Nesselroade (1990) have 
suggested that there is a genetic contribution to personality change during childhood, but much 
less so in change during adulthood. 

Structural Equation Models 

Perhaps a short comment on the statitistical techniques involved in behaviour genetic genetic 
research is appropriate. Although structural equation models can be powerful, it must be real­
ised that there are limitations to these techniques. The models being tested are often only a 
subset of those that might be tested. Various criteria may be used to estimate the goodness of 
fit of models, and none of these is definitive. For instance, not all readers of papers that pre­
sent structural equation models appear to appreciate the apparent paradox of the size of the 
samples involved when using the chi square test; it becomes relatively easier to reject a model 
as the sample size increases. Another example of the wrinkles in these methods is that indices 
of fit for models can be quite different when using method of least squares versus maximum 
likelihood methods. Perhaps the greatest problem with these techniques is that structural e­
quation modeling is not generally understood by the majority of psychological researchers. 
This means that most of our colleagues are not in a position to be sufficiently impressed or 
sceptical of the results of behaviour genetic studies. It will be easier to communicate the sub­
stantial progress in understanding the heritability of personality traits when the communication 
of model fitting procedures is better or when the scientific public make more efforts to keep 
abreast of modem multivariate techniques. Bouchard presents impressive data and communi­
cates them clearly, but there is a very considerable education effort required before the non­
psychometric/behaviour genetic researcher will have the knowledge to appreciate the ineluc­
table nature of his results. 

Conclusion 

Plomin (1990) stated recently that there is much more general acceptance of the fact that there 
is a genetic contribution to individual differences in human behaviour patterns, including per­
sonality and cognitive ability. In this article, that fact is taken for granted and some additional 
questions are asked. In particular, the problem of the variables that are to be studied was 
raised. Although there is consensus to some extent in differential psychology, there are interes­
ting variables from psychiatry that have attracted attention and their relationships with the 
main personality dimensions are only partly understood. The future for genetic studies of 
behaviour lies in molecular genetic research, perhaps based on the initial findings gleaned 
from traditional behaviour genetic methods which use twin, family and adoption designs. A 
major consideration for the psychologist interested in the genetic contribution to behaviour 
traits will be in confronting the expertise that is needed to understand the publications in this 
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area. The biology of molecular genetics and the statistical techniques are abstruse to the av­
erage psychologist, even those who are inclined to be sympathetic to genetic research. Much 
of the burden of education must lie with those psychologists conducting research in behaviour 
genetics; they have important facts about human nature to communicate and they must create a 
sophisticated audience to receive them. 
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Abstract 

Is is suggested that in order to agree on a paradigm of personality, it is necessary to have 
agreed criteria. It is argued that factor analysis is not sufficient to provide a proper answer, 
and that genetic and psychophysiological antecedents and experimental and social outcomes of 
behavior characteristic of the major dimensions of personality are needed to complete any 
proper theory of personality. These constitute the distal and proximal causes and effects of 
such behaviors, and give meaning and relevance to the otherwise purely abstract traits "di­
scovered" by correlational studies. 

Beyond Psychometrics: The Need for Theory 

It is only too well-known that paradigms, essential to progressive science, are woefully mis­
sing in the social sciences (Barnes, 1982); the study of personality is no exception. Yet I have 
suggested that such a paradigm is not only possible, but is in process of being created 
(Eysenck, 1983a). This view is based on a fundamental assumption which will probably 
receive at least lip service from most serious research workers, namely that man is a biosocial 
animal (Eysenck, 1980a,b). In other words, our behaviour is determined in part by biological 
causes, in part by social learning. It follows that any meaningful theory of personality must 
incorporate both biological and social determinants. Yet while few would probably deny an 
anxiom of this kind, in actual practice most psychologists interested in personality and in­
dividual differences generally have concentrated almost exclusively on the social side; indeed, 
most have got stuck at the preliminary level of taxonomy, using factor analysis ~or some 
related technique, such as multi-dimensional scaling) to sort questionnaire answers or ratings 
into primary and second-order factors. Yet experts in the field of taxonomy have shown that 
such calculations cannot decide between alternative hypotheses in the absence of causal 
theories (Sokal and Sneath, 1963). 

I have elsewhere argued for the importance of theories in this connection (Eysenck, 1985), 
the general importance of the study of individual differences in a scientific psychology 
(Eysenck, 1984, 1985), and the relevance of studying the way individual differences are based 
on biological foundation, and in tum affect social behaviour (Eysenck, 1983b). But the clearest 
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proof for the importance of biological factors is the demonstration that genetic factors are 
responsible for the major part of the personality phenotype differences that have been studied 
(Eaves et aI., 1989; Eysenck, 1983c). The evidence on this point is now overwhelming, with 
many studies using up to 15,000 twins, and agreeing on the major findings, namely that 
genetic variance accounts for more phenotypic variance than any other factor, or even all other 
factors combined, and that environmental factors are overwhelmingly within-family; in other 
words, the usual theories of personality development, which postulate between-family factors, 
are wrong. 

PEN versus Big Five 

We thus have at the one end DNA, producing individual differences which emerge finally as 
personality traits and types, leading in tum to differential social behaviours. aearly we must 
postulate some intermediary biological factors (physiological, neurological, hormonal, en­
zymatic or what not) which link the DNA with the phenotypic expression of personality. Only 
by formulating and testing theories seeking to explain this link can we hope to arrive at a 
paradigm of personality. I have elsewhere discussed the claims of three major groups, to 
provide a taxonomic paradigm of personality phenotypes - the Cattell 16 PF, the "Big Five", 
and the PEN system (Eysenck, 1991a). It will be clear to readers that agreement can only be 
reached by going beyond simple psychometric techniques, and by relying on specific theories 
having both physiological and behavioural consequences which admit of being tested. 

Consider a simple point. My PEN system postulates a major factor of psychoticism 
(Eysenck, 1992), while the Big Five postulate the existence of two major factors called 
'agreeableness' and 'conscientiousness'. P is highly correlated with A and C (negatively), the 
multiple R amounting to .85 when disattenuated. We can model this statistical finding in two 
ways, as illustrated in Fig. 1. We may say that A and C are primary factors forming part of 
the group which defines P (a), or we can say that psychoticism is a compound of A and C (b). 
Within psychometrics there is no test to decide between these two hypotheses, and conse­
quently no proper taxonomic conclusions can be arrived at which are binding on proponents of 
the two hypotheses. This is a serious deficit which can only be eliminated by referring to a 
wider, more inclusive schema. 

The Big Five taxonomy is based on a hypothesis accepted as axiomatic, but essentially 
lacking any empirical support, namely the view that frequency of adjectives relating to per­
sonality qualities will faithfully match the actual importance of the traits involved (Goldberg, 
1982, 1990). It is certainly possible that this is approximately true, but in the absence of em­
pirical proof it cannot be assumed, and made the basis of a paradigm. Neither is it obvious 
why adjectives rather than adverbs, verbs or nouns (De Raad, 1992) should be used. De 
Raad's attempt to use verb and noun structurers shows that these cannot be made to support 
anything like the Big Five structure. His analysis of the adjective structure illustrates the great 
problems faced in extending this method to another language. The subjectivity of interpretation 
of the resulting factors can best be shown by asking readers to name a factor characterized by 
the following adjectives: superficial, cringing, hypocritical, fanatical, soft, narrow-minded, 
silly, prudish and characterless, and opposed by critical, sharp and militant. Does this factor 
make any psychological sense? I have asked several psychologists to name it; none had any 
confidence in his interpretations, and none agreed with anyone else's - or De Raad's 
interpretation! The obvious failure to discover a proper duplicate of the Big Five in a related 
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language should be contrasted with the high duplicability of the PEN system over many cul­
tures (Barrett and Eysenck, 1984). 

P 

~~~ ...... / Mac·'i"··'om 
Coldness Hostility 

; 
; 

; 
; 

; 
; 

Empathy (-) 

Psychoti«:ism 
; 

; 
; 

; 

Agreeableness----------~~-----------

Conscientiousness 

(a) 

(b) 

Figure 1. Alternative models of the relation between psychoticism (P), Agreeableness (A) and 
Conscientiousness (C). 
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It is often assumed (or even stated directly) that there is unanimity about the interpretations of 
the "Big Five" factors. That is clearly not so. Factor 0 is interpreted as "openness" by McCrae 
(1992), as "intellect" by Goldberg and other early adherents of the Big Five. Yet openness 
only correlates .46 with Goldberg's intellect, i.e. showing only 21% of the variance in com­
mon (McCrae, 1992). Even the theoretically unconnected Sensation-Seeking Scale correlates 
more highly with openness (r = .53) in McCrae's sample. The Hogan Personality Inventory 
Scale of Intellectance only correlates .21 with openness in the same study. As Goldberg and 
Rosolack (1992) have pointed out, "the disagreement about the specific nature of Factor V is 
somewhat of a scientific embarrassment". Such disagreement must throw considerable doubt 
on the psychological reality and meaning of the factor. 

Digman (1990) comments on the lack of accord with respect to the meaning of all the Big 
Five factors. There is considerable agreement on E and N, but little on the other three. Readers 
may like to consult his Table 1, and his comments, to see how varied are the interpretations of 
the 3 factors in question. Oearly there is not only a variety of interpretations, but a complete 
failure to furnish us with a criterion to decide which interpretation (if any!) is correct. Vague, 
fuzzy and subjective interpretations are incapable of being tested, hence they lack the first 
requirement of testability which is needed for any theory t6 be considered scientific. 

Nomological Networks: The case of Psychoticism 

I have elsewhere argued the case for the importance of the concept of psychoticism (Eysenck, 
1992). Fig. 2 shows in diagramatic form what is claimed. The abscissa shows a quantitative 
continuum ranging from schizophrenia through schizo-affective disorders onto affective disor­
ders to unipolar depression, schizoid behaviour, psychopathy, aggressive, and hostile behaviour 
to impulsivity and criminality. At the opposite end are low-P traits like altruism, socialization, 
empathy, unconventionality, and conformity (Plus agreeableness and conscientiousness, if you 
like). The normal curve roughly describes the distribution of this trait of psychoticism, and P A 

suggests the probability of a person at a given point on the continuum, suffering from the 
psychopathologies indicated at the extreme right. 

Note that this model is built on hundreds if not thousands of careful observations and ex­
periments going back well over 100 years. These demonstrate, as I have shown elsewhere 
(Eysenck, 1992), the following essential points without which the scheme would not be viable. 
(1) Different diagnostic psychotic illnesses are not clearly separated into disease entities, but 
form a continuum without precise boundaries. (2) Functional psychoses are not clearly 
separated from psychopathic, schizoid and other odd and eccentic behaviours, but form a con­
tinuum with them. (3) These behaviours, in tum, shade into average types of behaviour, and 
these in tum into low-P activities. (4) The P scale correlates in predictable ways with different 
groupings within the continuum, i.e. very ill psychotics have higher P scores than less ill 
psychotics; psychopaths and criminals have higher P scores than normals, etc. (Apparently 
contradictory data find a ready explanation, but to go into such byways would take us too far 
in this context). (5) The data obey the proportionality criterion, i.e. a given test or measure 
which, following theory, should differentiate schizophrenics from normals, also correlates with 
P within a normal, or within a psychotic group. In other words, if T1 differentiates sig­
nificantly between psychotics and normals, it also correlates with P within either group. Many 
such tests have been discussed in my presentation of the theory, but an example may be 
useful. 
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Figure 2. The psychoticism continuum. PA indicates the increasing probability of psychotic 
breakdown with increasing P score. (From Eysenck, 1992). 

Consider Claridge's (1985) theory of psychosis, using the "phenomenon of reversed covaria­
tion". He suggested that psychosis did not involve a simple shift in, say, emotional arousal but 
represents instead a much more complex dissociation of CNS activity. He argued that in the 
schizophrenic, physiological mechanisms that are normally congruent in their activity and 
thereby maintain integreted CNS function become uncoupled and dissociated. He concentrated 
on two aspects of central nervous system functioning which he considered to be particularly 
involved in this uncoupling process; emotional arousal and a mechanism concerned with the 
regulation of sensory input, including variations in perceptual sensitivity and the broadening 
and narrowing of attention. He and his colleagues found strong evidence for this theory in 
comparing schizophrenics and normals but he also found that normal, high P subjects 
demonstrated the phenomenon of reversed covaration as well, when compared with low P 
scorers. Similarly, close (normal) relatives of schizophrenics, and normals given LSD, showed 
reversed covariation (Claridge, 1985; Claridge and Chappa, 1973; Claridge et aI., 1983; 
Eysenck, 1993a give a more detailed discussion of the argument). 

Let us consider for a moment the way in which the argument can be used to interpret the 
nature of a given factor more objectively than can be done by simply looking at items having 
high loadings, and subjectively interpreting the factor. In the first place, P is based on a 
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theoretical conception (Eysenck, 1952), having much empirical support. In the second place, 
the proportionality criterion supports experimentally the interpretation of the factor. Big Five 
factors like A and C lack both these advantages; they are discovered by exploratory factor 
analysis, are subjectively interpreted by simple inspection of high-loading items, and 
completely lack the nomological network which alone gives scientific meaning to a concept 
(Cronbach and Meehl, 1955; Garber and Strassberg, 1991). Advocacy of the Big Five throws 
away all the advantages of proper construct validity in favour of an extreme subjectivism. 

Another example may be useful. In it I have attempted to relate DNA through psychoticism 
to creativity and genius. All the parts of the theory have firm empirical support, but of course 
the very lengthy statement of theory and evidence in my monograph has to be cut to the very 
bones for the purpose of this article. We start with the twin observations that there appears to 
exist a relationship between psychopathology and genius (Richards, 1981), and that close 
relatives of schizophrenics (although not schizophrenics themselves) are unusually creative 
(Eysenck, 1983d). I suggested that creativity was related to psychoticism (Eysenck and 
Eysenck, 1976), and hence to genius, and both hypotheses have received empirical support 
(Eysenck, 1993b). 

We thus have the beginnings of a link from personality through creativity to genius 
(defined in terms of creative and socially valued production). It is also known that P has 
strong genetic antecedents (Eaves et aI., 1989); what lies between DNA and personality? 
Creative people and high P scorers are characterized by a trend towards associative 
overinclusiveness (as are schizophrenics); this may constitute the essential feature of creativity, 
i.e. an unusually wide supply of associative ideas. What may lie at the base of 
overinclusiveness? One possible cause may be an absence of latent inhibition (Lubow, 1989), 
a theory according to which schizophrenics fail to note experienced associations which would 
inhibit the calling up of a wide set of associations to certain experimentally manipulated 
stimuli. High P scorers also have been found to have little latent inhibition (Lubow, 1989; 
Lubow et aI., 1992; Baruch et aI., 1988), and hence to resemble psychotics and normal 
"psychosis prone" individuals. We may add, at least provisionally, latent inhibition as a link 
between DNA and P. Note that already Bleuler talked about the "loosening of associated 
threads" in schizophrenia, and Lubow (1989) went on to portray such behaviour in terms of a 
failure to attend to appropriate context information. 

Lubow (1989) has presented a strong argument, based on extensive experimental work on 
animals and humans, linking schizophrenia and latent inhibition with dopaminergic effects, and 
all this may provide our last missing link between DNA and personality. We now have a 
complete chain from DNA through dopaminergic functioning to latent inhibition, 
psychoticism, overinclusiveness, creativity, and genius. Obviously other factors also play an 
important part (Eysenck, 1993b), but it would take us too far to discuss these factors (e.g. 
intelligence, social class, special abilities, etc.) here; the major links in the chain are as in­
dicated. 

This all-too-brief sketch of a theory must suffice; it will indicate ways of testing ex­
perimentally such interpretations of P as psychoticism, and using its psychophysiological 
underpinnings as an aid in accounting for its important social effects. Comparison with A and 
C will immediately reveal the complete lack of a nomological network of these concepts. 
Psychometrically the high (negative) correlation between P, on the one hand, and A and C, on 
the other, might allow us to say that genius is caused by disagreeableness and lack of 
conscientiousness! It will be obvious why such an inversion will not work; the possible cor­
relational associations do not suggest any causal relation, and are completely unrelated to any 
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theory related to creativity. The Big Five theory is drawing promissory notes on a non-existing 
bank account; factors like agreeableness, conscientiousness and openness simply do not have 
even the beginnings of the nomological network that many hundreds of empirical studies have 
constructed around concepts like P, E and N. This is not to say that no other dimensions of 
personality exist, or will ever be found; it would be nonsensical to make any such prediction. 
All that is being maintained is that no such dimensions have been suggested, or have received 
the necessary theoretical underpinning and experimental psychological and physiological sup­
port needed. It is on these grounds that I venture to argue that Fig. 1a is a better, more useful 
and more fruitful representation than Fig. 1b, even though psychometrically there may be little 
to choose between them. 

Nomological Networks: The case of Extraversion 

The advantages of having a proper theory, and a nomological network underpinning the 
construct validity of a given concept in this field lies in the introduction of causal relations 
into the taxonomic debate. Consider extraversion. A central aspect of extraverted behaviour is 
sociability. Critics of trait descriptions of personality have often criticized this approach by 
saying that it is tautological - people vary in their social behaviour from being very sociable to 
being very unsociable; on this variability we base the concept of a trait of sociability, only to 
go on to explain the observed behaviour in terms of the trait derived from it! But such a 
criticism does not apply to the concept of extraversion. Extraverted behaviour is explained in 
terms of low cortical arousability (Eysenck, 1967), i.e. a largely inherited property of the cor­
tex (possibly mediated by the ascending reticular activating system). Extraverts have an ARAS 
which is relatively inactive, and hence requires strong sensory imput to enable the cortex to 
achieve a proper level of cortical arousal. Social contacts are a good way to achieve this 
greater arousal, and hence extraverts are sociable. Of course such a theory must also explain 
why extraverts demonstrate the other traits which, correlating together, define the concept; this 
is what is meant by a nomological network. I have elsewhere discussed at length the evidence 
for the biological theories linking P, E and N with psychophysiological, hormonal, 
neurological and other biological determinants (Eysenck, 1990, 1993a). It is clear from the 
empirical evidence that we are beginning to get a proper understanding of the biological foun­
dations of P, E and N (Zuckerman, 1991); there is as yet not a whisper of any such understan­
ding for the components of the Big Five other than E and N. Note that it is not claimed that 
more than a beginning has been made in building this bridge between DNA and personality; 
there are still many anomalies, and these will require much work along the lines of ordinary 
science to iron out. But we are beginning to understand the reasons why some experimental 
configurations, electrode placements, stimulus intensities and other details of procedure are 
more successful than others in producing results favourable or unfavourable to our theories, 
and we are beginning to control these variables in line with our improved understanding. This 
is an important step forward, indicating that our theorising is ultimately on the right lines. 

Forging links between DNA and personality is only the first stage, we also have to forge 
similar links between personality and social behaviour. As an example, take sexual behaviour 
(Eysenck, 1976). What would the arousal theory of extraversion predict in this field? I made 
the following predictions (Eysenck, 1971), based on the theory that extraverts would require 
stronger stimulation than introverts to maintain a reasonable level of cortical arousal: 
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1) Extraverts will have intercourse earlier than introverts. 
2) Extraverts will have intercourse more frequently than introverts. 
3) Extraverts will have intercourse with more different partners than introverts. 
4) Extraverts will have intercourse in more different positions than introverts. 
5) Extraverts will indulge in more varied sexual behaviour outside intercourse than 

introverts. 
6) Extraverts will indulge in longer pre-coital love-play than introverts. 

The evidence (Eysenck, 1976) strongly supports these deductions, as well as others concerning 
P and N; much of sexual behaviour is clearly related to personality, in accordance with laws 
which can be traced back to biological causes. This type of argument extends the link from 
DNA and personality to social behaviour, and of course sexual behaviour is not the only type 
of social behaviour covered; the system has been extended to criminal behaviour (Eysenck, 
1977; Eysenck and Gudjonsson, 1989), education (Eysenck, 1978), smoking and disease 
(Eysenck, 1991b), sport (Coleman, 1980; Eysenck et aI., 1982) and many other social areas. 
We thus have a chain from DNA through psychophysiological mechanisms to personality and 
finally social activities of considerable importance. It follows that for P, E and N there exists a 
nomological network validating the theoretical constructs over and above the simple 
psychometric validation afforded by factor analysis and multidimensional scaling (Eysenck and 
Eysenck, 1985, Eysenck, 1993b). 

We may say that personality is the centra] concept in our theory. The distal cause is DNA, 
the proximal cause is the physiological, hormonal, neurological set of intermediaries linking 
DNA to behaviour, and interacting with environmental factors. On the other side, representing 
behaviours consequent upon personality factors, are social events on the distal side, as argued 
above, and experimental studies on the proximal side. Consider one example. According to 
Walker's action decrement theory, learning a given material produces a period of con­
solidation during which reproduction of the material learned is inhibited; when consolidation 
is complete, reproduction is at its optimum level. This theory has produced both confirmatory 
and contradictory results in efforts to replicate the original studies. Howarth and Eysenck 
(1968) argued that the higher arousal of introverts would lead to a longer period of con­
solidation, involving poorer recall immediately after learning, but better recall after con­
solidation had been completed. Exactly the opposite course was predicted for extraverts. The 
results are shown in Fig. 3; clearly the theory is strongly supported by the data. 

Note the reciprocal relation between personality study and experimental psychology, each 
helping and aiding the other. Walker's theory, taking its origin in experimental psychology, 
suggests an important way to explicate and test a theory of personality. But note that if we test 
Walker's theory without regard to individual differences, we obtain contradictory results, some 
studies supporting the theory, others contradicting it. aearly introverts show the predicted 
action decrement effects, extraverts do not, for reasons given, hence the make-up of the 
sample tested will decide whether Walker's theory is supported or not - it will be if introverts 
predominate, it will not if extraverts do! If there are equal numbers, forgetting and con­
solidation will just about balance out, and although both are present, neither will become 
apparent in the results! Clearly Cronbach (1957) was right in insisting on the need for both 
disciplines of a scientific psychology to be combined to make a unitary science. 
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Figure 3. Recall scores of introverts and extraverts at different recall intervals (From Howarth 
and Eysenck, 1968). 

I have always argued that what is true of experimental psychology (where many other ex­
amples could be given - see Eysenck and Eysenck, 1985) is equally true of social psychology, 
educational psychology, industrial psychology, and indeed any kind of psychology; by failing 
to take individual differences into account we make proper testing of theories in all these 
branches of psychology impossible, and throw a large part of true variance on to the error 
variance heap. This neglect, although fairly universal, is a denial of scientific method, and 
accounts for a large part of the "failure to replicate" and the failure to find strong main factor 
variance. Any nomological network in psychology must include individual differences, and 
vice versa any theory of individual differences must include these proximal and distal conse­
quences to become viable. 

It is the absence of a nomological network such as would mediate such experimental 
predictions to be made, and tested, that suggests to me that factors like 0, A and C are not at 
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the same level as P, E and N; what is missing are both the proximal causes and proximal 
consequences that are essential for any nomological networks around the concept of "pe­
rsonality". A purely descriptive, factorially derived taxonomy will not do; much, much more is 
required if the criteria I am suggesting are to be satisfied. 

Concluding Remarks 

Factor analysis and psychometrics generally, would seem to be a good servant, but a bad 
master. Cronbach (1957), in his Presidential Address to APA, pointed out that the existence of 
two separate disciplines of scientific psychology, experimental and correlational, made 
unification difficult if not impossible. No paradigm is possible in personality research if we 
fail to transcend the barrier between these two disciplines, and attempt the construction of a 
unified science incorporating both. The PEN system has from the beginning attempted to 
produce such a relationship, based on theoretical analysis of known facts, and suggesting em­
pirical progress to hitherto unknown facts, social, experimental, and psychophysiological. 
Nothing short of such a wide-ranging approach will do; looking narrowly at only one element, 
such as the psychometric, is not enough. 

Psychologists have always been ready to neglect and disregard important sources of 
knowledge. Skinner, to take but one example, advised leaving psychophysiological processes 
alone, and treating them as "black box" events, looking at input and output relations but not 
worrying about what happens in between. As a result his system has been embarrassingly 
narrow, leaving out of account most of human behaviour, and lacking in proper causal 
relations mediated through reasonably well understood physiological channels. In a similar 
way many personality theorists refuse to look at important empirical findings dependent on 
biological discoveries, whether genetic, psychophysiological, hormonal, or what not. Exclusive 
reliance on psychometric manipulations of highly restricted data may give us suggestions, but 
can never lead to the promised land of proper paradigms. Only by taking a much wider view 
are we likely to achieve this aim. 
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Commentary on the chapter by H. J. Eysenck 
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Let me begin by saying that I am entirely in sympathy with Professor Eysenck's view that a 
full understanding of personality will include its physiological and biochemical underpinnings 
and its genetic and environmental etiology. I'm not so sure I agree with him that this is the 
only way to go. It seems to me that there is still plenty of room for specialists, such as experts 
in the description and measurement of phenotypic personality - people who say, "I'll describe 
the regularities, let those other guys explain them." Nevertheless, it is clear that Eysenck's 
approach is a challenging one, that it is a route taken by a number of other participants at this 
conference, and that his ideas deserve our serious attention. 

Psychoticism as a Personality Dimension 

In his paper, Eysenck offers as the primary example of his approach the personality dimension 
which he calls Psychoticism. This is a dimension which, in the normal range of the 
population, contrasts relatively agreeable, empathic and well-socialized people with relatively 
cold, hostile, and impulsive ones. Beyond the normal range, according to Eysenck, it orders a 
variety of psychopathic, borderline, and psychotic conditions, from antisocial personality to 
schizophrenia. 

As Eysenck notes, Big Five advocates would split this dimension in the normal range into 
two, Agreeableness and Conscientiousness - one stretching from the warm and empathic to the 
cold and hostile, the other from the conscientious and well-socialized to the impulsive and 
rebellious. And of course one could subdivide these still further: coldness and hostility are by 
no means identical; nor are impulsivity and rebelliousness. Eysenck suggests that as long as 
we remain on the purely psychometric level we cannot decide among these alternatives. Ac­
tually, this is not quite true: From a psychometric standpoint, the more finely differentiated our 
predictors, other things equal, the better we can hope to predict. A Big Five should, do better 
than a Big Three, and a Big Fifte,en better than either. But this is not what primarily concerns 
Eysenck. He argues that the decisive reason for choosing one set of dimensions rather than 
another is the "nomological network" of relationships into which it enters, in particular, the 
alignment of the dimensions with underlying biological facts. In these terms, the reason for 
preferring Psychoticism as a dimension to its components impulsivity and hostility is the 
presumption that Psychoticism reflects an underlying biological unity. Furthermore, it is 
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hypothesized that this biological dimension runs from the normal into the abnormal range, and 
in the latter discriminates among various disorders: ordinary criminals on the average have less 
Psychoticism than psychopaths, who have less of it than schizoids, who have less of it than 
unipolar depressives, who have less than bipolars, who have less than schizoaffectives, who 
have less than schizophrenics. 

Eysenck suggests a number of approaches to evaluating such a theory, but I will focus on 
just one - genetics. If we suppose that there is a single genetic dimension underlying the ob­
served grouping of traits and ordering of pathological conditions, certain testable consequences 
flow from this. 

Is P a Single Genetic Dimension? 

The most natural approach, in terms of Eysenck's model, is to assume that there is a single, 
continuous dimension, presumably influenced by many genes, that forms the normal­
ly-distributed underlying variable P. 

Then we can ask several questions. First, is P, as measured, heritable? To answer this, we 
obtain the correlations or covariances of P scores among various classes of relatives: identical 
and fraternal twins, adopted children and their biological and adoptive parents and siblings, 
members of ordinary families, identical twins who have been reared apart, members of the 
families of pairs of identical twins, and so on. Then we fit models to the obtained covariances 
or correlations, based on various assumptions about the genetic and environmental deter­
mination of the resemblances, and see which ones fit. Normally, these models contain free 
parameters concerning the strengths of additive and nonadditive genetic effects and shared and 
unshared family environment, and a model that fits the data also provides us with estimates of 
these parameters. 

P, as measured by Eysenck's scales in normal populations, has a substantial degree of 
genetic determination and not much shared family environmental variance (Eaves et aI., 1989). 
But this in itself is not very informative. The same thing is true for many dimensions of per­
sonality - the Big Three, the Big Five, a variety of other personality traits, most of the scales 
of the popular personality inventories, and a surprising array of things like vocational and 
avocational interests - see Bouchard (this volume). 

A more critical question is whether P hangs together as a single genetic dimension. There 
have recently been a couple of papers addressed to this issue, by Heath and Martin (1990) and 
Heath et a1. (1989), using data from the Eysenck Personality Questionnaire, which was ad­
ministered to an Australian sample of nearly three thousand twin pairs. These are studies based 
on the covariance structure among the items of the scales, an approach which requires large 
sample sizes for the dependable estimation of tetrachoric correlations among individual items. 
The analysis is based on the idea that the covariances among items can be analyzed into 
genetic and environmental components, just as the variances of the individual items can. 

Consider two items from the P scale of the EPQ: "Would you feel very sorry for an animal 
caught in a trap" ("No" is the high-P response), and "Do people tell you a lot of lies" (to 
which "Yes" is the high-P response). If identical twin pairs are much more likely than fraternal 
twin pairs to give the same response when asked "Would you feel very sorry for an animal 
caught in a trap," this would provide evidence for a genetic influence on response to this par­
ticular item. Likewise for "Do people tell you a lot of lies." But to analyze the genetic 
coherence of the underlying dimension, one asks about agreement between the responses of 
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twin A to one item and twin B to the other. Now, Heath and his colleagues did not separately 
decompose the covariances between every possible pair of individual items. Rather, they fit 
models which assumed genetic and environmental factors common to all the items supposed to 
measure P (or N or E), as well as genetic and environmental factors specific to ~ch item. 

In the first analysis (Heath et ai., 1989) it was assumed that the phenotypic factor structure 
would apply to both the genetic and the environmental causes of P, E, and N, and the question 
was to estimate the genetic and environmental contributions to general and item-specific fac­
tors under this assumption. The results for E and N were quite in line with the expectations of 
an Eysenckian model. Both shared and specific genetic factors were found, as well as shared 
and specific within-family environmental factors. That is, the observed item covariances were 
consistent with the assumption that they resulted from underlying genetic and environmental E 
and N dimensions, plus genetic and environmental specifics, and that the environmental 
contributions were nonfamilial. The results for P were quite different. The genetic 
contributions to the items proved to be entirely item-specific, whereas what the P items had in 
common was estimated to be entirely environmental - partly shared in families, partly un­
shared. The analyses were done separately for male and female pairs, and the above results 
held for both sexes. The authors noted the difficulties for the standard Eysenckian view of P; 
they suspected that the root problem might be that the genetic and environmental factor struc­
tures of the Psychoticism items were different. 

Heath and Martin pursued this hypothesis in their second paper (1990). In this analysis, the 
genetic and environmental determinants of the covariation of the P items were allowed to 
differ. Heath and Martin found that whereas the environmental determination of the P items 
was mostly consistent with the notion that the items were all measuring something in com­
mon, the genetic structure suggested that there were at least two different groups of P items, 
and that far from forming a single uniform dimension they were negatively correlated with 
each other. This was why when the P items were all forced onto a single dimension in the first 
study it had been estimated to have a heritability of zero. 

Now, I don't want to stir up trouble in the Eysenck camp, but I did notice that two of the 
three authors of these papers are frequent collaborators of Eysenck's, and that these two papers 
are not mentioned in either Eysenck's advance paper for this conference or in his more ex­
tended discussion of the Psychoticism concept that has just appeared in Personality and In­
dividual Differences (Eysenck, 1992). I look forward to hearing Professor Eysenck's views on 
these papers. 

Does a P Continuum Fit the Psychopathology Data? 

The preceding has to do with P as measured in normal populations. Genetics also lets us draw 
conclusions about the continuity of the dimension in the abnormal range. For example, if we 
look at the first-degree relatives (parents, siblings, children) of a group presumably high in P 
genes, such as schizophrenics, we would expect to find a distribution of P-gene levels 
centering around a point about half-way between the schizophrenic average and the general 
population mean. I.e., if Eysenck's Figure 2 is literally correct, our sample of relatives ought 
to be typified by hostile, aggressive and impulsive individuals, with a fair supply of neigh­
boring groups such as criminals, psychopaths, and schizoids. More generally, it is possible to 
fit to the data formal threshold models that predict, given the frequencies of the various 
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P-related conditions in a control population, what their frequencies oUght to be among the 
relatives of schizophrenics, if the assumption of an underlying genetic dimension holds. 

I will illustrate by the study of Tsuang et aI. (1983) in which they compared the first 
degree relatives of 200 schizophrenics and 160 control surgical patients. Among the 354 
first-degree relatives of schizophrenics, there were 11 individuals who themselves were diag­
nosed as schizophrenic, about 3%, whereas among the 541 first-degree relatives of the controls 
there were 3 schizophrenics, about 0.6%. A higher rate of schizophrenia in the relatives of 
schizophrenics would be predicted from almost any genetic theory of schizophrenia, dimen­
sional or not. The authors then fitted a threshold model to a range of "schizophrenic spectrum" 
conditions, including a number of those listed in the lesser ranges of Eysenck's scheme. 
Eysenck's theory of P predicts that there should be more of these conditions among the 
relatives of schizophrenics than among the relatives of controls. In fact, there were fewer: 12% 
in the relatives of the schizophrenics versus 15% in the control relatives - the deviation from 
the model being statistically significant by a chi-square test of goodness of fit. Tsuang and his 
colleagues included a group of neurotics among these "spectrum" cases; they really should not 
be there in a test of Eysenck's model, because they belong on the N dimension, not P. 
However, if we exclude the neurotics from both groups, the size and direction of the dif­
ference remains unaffected. 

Not all studies have turned out this way. Some studies have found excesses of other 
psychopathologies in the relatives of schizophrenics. Clearly, the evidence is mixed. Eysenck's 
own recent review (1992, p. 767) lists 2 studies in favor of a continuum view and 3 for 
specificity. One hypothesis that has sometimes been proposed by advocates of specificity 
involves assortative mating - that men who go around impregnating schizophrenic women tend 
to be on the psychopathic side, leading to an excess of psychopathic genes in their offspring. 
Such a hypothesis would not necessarily predict the same result for the parents and siblings of 
schizophrenics. Thus the consistency of results across various classes of relatives would be 
important here. 

Concluding Comment 

Well, there are a couple of examples relevant to genetics. My comments are, of course, not 
intended to settle the matter of the reality of a P dimension, but to generate discussion. In 
closing, let me commend once more Hans Eysenck's insistence that our approach to per­
sonality be broad, that it be empirically grounded, and that it be based on explicit models and 
theory. 
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REPLY TO J.C. LOEHLIN 

Hans J. Eysenck 

Loehlin's comments are well taken, but on some points I would disagree. He states that "the 
more finely differentiated our predictors, other things equal, the better we can hope to predict". 
There are two points. (1) P correlates well with A and C, but also has a good deal of specific 
variance; perhaps this specific variance adds considerably to the predictive variance? (2) Other 
things are seldom equal; Reynolds and Nichols (1977) tested the question of whether the 18 
scales of the CPI would predict a variety of behaviours better than the two factors E and N 
extracted from the intercorrelation between the 18 scales. There were 178 predicted variables, 
and their conclusions are well worth quoting: "For the most part, the factor scales do seem to 
capture the valid variance in the CPI scales .... In many instances a common factor portion of 
the scale's variance was actually more predictive of relevant criteria than was the total scale 
variance. These findings would suggeSt that users of the CPI might be better off to measure 
and interpret the two principal factors rather than attempt to derive meaning from a complex 
profile of scores." (p.914) 

Loehlin is correct in stating that recent studies of the heritability of P have thrown up some 
oddly contrasting results; it would not have been appropriate to discuss them in .a paper 
devoted to quite a different purpose, namely the proposal of criteria for a personality 
taxonomy. The criteria would still seem reasonable, even if they ruled out of court my own 
theory - after all, they were suggested as being universally applicable, not as supporting the 
views of the author! There seems an odd and indeed paradoxical contradiction between the 
results of fitting models to covariances of P scores among various classes of relatives, twins, 
adoptees, etc., which showed a substantial degree of genetic determination, and the results of 
analysing covariance structure among the items of the scale, which suggested that the genetic 
contribution was item-specific, with item communality being entirely environmental. The un­
reliability of single item responses must make one doubtful of the results, and I would prefer 
to await replication studies with larger samples before trying to unravel this particular 
conundrum. 

Finally, Loehlin cites one study looking at the proportion of relatives of schizophrenics and 
failing to find the expected (according to my theory) number of spectrum disorders. Other 
studies (Eysenck, 1992) have shown results more favourable to my theory, as Loehlin points 
out in fairness. Overall results support the hypothesis. He also points out that in this sample 
there was a substantial group of neurotics among the spectrum cases which shouldn't have 
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been there according to my theory. This is true, but only partially; Enright and Beech (1990) 
have shown that obsessional states, usually classed among the neuroses, show clear evidence 
of lack of negative priming, usually found in schizophrenics and high P scorers. Psychiatric 
terms and diagnostic labels must always be taken with a grain of salt; things are seldom as 
black and white as psychiatrists would like. 
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Abstract 

The Alternative Five Factor model was developed from factor analyses of questionnaire scales 
believed to measure basic personality factors and it includes the following trait factors: 
Sociability, Neuroticism-Anxiety, Impulsive Unsocialized Sensation Seeking, Aggression-Hos­
tility, and Activity. Associated with each trait are characteristic desired and avoided goals, 
typical generalized expectancies and affective traits. I review the various biological "levels" 
underlying the traits, including the psychophysiological, psychopharmacologica~ neurologica~ 
and genetic levels. Certain biological traits, such as the augumenting or reducing of the cor­
tical evoked potential, gonadal hormones, and the enzyme monoamine oxidese (MAO), have 
shown relatively consistent relationships with personality traits like impulsive sensation 
seeking and sociability, although there is no simple isomorphism between single biological 
markers and traits. The experimental literature on the behavioral functions of brain 
monoamine systems in other species, and the findings of biological psychiatry suggest a model 
for the biological basis of personality. 

Introduction 

The psychobiological model for personality presented in this chapter is not an elegant one. It 
would be nice if nature had designed personality traits in neat isomorphic relationships to 
neurological structures and neurotransmitters. But biology is not physics. Neural structures and 
neurochemically mediated pathways evolved in response to the need for mechanisms necessary 
for organisms to adapt to a dangerous and unpredictable environment. Nature did not do a 
factor analysis to arrive at the basic biological mechanisms and one mechanism had to serve 
many purposes. Given a new stimulus in the environment, or a change in the context of a 
familiar one (like a lion arising from its nap and strolling toward the herd), there are a limited 
number of options: approach, withdraw, or freeze. Individual differences in the relative 
strengths or sensitivities of such behavioral mechanisms, and the biological mechanisms under­
lying them, may be the basis for personality traits. 
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Seven Turtles 

In line with the old story of the guru trying to respond to his student's question about what 
the world rests on, I present the levels of psychobiological analyses of personality in the form 
of seven turtles (Figure 1). A trait may be described as a summary of aggregated behaviors 
within certain protypical situations including covert but habitual cognitive reactions.· Social 
behavior is the result of classical conditioning, observational learning, and instrumental 
shaping of what is learned through observation. Learning and biology are not alternate 
explanations of behavior. What we learn from exposure and experience depends on differences 
in our biological makeup. 

Figure 1. Levels of analysis of personality traits in the form of seven turtles. 

Underlying the conditioning mechanisms are physiological ones. One cannot be conditioned if 
arousal is at a very low level or if physiological attention mechanisms interfere with stimulus 
intake. Physiological mechanisms are dependent on biochemical ones. The noradrenergic sys­
tem, for instance, modulates the signal to noise ratio making it particularly important in the 



PERSONAI1TY FROM 'lOP TO BOTIDM 75 

orienting response and attention to novel stimuli. Neurochemical systems have their origins 
and nodal points in neurological structures like the locus coeruleus. There is no neat 
phrenological map for behavioral function but within structures like the amygdala and 
hypothalamus there are certain nuclei where lesioning may produce dramatic changes in 
behavior, motivation, and emotions, suggesting they serve vital roles in these functions. Seven 
is a magic number and rather than "turtles all the way down" we can stop at the genetic level 
for the individual. While the "chicken and egg" puzzle of causation may apply to the higher 
levels, like biochemistry, physiology and social behavior, the genes have a certain priority, 
being there at the beginning. Of course, if one goes beyond the individual to the species one 
could evoke another turtle (the ancestral one): evolutionary selection. 

Figure 2 shows a recently developed model for personality based on a levels analysis. The 
model is more fully described elsewhere (Zuckerman, 1991). In this chapter I will only 
elaborate on some of the major points. This is not a reductionist model because each turtle is a 
distinct creature deserving study of itself even without reference to the other turtles. But we 
must recognize that when a turtle at the bottom moves a turtle at the top must perforce also 
move. Sometimes a movement of a turtle on top may disturb the turtle below it but this is not 
necessarily so and, after all, turtles have thick shells. If scientists hide within the shells of their 
most familiar turtle they may not recognize the sources of its movement in the turtles below. 

P-IMPULSIVE 
UNSOCIALIZED AGGRESSION-

SUPER-TRAITS EXTRAVERSION SENSATION SEEKING HOSTILITY N-EMOTIONALITY 

TRAITS 

COGNITIVE­
BEHAVIORAL 

EMOTIONS 

NEURO­
TRANSMITTERS 
ENZYMES 
HORMONES 

____ t _______ t ___ -GENO~YPES--- ___ t ______ t --

Figure 2. A psychobiological model for personality. Dopamine refers particularly to the AlO 
dopaminergic pathway from the ventral tegmental area to the nucleus accumbens via the 
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medial forebrain bundle and the A9 pathway from the substantia nigra to the caudate-putamen. 
Low levels of type B monoamine oxidase (MAO) may deregulate these systems. High levels 
of gonadal hormones, particularly testosterone, may furnish a basis for both sociability and 
disinhibition. High levels of serotonin in conjunction with high levels of both type A and B 
MAO may provide the basis for strong inhibition; low levels of serotonin together with high 
activity of dopaminergic systems may be involved in disinhibition, impulsivity, and aggression 
or hostility. Regions of the septal area are particularly involved in inhibition-disinhibition of 
behavior. Norepinephrine (Norepi), particularly in the dorsal ascending noradrenergic pathways 
from the locus coeruleus are also involved in the adrenergic arousal found in both anxiety and 
anger. Low levels of norepinephrine, perhaps related to low levels of the enzyme 
dopamine-beta-hydroxlase (DBH), may be involved in the traits of disinhibition and impul­
sivity. Stimulation from the central nucleus of the amygdala to the vertral tegmental areas and 
the locus coeruleus may increase activity in dopaminergic and noradrengergic systems. At low 
levels this catecholamine system activity may be rewarding and facilitating, but at high levels 
may be associated with anxiety, distractibility, inhibition and adrenergic arousal. When 
adrenergic arousal is combined with high activity of benzodiazepine receptor inverse agonists 
and low levels of GABA inhibition the result may be anxiety. Specific combinations of these 
biological traits may underlie the disposition of trait anxiety and emotionality in general. 
Note. From Psychobiology of Personality (p. 407) by M. Zuckerman, 1991, New York: 
Cambridge University Press. Copright 1991 by Cambridge University Press. Reprinted by 
permission. 

Basic Personality Traits or Temperaments 

Just as seven is a magic number for turtles five seems to be one for personality traits. In the 
past it was 16 but now the major rivals are five and three. But the number of factors is not 
important because broad factors incorporate narrower factors in a hierarchal order (Eysenck, 
1%7, Costa and McCrae, 1985; Zuckerman et al., 1988), and a factoring of narrower factors 
usually recoustitutes the broader factors so that how many factors depends on the level of 
analysis. Disagreements on what is a basic factor often stem from differences in initial selec­
tion of variables. The importance of a factor in the analysis depends upon how many markers 
were chosen to represent the factor. If there is only one marker for a factor it is unlikely to 
emerge as an important one in the analysis. 

Before beginning my book on the "Psychobiology of Personality" (Zuckerman, 1991) I 
decided to undertake factor analyses of questionnaire scales believed to measure basic dimen­
sions of personality in order to provide a framework for the psychobiological analyses. 
Without a taxonomy of species, it is difficult to develop a theory of evolution. The theory may 
result in modification of the taxonomy but you have to start with something. We started with 
questionnaire scale markers for traits that had shown at least moderate heritability, some 
evidence of correlations with biological traits, and could be recognized in other species (for 
comparative analyses): activity, sociability, impulsivity, socialization, aggression, sensation 
seeking, and anxiety or general emotionality (Zuckerman et al., 1988). At the three factor level 
the factors that emerged were: Sociability, Emotionality, and one we called Impulsive Un­
socialized Sensation Seeking (ImpUSS). Eysenck's Extraversion (E), Neuroticism (N), and 
Psychoticism (P) scales provided the best markers for each of three respective dimensions. 
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Sociability Sociability 

PRF-Aff, JPI-SocPart, EASI-Sociability PRF-Aff, 

Activity Activity 

EASI-Act, JPI-Energy, EASI-Persistence 

N-Anxiety N-Anxiety 

KSP-Anx, EPQ-N, EASI-Fear 

Agg-Host Agg-Host 

PRF-Agg, SO(-), KSP-Host 

P-Uss 

CPI-So, EPQ-P, 
PRF-Aut 

Imp 

P-Impuss 

EASI-Oec Time (Imp), KSP-Imp, PRF-Cog St 

6 Factor 5 Factor 

N-Anxiety 

Agg-Host 

P-Impuss 

4 Factor 

EASI-Sociability, 
JPI-SocPart, EPQ-E 

N-Emotion 

EPQ-N, 
EASI-Gen Emot, 
KSP-Host, JPI-Anx 

P-Impuss 

EPQ-P, KSP MA.(SS), 
EASI-Oec Time (IMP), 
PRF-Cog St, KSP-Imp 

3 Factor 

Figure 3. Factors at each level (three-, four-, five-, and six-factor analyses) and factor score 
correlations across levels for the total group. (N = neuroticism, Agg-Host = aggres­
sion-hostility, Emotion = emotionality, P-USS = psychopathy-unsocialized sensation seeking, 
Imp = impulsivity, P-ImpUSS = psychopathy-impulsive unsocialized sensation· seeking. 
Strongest loading scales defining each factor at six and three factor levels are indicated. 
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Note. From "Five (or three) robust questionnaire scale factors of personality without culture" 
by M. Zuckerman, D. M. Kuhlman, M. Thomquist, and H. Kiers, 1991, Personality and In­
dividual Differences, 12, p. 938. Copyright 1991 by Pergamon Press. Reprinted by permission. 

In a second study, using the best markers for the narrower factors in the previous study and a 
much enlarged number of subjects, we found a highly replicable (across gender and four dif­
ferent samples of subjects) five factor solution in addition to the three factor one (Zuckerman 
et al., 1991). The Sociability and P-ImpUSS factors were virtually the same as in the three 
factor solution, but the N-Emotionality factor was split into N-Anxiety and Aggression-Hostility 
factors, and Activity was identifiable as a major factor distinct from its primary location in the 
E factor at the three factor level (see Figure 3). 

Encouraged by the high degree of replicability of these five factors across four groups, we 
developed personality scales to measure the five factors (Zuckerman et al., 1992). Using these 
scales (Zuckerman-Kuhlman Personality Questionnaire, ZKPQ III) we compared our model 
with Eysenck's three factor one and Costa and McCrae's (1992) five factor one, as incor­
porated in their revised NEO personality inventory. Costa and McCrae's factor of Openness to 
Experience is based on the factors variously called Culture (Norman, 1963), or Intellect 
(Goldberg, 1990). We agreed with Eysenck that intellect is a domain apart from basic traits of 
personality and therefore did not attempt to include markers for it in our factor analyses. 

Table 1. Factor Analysis* of EPQ, ZKPQ, and NEO Scales: Four factors 

Factor Loadings 
Factor 1 Factor 2 Factor 3 Factor 4 

NEO Extraversion .88 -.13 -.05 .17 
EPQ Extraversion .79 -.32 .17 -.08 
ZKPQ Sociability .77 -.16 .10 -.07 
ZKPQ Activity .60 .01 -.18 .02 

ZKPQ N-Anxiety -.13 .93 -.01 .08 
EPQ Neuroticism -.16 .91 -.04 -.08 
NEO Neuroticism -.15 .90 .10 -.12 

NEO Conscientiousness .15 -.07 -.86 -.02 
Eysenck Psychoticism -.09 -.08 .80 -.28 
ZKPQ Impulsive SS .48 .08 .74 -.03 

NEO Agreeableness -.04 -.07 -.31 .81 
ZKPQ Aggression-Host .35 .34 .24 -.72 
NEO Openness .27 .14 .19 .67 

Note. EPQ = Eysenck Personality Questionnaire, ZKPQ = Zuckerman Kuhlman Personality 
Questionnaire, NEO = Costa and McCrae NEO-PI, N = Neuroticism, Host = Hostility 

* Principal Components, Varimax rotation, Four factors accounted for 74% of variance. 
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Table 1 shows the results of a recent factor analysis of EPQ, ZKPQ, and NEO scales. Four 
factors accounted for three quarters of the variance among the 14 scales. Factor 1 is 
E-Sociability and includes the relevant scales from the three tests plus the Activity scale from 
the ZKPQ. Factor 2 consists of the anxiety or neuroticism scales from the three tests. Factor 3 
identifies the P and ImpSS scales at one pole of the factor and the NEO Conscientiousness 
scale at the other one. The fourth factor is marked by ZKPQ Aggression-Hostility at one end 
and NEO Agreeableness and Openness at the other. When five factors were rotated the fifth 
factor consisted of the Activity scale alone. When the facet (subtrait) scales of the NEO were 
substituted for the major trait scores, Openness did emerge as a fifth factor but it consisted 
only of facet scales from the NEO and was not related to the scales from the EPQ and ZKPQ. 
Our results show four factors which are identifiable across the three models. 

Cognitive.Behavioral Traits 

Cognitive traits are usually regarded as antithetical to biologically based traits of personality 
but they could be seen as intermediate or functional expressions of the higher order traits. 

Table 2. Personality Traits, Goals, Expectancies, and Affects 

TRAITS 
E-Sociability 

N-Anxiety 

Aggression­
Hostility 

Impulsive 
Sensation 
Seeking 

Activity 

+ GOALS 
Making and 
keeping friends 

Being secure 
in relationships 

Defeating others 

- GOALS 
Avoiding social 
isolation 

Avoiding 
rejection, 
humiliation 

Avoiding defeat 

Having exciting Avoiding 
new experiences boredom 

Achievement Avoiding 
passivity 

EXPECfANCY AFFECTS 
Generalized 
reward 
expectancy 

Generalized 
punishment 
expectancy 

Generalized 
threat of 
punishment 

Pos. Affects: 
joy, love 

Neg. Affects: 
anxiety, depression 

Neg. Affect: 
anger 

Low punishment, Pos. Affects: 
high reward elation, interest, 
expectancy Neg. affect: 

boredom 

Reward 
expectancy 
Internal locus 
of control 

Pos. Affect: 
interest 
Neg. affect: 
boredom 
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Table 2 shows a conceptualization of the typical goals and generalized expectancies associated 
with our five trait model. Extraversion is associated with the goal of making and keeping 
friends and avoiding social isolation. Activity has as its life-goal getting things done or 
achievement and avoiding idleness and failure. Both of these traits are related to a broad 
reward expectancy. Impulsive-Sensation Seeking (ImpSS) has the broad life-goal of having 
exciting, new experiences and avoiding restraint and boredom. This trait is related positively to 
reward and negatively to punishment expectancies and a behavioral mechanism controlling 
inhibition and disinhibition. Neuroticism-Anxiety (N-Anx) has the primary goal of being 
secure in human relations and avoiding rejection and humiliation. Hostility-aggression 
(Host-Agg) has the goal of defeating others and avoiding defeat by them, as described in the 
cynical aphorism: "Get them before they get you." Underlying both N-Anx and Host-Agg is 
the pessimistic expectation of punishment from others, but the reactions to this expectation are 
quite different. The N-Anx type tries to move closer and appease the potential sources of 
punishment whereas the Agg-Host type "moves against" them (Horney, 1939). 

Underlying cognitive-behavioral traits, at a level closer to the biological substrate, are 
emotional tendencies. A disposition to experience positive emotional states underlies the 
generalized reward expectancy and a tendency to react with anger, anxiety, or depression is 
the basis for punishment expectancies. Elation and interest are positive emotions and boredom 
is the negative emotion specifically associated with Impulsive Sensation Seeking. Of course, 
one could argue that the cognitive tendencies are primary and the emotional responses secon­
dary, or that both are concommitant expressions of the underlying biological traits. But from a 
phylogenetic viewpoint emotions have a priority over cognitions, at least those at the 
conscious level. Obviously, some information processing has to occur before a stimulus can 
elicit a conditioned emotional reaction, but this processing can occur rapidly at brain levels, 
like the thalamus, where only minimal analysis of the stimulus occurs (LeDoux, 1987). 

Psychophysiology 

EXTRAVERSION 

Pavolovian theory suggested that individual differences in temperament emanated from dif­
ferences in brain physiology, particularly the strengths of hypothetical excitatory and inhibitory 
brain centers. Eysenck's (1957) earlier theory suggested that the balance between central ex­
citation and inhibition was the basis of the trait of introversion-extraversion. Later, following 
the discovery of the role of the reticulocortical activating system in arousal, he shifted to an 
optimal level of stimulation and arousal theory of extraversion. Essentially, the theory was that 
in an unstimulated state introverts tended to be close to an optimal level of arousal and 
therefore did not seek much additional stimulation or engage in activities which were 
overarousing. Extraverts, however, were generally underaroused and below their optimal levels 
of arousal and therefore sought more intense stimulation and exciting activities in order to 
reach a pleasant state of arousal. My earlier theory of sensation seeking (Zuckerman, 1969) 
was based on a similar premise except that novelty of stimulation was considered at least as 
important as intensity in producing "arousal potential." 

Investigators used EEG measures of arousal to test Eysenck's theory that extraverts tend to 
be underaroused and introverts optimally or overaroused in an unstimulated condition. 
Spectrum analyses of twins show that the proportions of activity in each frequency range of 
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the EEG are not only reliable individual characteristics but are highly (80%) heritable (Ly­
kken, 1982). But studies comparing introverts with extraverts on EEG arousal indices have 
yielded mixed and indefinite results (See Gale, 1983; Gale and Edwards, 1986; and 
o 'Gorman, 1984 for reviews). A comparison of the studies which both reviewers agreed were 
methodologically sound showed that the studies yielding the best results in support of the 
theory were those in which either mostly female or at least equally female and male (Zucke­
rman, 1991). Females show more arousal than males on the EEG (Deaken and Exley, 1979) 
perhaps accounting for the gender differences in comparisons of introverts and extraverts. 
There is also more recent evidence (O'Gorman and Lloyd, 1987) that the narrow trait of im­
pulsivity (acting quickly without thinking) may be more strongly related to EEG arousal than 
the broader trait of extraversion (which used to include an impulsivity component in measures 
of E before the EPQ). 

One of the many problems with the construct of "arousal" in general, and the EEG measure 
of cortical arousal in particular, is that arousal is quite sensitive to the conditions of the ex­
periments and the reactions of the subjects to these conditions. Gale recognized this in a 
post-hoc hypothesis, devised to explain variations in results. He claimed that an intermediate 
level of stimulation or response demand was necessary to detect differences between introverts 
and extraverts because under minimally stimulating conditions (lying down with eyes closed) 
extraverts tend to become bored and restless and to engage in mental or physical activities to 
increase arousal. 

New imaging techniques have been used to test the arousal hypothesis. Using the Positron 
Emission Tomography (PET) method, in which radioactively tagged glucose is injected and 
taken up in the brain and recorded by a PET scanner, Haier et al. (1987) found that extraver­
sion correlated positively with the glucose use index of activity in the frontal and temporal 
cortex. This result is in the opposite direction to that which would be predicted from the 
theory. However, the subjects were anxiety patients and brain activity was measured during 
performance of a stressful task. No correlations with E were obtained in the resting, non-task 
condition. Positive correlations were found with activity in limbic areas, often associated with 
anxiety response. Both the subjects and the conditions do not make the test ideal for testing 
the extraversion-arousal hypothesis. 

Another study by Mathew et al. (1984), imaging cerebral blood flow using the 
xenon-inhalation method with normal female subjects, found negative correlations between 
activity in all cortical areas in both hemispheres and extraversion. These results were in line 
with Eysenck's theory. The discrepancy between the two imaging studies could be due to 
subjects or methods. 

Eysenck's (1967) optimal level of stimulation theory suggests that introverts should be 
more aroused by stimuli in the low range of intensity, but at higher intensities extraverts 
should show a stronger response because introverts are more susceptible to transmarginal 
inhibition. Stelmack's review (1990) proposed that auditory stimuli of low frequency and 
moderate intensity are most likely to show stronger reactions of introverts than extraverts. The 
influence of stimulus intensity on the skin conductance responses (SCR) of introverts and 
extraverts is illustrated in Figure 4. Introverts were more aroused by a moderate stimulus of 80 
dB than extraverts and ambiverts, but in response to an intense 100 dB tone the extraverts had 
a stronger response than both introverts and ambiverts. These kinds of results suggest that 
phasic arousability rather than tonic arousal is the difference underlying the extraversion 
dimension of personality. Introverts react relatively more to weak stimulation while extraverts 
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react more to strong stimulation. Introverts show greater "stimulus sensitivity" while extraverts 
show more tolerance for high intensities of stimulation. 
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Figure 4. The effect of stimulus intensity on skin conductance response for extraverts, 
introverts, and ambiverts. 
Note. From "Habituation and dishabituation of the electrodermal orienting response in relation 
to extraversion and neuroticism" by M. J. Wigglesworth and B. D. Smith, 1976, Journal of 
Research in Personality, 10, pp. 437-445. Copyright 1976 by Academic Press. Reprinted by 
permission. 
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P-IMPULSIVE UNSOCIALlZED SENSATION SEEKING 

The cortical evoked potential (EP) offers a better method for testing the relation between 
stimulus intensity, cortical arousability and personality than the gross EEG spectrum analyses. 
The specific pattern of an EP evoked by a particular stimulus is highly heritable as shown by 
figure 5 from a study by Buchsbaum (1974). 

Figure 5. Avaraged visual evoked potentials of pairs of identical twins, with one twin shown 
as a solid line and the other twin as a dotted line. 
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Note. From "Average evoked response and stimulus intensity in identical and fraternal twins" 
by M.S. Buchsbaum, 1974, Physiological Psychology, 2, p. 367. Copyright 1974 by American 
Psychological Association. Reprinted by permission. 

These look like repeat EP testing on single individuals, but in actuality the solid and dotted 
lines tracing the complex EP wave pattern are two identical twins. Identical twins EP patterns 
correlate much more highly than fraternal twins and unrelated inviduals for both visual (light 
flashes) and auditory (tones) EPs (Lewis et aI., 1972). 

Buchsbaum and Silverman (1968) developed a method for quantifying the stimulus-EP 
response relationship for individuals in terms of the slope of the relationship between stimulus 
intensity and EP amplitude. The vertex location on the scalp is generally used and the PI-Nl 
component of the EP is analyzed. This component, at 100 to 140 ms after the stimulus, 
represents the first impact of the stimulus at the cortical level. Not much information proces­
sing other than intensity can occur at this time. Slopes may vary from high positive to near 
zero or negative. The former is called augmenting and the latter is called reducing. Although 
individuals with extreme slope measures can be characterized as "augmenters" or "reducers", 
like most continuous biological traits this one is normally distributed. 
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Figures 6. Mean visual evoked potential amplitudes (PI-Nl) at 5 levels of light intensity for 
low and higd scorers on the Disinhibition subscale of the Sensation Seeking Scale. 
Note. From "Sensation seeking and cortical augmenting-reducing" by M. Zuckerman, T.T. 
Murtaugh and J. Siegel, 1974, Phychophysiology, 11, p. 539. Copyright 1974 by the Society 
for Psychophysiological Research. Reprinted by permission. 



PERSONAI11Y FROM TOP TO BOTIDM 85 

Augmenting and reducing of visual and auditory EPs have been related many times to a 
subtrait of sensation seeking called disinhibition (Zuckerman, 1990). Disinhibition is the social 
form of sensation seeking in the form of parties, drinking, sexual variety seeking, and finding 
excitement through other people in general. It is the type most characteristic of the 
psychopathic or antisocial personality (Zuckerman, 1979). While correlated somewhat with 
extraversion it really forms the core of the ImpUSS factor in our three and five factor 
analyses. High disinhibiters tend to be augmenters and low disinhibiters tend to be reducers on 
both visual and auditory EPs as shown in figures 6 and 7. The results for the visual EP (Zuc­
kerman et aI., 1974) are particularly striking at the highest stimulus intensity where the high 
disinhibitors show an increasingly augmented reaction while the low disinhibiters show clear 
evidence of reduction. 

The findings on the auditory EP (Zuckerman et aI., 1988) show a weak reducing tendency 
for low disinhibiters contrasted with a markedly augmented cortical response of high disin­
hibiters. Impulsivity has been related in a similar fashion to EP augmenting-reducing (Barratt 
et aI., 1987) as one would expect based on the close connection between disinhibition and 
impulsivity in the ImpUSS dimension. 

EP 
AMP 

9.0 

8.5 

8.0 

7.5 

7.0 

6.5 

-- -- --- --- ---
Low disinhibiters 

65 80 95 

Stimulus intensity (DB) 

Figure 7. Mean auditory evoked potential amplitudes (PI-Nl) at 4 levels of sound intensity 
(50-95 dB) for low and high scorers on the Disinhibition subscale of the Sensation Seeking 
Scale. 
Note. From "Sensation seeking and stimulus intensity as modulators of cortical, cardiovascular, 
and electrodermal response: A cross-modality study" by M. Zuckerman, R.F. Simons and P.G. 
Como, 1988, Personality and Individual Differences, 9, p. 368. Copyright 1988 by Pergamon 
Press. Reprinted by permission. 
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Augmenting is more characteristic than reducing in human disinhibitory disorderslike delin­
quency and alcoholism (Zuckerman et aI., 1980). Individual differences in augmen­
ting-reducing have been found in cats where they have been related to explorativeness, ac­
tivity, aggressiveness, and approach or fight-flight responses to a novel stimulus (Hall et aI., 
1970; Lukasand and Siegel, 1977). Augmenter cats were higher on all of these traits. Saxton et 
aI. (1987) also compared augmenting and reducing cats on two instrumental conditioning 
paradigms. The augmenter cats were more responsive on a simple fixed interval (FI) schedule 
of positive reinforcement, but they did more poorly than reducer cats on a differential reinfor­
cement for low rate of response (DRL) schedule. 

The differences between augmenting and reducing cats reflect the relationship of the 
psychophysiological phenomenon to the capacity to inhibit rewarded behavior when there is 
the possibility of punishment (or loss of reward) for overeager responding. This is the essence 
of the disinhibition-inhibition mechanism postulated to underlie the P-ImpUSS dimension. 
Newman and Kosson (1986) showed a similar phenomena among psychopathic and 
non-psychopathic prisoners, classified as such using Hare's (1980) Psychopathy Check List. 
The psychopathic types showed more failures to inhibit responses which were punished by 
loss of money in a situation where there was reward for correct responding, punishment for 
incorrect responding, but no consequences of withholding response. The psychopathic group 
scored higher on Eysenck's P scale, but not on extraversion or neuroticism scales, higher on a 
sensation seeking type of scale, and lower on socialization than non-psychopaths. This pattern 
of test responses places them at the extreme of the P-ImpUSS dimension. Perhaps antisocial 
personality is not a combination of personality dimensions, as suggested by Eysenck, but 
represents the extreme cases on the continuous P-ImpUSS dimension (Zuckerman, 1989). 

Augmenting-reducing paradigm may represent an openness to intense experience in the 
augmenter and a protective cortical mechanism in the reducer. Augmenting provides an 
operational definition of the Pavlovian construct "strength of the nervous system." Augmenters 
were shown to have the behavioral characteristics supposed to be associated with strong ner­
vous systems or non-reactive types (Strelau, 1983). Lukas and Mullins (1985) found that while 
augmenters and reducers did not differ in performance in low work-load conditions, the EP 
augmenters performed better than the reducers under high work-load, stressful conditions. Also 
relevant are the findings that high sensation seekers have high thresholds for pain (Zuckerman, 
1979) and like loud rock music (Litle and Zuckerman, 1986). The low sensation seeker or low 
P-ImpUSS types may have inherited a type of brain that shuts down under stressful conditions. 
While confering some protective advantages this defensive tendency would be maladaptive in 
conditions of inescapable threat where high cortical activation is required. 

NEUROTICISM-ANxIETY 

Tachycardia and breathing difficulties are typical symptoms of panic attacks (DSM III-R, 
1987). Eysenck's earlier theories suggested the involvement of a hyperarousable autonomic 
nervous system in the trait of neuroticism. In his second theory, however, he proposed that the 
source of neuroticism was in the limbic brain where autonomic reactivity connected with 
emotional behavior begins. The limbic brain contains many systems, only some of which are 
connected with anxiety (Gray, 1982). 

Studies correlating personality scales with electrodermal, respiratory and heart rate 
measures of autonomic activity in normals have generally failed to find significant correlations 
with trait neuroticism or anxiety (Fahrenberg, 1987; Hodges, 1976; Myrtek, 1984; Navateur 
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and Baque, 1987). Results were also negative for both tonic basal levels of activity and 
responses to physiological, social, or performance-induced stress. However, longitudinal 
studies have shown that tonic heart rates have some low predictive level for shyness and in­
hibition in children (Kagan et aI., 1988) and general adjustment in college men 15 years later 
(Vaillant and Schnurr, 1988). 

In contrast to these results with the measured dimension of N-anxiety in normal populations 
certain types of anxiety disorders show significantly higher tonic heart rates and spontaneous 
skin conductance fluctuations than normals and other types of cases (Zuckerman, 1991, chpt. 
8). Panic disorders, agoraphobics, social phobics, obsessive-compulsives, chronic anxiety, and 
agitated depressions typically show more electrodermal and cardiac tonic arousal than simple, 
situational phobics or normals. Figure 8, made from Kelly's (1980) data, shows the relation 
between the means of scores of various diagnostic groups on the Taylor Manifest Anxiety 
Scale and the mean heart rates for these groups. Groups who report high levels of subjective 
anxiety tend to have high heart rates (r = .73, P <.01). Notable exceptions are personality 
disorders, whose heart rates are relatively lower, and schizophrenics, whose heart rates are 
higher, than would be predicted from anxiety scale. 
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Figure 8. Relationship between mean heart rates and mean scores on the Taylor Manifest 
Anxiety Scale of a normal and nine diagnostic groups of patients. Data used to make chart is 
from Kelly (1980). 
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Although neurotics show higher heart rates under stress than in basal recording conditions the 
difference in change between their already elevated levels and reactions to stress is weaker 
than that found in normals (Kelly, 1980). What distinguishes anxiety disorders from normals is 
the tonic and chronic elevation of heart rate, not their reactions to stress. The normal is like a 
good runner who has a low tonic heart rate allowing more increase in response to the physical 
stress of running. Anxiety disorders reach their limits very quickly because they start so high. 
Situational phobics do not show elevated tonic heart rates compared to normals, but when 
exposed to their specific phobic stimulus or situation they show stronger responses than nor­
mals to those situations (Ost, 1987). Socially anxious persons do not show greater heart rate 
responses during interactions with same sex peers but do show greater heart rate reactions than 
controls during interactions with opposite sex peers. Since neuroticism or trait anxiety scales 
mostly reflect social anxiety, they may fail to correlate with heart rate because most stress 
tests do not employ the specific type of situation which would reveal their autonomic overac­
tivity. However, this type of specific autonomic reactivity is likely an effect of a learned fear 
rather than reflecting a generalized autonomic instability. The fact that even anxiety neurotics 
may return to baseline when their disorder is abated suggests that if the psychophysiological 
effect is causal rather than reactive it does not indicate a permanent trait, but rather a tem­
porary failure of some regulatory mechanism. Panic attacks, when they first occur, are 
examples of seemingly spontaneous autonomic disinhibitions. Whereas most anxiety disorders, 
with the exception of simple situational phobias, show evidence of a broad additive heritability 
(about 30%) disposition, panic disorder also has a specific heritability, possibly a dominant 
gene controlling the primary physiological symptoms and their regulation (Pauls et aI., 1980). 

Psychophysiological reactivity depends on more basic neurochemical substrates. The central 
regulation of both cortical and autonomic activity depends on neurotransmitters, their recep­
tors, and the enzymes regulating their production and disposal. Therefore, let us move down to 
the next turtle. 

Psychopharmacology 

MONOAMINE OXIDASE (MAO) 

In bottom-up approaches there is little interest in the enzyme monoamine oxidase (MAO) 
which regulates monoamine levels in the brain by catabolic breakdown. But in a top-down 
approach MAO is a valuable marker for some of the major personality traits, behavior pat­
terns, and psychopathologies, and it indicates the crucial role of the monoamines 
(norepinephrine, epinephrine, dopamine, and serotonin) in personality. MAO type B is usually 
measured from blood platelets in living humans. In the brain it regulates the neurotransmitter 
dopamine. The relationship of platelet to brain MAO is not known but there is indirect 
evidence that platelet MAO varies directly with brain MAO. Ballenger et al. (1983) found a 
negative correlation (-.34, p<.05) between platelet MAO and homovanyllic acid (HV A), the 
metabolite of dopamine, in the cerebrospinal fluid. MAO inhibition in brain (assessed by PET 
scan) and platelets correlated .95 in a small sample (Bench et aI., 1991). 

MAO has been negatively related to traits of sensation seeking and extraversion in a num­
ber of studies. Athough the typical correlations between MAO and sensation seeking are weak 
(median r = -.25), and therefore not always replicable, they are nearly always in the same 
direction (Zuckerman, 1991). In 11 groups of normals where the full SSS was used, MAO 
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correlated negatively with MAO in 10 of the 11 groups, and the correlations were significant 
in 7 of the groups (fable 3). Such replicated relationships are rare in this area. The cor­
relations are supported in the behavioral realm where low MAO males from a normal 
population reported more convictions for criminal offenses, and more alcohol, tobacco, and 
drug use, habits associated with sensation seeking. Low MAO male monkeys observed in a 
natural colony environment engaged in more aggressive and sexual behavior than high MAO 
monkeys. MAO was negatively correlated with aggression in two Swedish studies. Low MAO 
newborns are more active and more motorically developed than high MAO babies. Low MAO 
children and adults make quicker decisions in behavioral test for impulsivity. In men there is a 
strong negative relationship between MAO and failure to inhibit responses in a motor task 
assessing passive avoidance. 

Table 3. Correlations: MAO vs. Sensation seeking scale (SSS) general or total scores 

Authors Subjects n's r's 

Murphy et aL (1977) F students 65 .17 
M students 30 -.45** 

Schooler et aL (1978) F students 47 -.43** 
M students 46 -.52** 

Ballenger et aL (1983) M and F adults 36 -.17 
Schalling et aL (1987) M students 40 -.25 
Arque et aL (1988) M and F adult 13 -.66** 

M and F patients 44 -.25* 
Ward et aL (1987) M students 57 -.24* 

F students 30 -.15 
Shekim et aL (1989) M adults 58 -.23* 

* P < .05; ** p < .01: one-tailed tests from Ballenger on. 

MAO also correlated negatively with extraversion or positively with introversion in several 
studies done in America and Germany, but in Swedish studies the relationships were not sig­
nificant. However, low MAO has been related to high levels of self-reported social activity in 
humans and observed social activity in monkeys. 

Low MAO levels are found in marijuana users, bipolar disorders (even when not in the 
manic state), schizophrenics with positive symptoms (hallucination, delusions), and alcoholics. 
In view of the association of type B MAO with dopamine regulation, the finding of an as­
sociation between substance abuse and a gene for the D2 dopamine receptor is exciting (Uhl et 
aI., 1992) suggests that the strong association between sensation seeking and substance abuse 
could be mediated by a dysregulated dopaminergic system. 

GONADAL HORMONES 

Gonadal hormones affect personality at several stages and in primary and secondary ways. 
Exposure to androgens or estrogens in the developing fetus may affect play patterns and 
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interests in children and these hormones are involved in early gender typical patterns. Rough 
and tumble play, for instance, is found much more often in male than female young in both 
chimpanzees and humans. This type of play is also found in human females who were ex­
posed to excessive androgens during the fetal period. Gonadal development at puberty influen­
ces the secondary physical sex changes and eventual changes in sexual-affiliative interests. 
Levels of testosterone in young unmarried males are related to their cumulative sexual ex­
perience and general interest in sex. Testosterone in married women is correlated with their 
reported sexual gratification, sexual responsivity and frequency of intercourse. 

In the realm of personality there have been replicated findings of an association between 
testosterone and the disinhibition type of sensation seeking and extraversion and sociability 
(Zuckerman, 1991). Testosterone also correlates with social dominance in tests and in ob­
served behavior. Although testosterone is related to impulsivity and lack of inhibition, its 
relationship with aggression is only found for groups of extremely violent males. Aggression 
and hostility in the normal range are not related to testosterone. 

Both MAO and Testosterone play a role in at least three of the major dimensions of per­
sonality: sociability, impulsive sensation seeking, and activity. There is even some evidence of 
a negative relationship between testosterone and neuroticism in males. As I said in the 
introduction, we cannot expect to find simple one-to-one isomorphism between a single per­
sonality trait and a particular biological trait. 

THE MONOAMINES 

The MAO findings are what originally drew my attention to the monoamines as particularly 
relevant for personality. The monoamines are highly involved in motivational and emotional 
mechanisms discovered in comparative neuropharmacology and biological psychiatry (Zucke­
rman, 1984). Generalized reward, joy, fear, depression, approach and avoidance, aggression, 
and ail the basic emotions involved in personality traits are associated with brain monoamines. 
Almost all of the drugs which tranquilize or stimulate emotions and are used to treat behavior 
and mood disturbances act directly or indirectly on the monoamine systems. This is not to 
deny the possible importance of the endogenous opiates (endorphins), or other transmitters like 
acetylcholine, but the monoamines appear to be a good place to begin the search for the 
"humors" of temperament. 

The comparative animal research is a major source of hypotheses about the behavioral 
mechanisms related to the three major monoamines in the brain: the catecholamines dopamine 
and norepinephrine and the indoleamine serotonin. There is always a caution in comparative 
studies because the animal models for human traits are sometimes questionable. Table 4 sum­
marizes and, of course, simplifies a vast and sometimes contentious literature. In the next 
column is the huge phylogenetic leap to the possible human equivalents in personalilty traits. 

The dopamine pathway running from the ventral tegmental area to the nucleus accumbens 
through the medial forebrain bundle and the lateral hypothalamus and ascending to the frontal 
lobes is where intrinsic reward takes place. Dopamine in this pathway is essential for brain 
self-stimulation. Drugs which produce euphoria, including cocaine and opiates, act on this 
system although at different points, stimulant reward in the nucleus accumbens and opiates in 
the ventral tegmental end. Natural rewards such as stimulation from food or sex also activate 
this system. 
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Table 4. Some behavioral involvements of monoamine brain systems 

Dopamine 

Norepinephrine 

Serotonin 

Animal models 
Reward (Brain Self Stimulation) 
Activity-Exploration 
Approach to novel stimuli 
Motivation 

Feeding 
Foraging 
Fighting 
F __ ing 

Attention 
Arousal (Brain and Autonomic) 
Alarm (moderate levels) 
Anxiety (Gray-Redmond Hypothesis) 

Anxiety: Inhibition Function 
Inhibition of Behavior in 

Approach-Avoidance Contlict 

Contlict (Passive Avoidance) 
Inhibition of Aggression 
Inhibition of Sexual Behavior 

Human 

Extraversion? 
Sensation Seeking? 

Deficit: Parkinsonism 

Neuroticism? 
Anxiety? 
Deficit: Sociopathy? 
Depression? 

Deficit: P Dimension 
Impulsivity? 
Impulsive, violent suicide 
and homicide 
Antisocial Personality? 
Depression? 
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Another dopamine pathway from the substantia nigra to the neostriatum, caudate nucleus and 
putamen is essential for the coordination of purposive and coordinated movements. A destruc­
tion of dopamine neurons in this pathway produces Parkinsonism disease that has profound 
effects on general motivation and interest in the environment, apart from the difficulties in 
initiating or terminating movement. Animal studies also show the essential role of dopamine 
pathways in the classical four "F"s of basically motivated behavior: foraging, fighting, feeding 
and .... "frolicking." Thus dopamine is involved in the basic approach mechanism which might 
subsume extraversion, and impulsive sensation seeking. 

Norepinephrine pathways have been associated with four "A"s: attention, arousal, alarm, 
and anxiety. Different theorists have put major stress on one or the other of these mechanisms 
but for the most part they are not incompatible. The dorsal ascending norepinephrine system 
originates in the locus coeruleus and extends to thalamus, amygdala, hippocampus, forebrain 
and the entire neocortex. It is involved in focusing of attention on any significant environmen­
tal stimuli, including threatening, novel, or potentially rewarding stimuli. As such it is essential 
to orienting and interest in the environment, possibly relating it to sensation seeking, a trait 
characterized by strong orienting responses to novel stimuli and a general openness to novel 
experience, even risky experience (Zuckerman, 1984, 1990). In a more general sehse it inner­
vates all parts of the cortex and seems to serve a generalized arousal function like the 
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reticulocortical activating system. A deficit could be involved in extraversion and an excess to 
introversion according to the classical Eysenck hypothesis. 

Both Gray (1982) and Redmond (1987) see the locus coeruleus and dorsal ascending 
noradrenergic system as an alarm system that directly triggers fear arousal, inhibits ongoing 
behavior and directs attention toward threatening or novel stimuli. Redmond concedes that at 
low levels of activity the system could serve as a more neutral cognitive mechanism for atten­
tion, . but both investigators believe that it is the central system in the anxiety or panic 
response. According to this latter theory norepinephrine should be high in anxiety disorders 
and positively related to trait anxiety and neuroticism. A decifit in noradrenergic activity might 
be related to a failure of normal anxious caution, as seen in the psychopath, or clinical depres­
sion as suggested by the catecholamine hypothesis of this disorder. 

As Gray points out, the typical response to sudden fear is inhibition of behavior. He sees 
serotonin as serving this function along with norepinephrine. But behavioral inhibition is not 
unique to fear, but is necessary for all kinds of adaptive behavior. Impulsivity is the opposite 
end of inhibition. The serotonergic system which originates in the raphe nuclei extends to 
many of the same limbic structures innervated by dopamine and noradrenergic systems. 
Serotonin is involved in the inhibition of many kinds of behavior, such as aggression, sex, and 
general approach behavior, which are potentiated by the catecholamine neurotransmitters. 
Serotonin may also inhibit emotional-impulsive behavior. A deficit in the serotonergic system 
could be related to the impUlsive sensation seeking trait. 

Evidence for the role of the locus coeruleus and dorsal ascending noradrenergic bundle 
(DANB) as the alarm system for anxiety is based on several types of findings including: 1. 
stimulation of the locus coeruleus produces fear like expressions in primates (Redmond, 1987); 
2. increase in active avoidance and impairment of passive avoidance by DANB lesions (Gray, 
1982); 3. benzodiazepines inhibit locus coeruleus and DANB activity; 4. noradrenergic 
agonists like Yohimbine increase MHPG (the norepinephrine metabolite), blood pressure, 
cortisol, and anxiety or panic in panic disorder patients more than in normals; noradrenergic 
antagonists like Clonidine produce greater decreases in MHPG, blood pressure, and cortisol in 
patients than in normals. There is no difference between anxiety disorders and normals in 
baseline levels of MHPG. Why doesn't Yohimbine produce much anxiety in normals if it does 
so in these patients? A more telling criticism is that a variety of pharmacological agents, 
including lactate and caffeine, also produce anxiety and panic in panic or generalized anxiety 
disorders, even though they have little or no effect on the noradrenergic system (Gorman et 
aI., 1987). What all these agents have in common is that they produce heightened peripheral 
autonomic arousal. A sensitive or reactive noradrenergic arousal system may be an important 
component of trait anxiety, but it is neither necessary in anxiety disorders nor sufficient in 
normals to produce a state of anxiety. 

The benzodiazepines act on receptors in the brain which seem to be designed for them. Of 
course the brain does not make valium but apparently there is something chemically close to 
valium manufactored by the brain itself. The benzodiazepine receptors are parts of a larger 
receptor complex for the neuroregulator gamma-aminobutyric acid (GABA). GABA is general­
ly inhibitory on neurons in other systems. The benzodiazepines exert their antianxiety effect 
on structures like the locus coeruleus by augmenting the reactions of GABA GABA itself 
could be the key to anxiety trait in combination with noradrenergic reactivity. Low production 
or nonreactivity of GABA might be associated with trait anxiety. However, the widespread 
distribution of GABA argues against such trait specificity. There are inverse agonists which 
act on GABA receptors to produce anxiety and it may be an excess of these which charac-
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terize the anxious person. A third possibility is that trait anxiety is a function of a lowered 
concentration of benzodiazepine receptors. An anxious strain of mice has been found to be 
low in these receptors. Whichever of these hypotheses is correct it is clear that the BZ receptor 
complex and GABA must be considered in the biological foundations of anxiety or 
emotionality. 

Opiates also have antianxiety effects and the endogenously produced opiates (endorphins) 
may therefore be involved in anxiety trait as a natural extension of their primary biological 
function, the reduction of pain. A deficit might produce a vulnerability to arousal and anxiety 
or a specific vulnerability to exogenous opiate drugs. 

Psychopharmacology and Personality 

I have suggested some simple types of hypotheses relating the monoamines to personality 
traits. Dopamine systems are hypothesized to constitute the biological basis for approach ten­
dencies and reward expectancies in E-Sociability and P-ImpUSS traits. Low MAO levels 
would be a deregulating factor in the systems and high gonadal hormone levels may potentiate 
them. Conceivably, the nigrostiatal system motoric functions may be related to the activity 
component of extraversion while the mesolimbic dopamine system may underlie the 
generalized reward expectancy and positive affect characteristic of extraverts. A serotonergic 
system originating in the medial raphe nucleus may mediate behavioral and cortical inhibition 
and deficits in the effective activity of the system may be related to P-ImpUSS. The 
noradrenergic dorsal tegmental bundle and the benzodiazepine-GABA receptor complex are 
hypothesized to interact in producing adrenergic central and peripheral arousal, negative 
emotionality and punishment expectancy underlying the supertrait of neuroticism-anxiety. 

Interactions between neurotransmitter systems are likely since many of these pathways 
innervate the same limbic structures such as amygdala, septum, hippocampus and 
hypothalamus. Norepinephrine may potentiate activity in both dopaminergic and serotonergic 
systems, acting as a nonspecific arousal mechanism for either positive or negative affect. 
Catecholamine agonists like amphetamine and cocaine may produce euphoria, sociability and 
arousal at lower doses and anxiety, hostility and paranoia at higher doses (Zuckerman, 1984). 
Serotonin, endorphins, and endogenous benzodiazepine-type tranquilizers (not yet discovered) 
work in antagonism to catecholaminergic transmitters and thus may suppress approach tenden­
cies associated with these transmitters. But endorphins and tranquilizers may also disinhibit 
tendencies suppressed by anxiety. The interactions between neurotransmitters, their enzymes, 
and hormones are bound to be complex and will ultimately yield their secrets only to a sys­
tems model. What at first appears to be so complex seems at closer inspection to be even 
more complex (but not insoluble). 

Genetics 

So far I have been discussing the six top turtles where "chicken and egg" problems of 
interpretation abound. For instance does acognitively or originating anxiety trait produce car­
diacc and respiratory symptoms of anxiety or do instabilities in these systems result in a 
disposition toward anxiety? Does an active sexual life produce high levels of testosterone or is 
the former a function of the latter? Genes do have a priority in causal explanation so we must 
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give some priority to the seventh of base turtle. During the past several years a number of 
large scale behavioral genetic studies of personality involving twins and adoptees have been 
published. Unless one hides within the turtle shell of social behavior, the major role of 
genetics in personality cannot be denied. 

I reviewed the larger-scale twin studies involving a total of over 9,000 identical and 14,000 
fraternal twins raised together (Zuckerman, 1991). Ninety-two % of the correlations of iden­
tical twins on the supertraits (E, N, and P-type) fall between .4 and .6; and 92% of the frater­
nal twin correlations on the same traits are between .01 and .28. Heritabilities, calculated 
either from the correlations or from the Jinks and Fulker (1970) Analysis of Variance model 
yield heritabilities of broad personality traits ranging between 40 and 60% with the median 
value around 50%. 

For those who cannot accept the logic of identical-fraternal twin comparisions there are 
now two separated twin studies (Pedersen et aI., 1988; Tellegen et aI., 1988) If twins are 
separated soon after birth and not placed in correlated environments, the similarity of separated 
identicals is a pure measure of the influence of heredity. The difference in corrolation between 
identical twins raised together and those raised in different families is a measure of the 
influence of shared environment. The rest of the difference is due to non-shared environment 
and error of measurement. Recent results from the Minnesota separated twin study (see the 
chapter by Bouchard in this volume) suggest that about 40% of the variance in the E factor, 
50% of the N factor, and 60% of the P or constraint factor (ImpUSS in my system) can be 
attributed to heredity. 

There is some evidence for shared environment for the E factor but none for the Nand P 
factors. Even in the E factor the larger part of the environmental influence is non-shared or 
specific to each member of the family. While the Nand P factors show predominantly ad­
ditive type genetic variance, the E factor shows evidence of primarily nonadditive genetic 
variance. The results from the Swedish separated twin study (Pedersen et aI., 1988) showed 
about the same results for E, but lower heritability for N and some minor influence of shared 
environment for this trait as well as E. Two short scales were used to represent the P factor; 
one yielded a heritability of 23% and the other a heritability of 45%. Neither showed any 
influence of shared environment. 

Twin studies measure broad heredity including additive, Mendelian type dominance, and 
epistasis (in which all relevant genes must be present to influence the trait). Only identical 
twins share all three types of heredity. Non-additive types of hereditary influence lower 
similarity in phenotype of non-twin siblings and of parents and children.This may be part of 
the reason why heritability estimates from non-twin studies are so much lower than those from 
twin studies. However, the conclusions from non-twin adoption studies do indicate one thing 
clearly. The shared family influence independent of a genetic influence is not a very strong 
one. Most of the resemblance between siblings or children and parents who are biologically 
related is due to genes, not to shared environment. 

Any finding showing such major genetic influences in personality is counter-intuitive to 
most social psychologists, but even more confounding is the finding that the most important 
environmental aspects of personality are not those which are shared within the family or on 
which family units differ, but those influences that are specific to each member of the family. 
These findings have been misinterpreted by some to suggest that the family is unimportant in 
the shaping of personality. All the data can tell us is that the common influences shared by all 
family members are not important. But our personality theories do not suggest that all member 
of the family share the same influences. Dunn and Plomin (1990) give many reasons why 
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"siblings are so different". Two siblings are not likely to be treated in the same way even 
though they share the same parents, if for no other reason than that they are of different ages. 
Differences in their own personalities may also require differential treatment by the parents. 
The relationships between the siblings themselves is another nonshared influence depending on 
their genders, age differences, and differences in personality. The complexity of family interac­
tions is described by family therapists. Consider a normal kind of situation in which two 
children are raised by two parents. There are two basic dimensions found in child rearing: love 
vs. rejection, and controlling vs. permissive. These yield four possible patterns (controlling­
love, permissive-love, controlling-rejection or punishment; permissive rejection of neglect) for 
anyone parent depending on the particular combination of the two factors. With two parents 
this yields 16 possible combinations. If we add in the influence of an older sibling we now 
have 64 possibililties for patterns of influence on the younger child (without even considering 
the interaction effects). This would be a daunting challenge to any investigator who wanted to 
study family influences in a systematic manner. This is not to argue that the specific influen­
ces of peers outside of the family are not important. Just observe and listen to your adolescent 
children and ask yourself where these strange behaviors and speech come from. But basic 
expectancies, goals, and affects may be influenced by family constellations that are different 
for each member within the family. 

Evolutionary Psychology 

And below the seventh turtle there is still another one, a prehistoric Godzilla. To the extent 
that personality dispositions, or what underlies them in our biological makeup, reside in our 
genes these particular genotypes may be explainable in evolutionary terms of fitness and adap­
tation. No one knows what our human-like ancestors were like as they roamed the plains of 
Africa, perhaps 200.000 years ago. We can only speculate based on a few tools, evidences of 
ritual and forgaging habits, and observations on our evolved cousins, the great apes, who have 
probably changed less than we have in the years since we went our separate ways from a 
common ancestor. Evolutionary psychology asks an old question: "what is the natural man or 
woman?" "Natural" means stemming from our evolved biological selves, or our own 
species-specific behavior. This question suggests a common pattern of behavior but individual 
variation is not excluded by this approach because there has been a constant resorting of genes 
throughout time. 

The trait of impulsive sensation seeking may represent the expression of the generalized 
approach-withdrawal mechanism in response to novel or ambiguous stimuli. It is likely that 
sensation seeking or explorativeness (to use a comparative term) conveyed advantages and 
disadvantages at each extreme of the trait. Our hominid ancestors lived in a dangerous en­
vironment. They were prey as well as predators. Their predators were not only saber tooth 
tigers but other bands of their own species as well. Goodall (1986) has observed vicious ag­
gression al\d killing when intruders from another group entered the territory of the band of 
chimpanzess she was observing. A glance at our daily newpapers shows that nothing much has 
changed in this kind of reaction during the evolution of homo sapiens. But competition for 
resources and mates, and hunting large animals, requires a certain willingness to accept risk 
and an appetite for the activity itself. The appetite and willingness to accept risk is how we 
define sensation seeking. Sensation seeking conferred an advantage but the associated risk was 
a disadvantage. At the low end of the dimension the immediate risk is reduced, but in the long 
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term there is the disadvantage of exhausting the resources in one's own area because of the 
unwillingness to explore new territories. The restriction in mates in one's own group is a 
reproductive disadvantage given the competition with other males in the group and restrictions 
of incest taboos. Disadvantage at both ends suggests that there would be a narrowing of the 
range of variation to some middle range of sensation seeking. But a number of factors may 
have prevented such a constriction of the range in the trait. Assortative mating is one of these 
factors. 

If both men and women agree on what is a desirable trait in a mate then like will tend to 
mate with like while those low on the trait will be left to mate with each other. The trait may 
show a directional trend over time but the assortative mating will maintain the variability. The 
genetic tendency of "regression to the mean" prevents the trait from becomming bimodal in 
distribution. Assortative mating depends upon the perception of the trait and agreement on its 
desirability in a mate. 

Desirable personality traits are among the most highly considered characteristics in mate 
selection in most cultures where the young are allowed to select their own mates (Buss et al., 
1990). But surprisingly, there is little or only weak evidence of these preferences being 
translated into assortative mating considering the low to non-existent correlations between 
personality traits of married partners (Ahern et al., 1982). The one exception to this is sen­
sation seeking which correlates substantially in unmarried couples (Thornquist et al., 1991), 
and married couples (Farley and Davis, 1977; Farley and Mueller, 1978; Lesnik-Oberstein and 
Cohen, 1984). The congruence on sensation seeking is related to couple and marital ad­
justment (Donaldson, 1989; Ficher et al., 1981; Ficher et al., 1988) suggesting that it is a valid 
trait for choices in assortative mating. The reason for the importance of sensation seeking in 
assortative mating may have to do with its pervasive influence in sexuality, interests, preferen­
ces, attitudes and behavior in general (Zuckerman, 1979) and suggests its importance as a 
major component in one of the five major traits of personality (Zuckerman et al., 1988, 1991). 

Caveats 

Investigators who confine their studies to the molar levels of traits and behavior often accuse 
us of reductionism. The goal of most psychobiological approaches is not reductionism. The 
complexity of the phenomena at each level of psychobiological analysis and the lack of simple 
isomorphism between levels precludes a reduction of one level to another. 

Those two work at more molecular levels accuse us of oversimplicity. How can we speak 
of a relation between a particular neurotransmitter like dopamine and a trait like extraversion, 
or implusive sensation seeking? Which dopaminergic system are we speaking of? Is the 
relationship a function of production or catabolism of the neurotransmitter and the enzymes 
involved in these processes, or one of the several presynaptic or postsynaptic receptors, their 
sensitivities or qyantities? All we can reply is that the evidence is usually one of relative ac­
tivity or reactivity of a system the specific source of which remains to be determined. A "top­
down" approach goes from the general to the specific. One could, of course, start from a par­
ticular indicator from the molecular level and work from the "bottom-up", but this strategy 
would lead to many false leads. In this game of "21 questions" it is more strategic to start with 
the traditional "animal, vegetable or mineral" or perhaps "enzyme, neurotransmitter, or hor­
mone". 
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Moving in Circles 

Magnusson (1991), recently has said that research in many fields of psychology goes in circles 
instead of moving forward. This seems especially true for personality psychology, judging by 
recent publications with inducements to go 'back to the phenomena' (Magnusson, 1991) or 
'back to basics' (Hogan, 1987), and considering the constantly growing stream of articles in 
which the rediscovery of Tupes and Christal's (1961) and Norman's (1963, 1967) five-factor 
structure--comprising extraversion or surgency, agreeableness, conscientiousness, emotional 
stability versus neuroticism, and culture-is received with ever greater acclaim (see Wiggins 
and Trapnell, in press, for an overview). 

The above suggests that, from time to time, personality psychologists lose the scent and, 
while aimlessly wandering, have to be put on the right track again. But what is the right 
course? According to Magnusson (1991, 1992), the appropriate use of theory, method, and 
statistics in personality research must be based on careful, systematic analyses and descriptions 
of the phenomena per se. Also Costa and McCrae (1992a, b) attempt to persuade their readers 
to give priority to a systematic method of description. However, in contrast to Magnusson, 
they strongly believe that our current knowledge of neuroscience is too primitive to guide 
decisions about personality description. 

I do not feel that this pessimistic view is beyond doubt. Zuckerman, in exploring the 
biological basis of individual differences in personality, has proven in the foregoing chapter 
and especially in his trail-blazing book 'The Psychobiology of Personality' (1991) that, in spite 
of our 'primitive' knowledge, the phenomena can be described with a tremendous richness. In 
my view, Zuckerman has shown convincingly that Costa and McCrae (1992a, b) are too skep­
tical when evaluating the level of sophistication of present-day psychobiological models of 
personality. 

In this commentary, I first will point to the importance of biological individual factors in 
studying personality processes. Then, a brief sketch is given of Zuckerman's hierarchal model 
focussing on his selection of basic dimensions of personality. Next, this selection - the 
product of Zuckerman's attempt to bring some conceptual clarity into the numerous clas­
sifications of trait dimensions in psychological literature - will be contrasted with the Tupes 
and Christal/Norman Big-Five taxonomy of personality attributes. It will be argued that these 
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different taxonomies reflect to a certain degree different definitions of personality. Finally, I 
will present some recent research that fits very well within the Zuckerman model. 

The Importance of a Psychobiology of Personality 

To be fair, Costa and McCrae (1992a, b) do not intend to suggest that studies of personality 
and psychophysiology are unimportant. However, they strongly feel that such studies should 
begin with our current understanding of the organization of personality into five factors: They 
recommend to include measures of all Big Five factors in every psychophysiological study. 
According to Costa and McCrae (1992a, p. 659), " ... empirical links between these factors and 
neurophysiological variables, even if they are not anticipated by theory, may give valuable 
clues to the biological basis of personality". So, they admit that research on personality and 
psychobiology is worthwhile. However, they have a very black view of the profit. In an agony 
of doubt, they ask themselves what should have become of Tupes and Christal's brainchild­
the hope and pride of current personality psychology - if they would have 'refined' their neat 
structure based upon the neurobiological explanations that were possible at that time, some 30 
years ago. Of course, they admit that progress has been made in this area, but they still have a 
low opinion of present day neuroscience. According to their view, at best it will add little, but 
most probably it will obscure the issue considerably. In any case, they do not expect that it 
will be very helpful in predicting and controlling behavior. 

Magnusson (1992), in contrast, states that the primary goal for psychological research is not 
to predict and control behavior, but to identify the relevant factors operating in the process of 
individual functioning and the mechanisms by which they operate. In his words: "... obser­
vations of single aspects of individual functioning have to be interpreted and given meaning 
by reference to context including other psychological and biological individual factors and 
factors in the environment" (p. 12; italics added). 

The latter point of view raises the question 'How to refer to the biological context?'. The 
literature contains many tentative attempts at answering this question. Perhaps the most 
elaborated and comprehensive 'solution' is provided by Zuckerman's hierarchal model. 

Zuckerman's Hierarchal Model 

Zuckerman (1991, 1992a, b) has presented a hierarchal model encompassing from top to bot­
tom the following levels: Traits, social behavior, conditioning, physiology, biochemistry, 
neurology, and genetics. It is his belief that personality should be studied at all levels. For a 
complete understanding of a particular level one should scrutinize the next level down who 
forms the foundation of the level above. Traits are based on aggregations of instances of social 
behavior or covert reactions, which, in turn, are based on conditioning and observational lear­
ning, which is based on information processing systems and motivational systems in the brain, 
and so on. 

Zuckerman's model is predominantly a top-down model, in contrast to, for instance, Gray's 
(1987) bottom-up approach. The main argument, according to Zuckerman (1992a) for prefer­
ring top-down above bottom-up is that a top-down approach does not require an isomorphism 
between the basic dimensions of personality and specific neurological or neurotransmitter 
systems. I am not sure that such an isomorphism is inevitable in the case of a bottom-up ap-
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proach. What is wrong with starting to collect data in various types of situation using a broad 
range of psychobiological measures and analyzing these data looking for stable, situation 
specific state patterns and linking later on these patterns to personality? It has been done 
before; and not without success (see, e.g., Hettema's (1989) distinction between effort, arousal, 
and activation states). There are, however, practical limitations. Of course. For instance, such 
an endeavor is expensive, extremely time-consuming and, even more important, it requires 
more knowledge about environments than currently is available (Forgas and Van Heck, 1992). 
Moreover, there are the limitations due to current measurement technology. Thus, there is 
enough to make a bottom-up approach an up-hill struggle. So, I am not convinced that the 
isomorphism of dimensions and systems is the major obstacle. There are several other, more 
compelling reasons that make the development of a top-down model the more attractive alter­
native. 

In a top-down model, the first thing that should be done is to decide what is on top. Zuck­
erman follows Eysenck in deciding that on top there should be the basic dimensions of per­
sonality. The selection of these basic dimensions is guided by the following criteria: (a) 
reliable identification of dimension factor structures across methods, genders, ages, and cul­
tures; (b) temporal stability of measured dimensions; (c) identification of similar kinds of 
behavioral traits marking the factor in other species of animals, particularly mammals that live 
in social groups; (d) at least moderate heritability for the dimension; (e) the identification of 
the dimension with some significant biological markers; and (t) the ultimate identification of 
the biological systems comprising the neural substrate for the dimension. In his recent book 
The Psyclwbiology of Personality, Zuckerman (1991, p. 5) remarks that "a more socially 
oriented personality theorist would not see the necessity for the last group of criteria". I guess 
he is right about that. 

Using these criteria, Zuckerman et al. (1991) have created their own Big Five: Sociability, 
Neuroticism-Anxiety, Aggression-Hostility, Impulsive-Unsocialized-Sensation Seeking, and 
Activity. This five-factor model does not bear much relation to the Tupes and Christal/Norman 
Big Five (cf. Eysenck, 1992). The rationale for the selection of markers was predominantly the 
frequency of usage in genetic and psychobiological studies (cf. Zuckerman, 1992a, p. 679). 
Consequently, this robust five-factor solution will meet the above six criteria better than the 
Tupes and Christal/Norman type of five-factor solution. I cannot abstain from thinking that 
this distinction is somehow related to a distinction between two definitions of perSonality 
which has major conceptual and research implications. 

Two Dermitions of Personality 

In order to provide a framework for psychobiological analyses within a top-down approach, 
the basic dimensions of personality have to be identified. It should be realized that the iden­
tification process is heavily dependent upon the particular definition of personality chosen. It 
is an often neglected issue that there are in personality psychology at least two fundamentally 
different definitions of personality, both with major conceptual and research implications. I 
refer to the perspectives of the observer and the actor. 

In a very inspiring chapter, Personality Psyclwlogy: Back to Basics, Hogan (1987) points to 
these two definitions of personality. According to Hogan (1987, p. 85), they are "overlapping 
but incommensurable, mutually translatable but deriving from different spheres of experience": 
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From an observer's perspective, personality consists of an actor's reputation, his or her 
distinctive social stimulus value. This reputation is not value-neutral; reputations are 
explicitly evaluative and, au fond, they consist of an appraisal of the actor's potential or 
demonstrated contribution to his or her social group (Hogan, 1987, p. 85). 

Hogan states that every culture has a vocabulary that it uses to make these evaluations. 
Furthermore, referring to White (1980), Hogan points to the fact that the structure of these 
vocabularies is much the same across cultures. It is this particular structure of the vocabulary 
that observers use to describe actors that is reflected in the Tupes and Christal/Norman Big 
Five model. 

In contrast, from the perspective of actors, personality consists of the inner psychological 
structures, qualities, and characteristics that cause them to generate their unique reputation. 

The kind of research one will do depends on which definition one chooses. In the case of 
studying personality from the observer's perspective research will focus on social perception 
and social cognition. When choosing the actor's perspective, investigations will focus on "the 
relationship between an actor's temperament and developmental history and his or her values, 
aspirations, self-images, and social knowledge structures, and the subsequent relationship bet­
ween the foregoing and his or her social behavior" (Hogan, 1987, p. 86; italics added). 

Now, we can ask the question what would be the most logical perspective for the iden­
tification of basic dimensions of personality suitable as a starting-point for a psychobiology of 
personality: the observer's perspective or the actor's perspective? Costa and McCrae (1992a) 
obviously opt for the first option. Looking once more at Zuckerman's criteria for basic traits 
of personality, it becomes clear that he is inclined to use the other definition of personality. As 
he states in his 1992 Personality and Individual Differences article: 'Conscientiousness' and 
'agreeableness' are not traits that can be used as descriptions for animal behavior; 'impu­
lsivity' and 'aggressiveness', however, are applicable. I agree with Zuckerman that this is not 
just a semantic issue. For, impulsivity and aggressiveness are not simple opposites for 
conscientiousness and agreeableness. 

In Zuckerman's hierarchal model, illustrated with the metaphor of a 'tower' of seven 
turtles, the top turtle represents the dimensions that underlie personality traits measured by 
questionnaires that have been frequently used in research on the biological bases of per­
sonality. As said above, this selection criterion is responsible for the fact that the Zuckerman 
five-factor structure reflects more temperament and the actor perspective, while the Tupes and 
Christal/Norman Big Five reflect more social reputation and the observer perspective. 

A good illustration of this point is the following. Conscientiousness (C) and agreeableness 
(A) are, in my opinion, the two factors that most clearly reflect an observer's perspective. In 
daily life, people constantly evaluate others in terms of how dependable they are and how 
rewarding they are to deal with. According to Eysenck (1992), C and A are primary factors 
which, together with many others, make up the superfactor Psychoticism (P), reflecting tough­
minded, antisocial tendencies vs. socialized humaneness. In the analyses by Zuckerman et al. 
(1991), impulsivity was highly loading on the Psychopathy-Impulsive Unsocialized Sensation 
Seeking (p-ImpUSS) factor, while Aggressiveness was highly loading on the Aggression-Hos­
tility (Agg-Host) factor. In an earlier study (Zuckerman et aI., 1988), impulsivity, lack of 
socialization, sensation seeking, and aggression combined to form P. As said above, it is pos­
sible to apply 'impulsivity' and 'aggressiveness' to animals, from rats to chimps, while this 
would be more difficult for 'conscientiousness' and 'agreeableness'. P in Eysenck's PEN-
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model and P-ImpUSS and Agg-Host in Zuckerman's model are closer to what traditionally has 
been seen as temperament variables compared with C and A 

Strelau (1983) has differentiated temperament and personality along five dimensions. Two 
of these dimensions are: (1) biological factors are assumed to play a relatively stronger role in 
temperament whereas social determinants are more prominent in personality; (2) temperament 
can be seen in other species of animals whereas personality describes the phenomena that are 
specific to humans. Seeing this, I have no doubt that Strelau will agree with me that the Zuck­
erman five-factor structure is a better candidate for the top turtle than the Tupes and Chris­
tal/Norman Big Five. At least, when it should be a five-factor turtle. 

In any case, the Zuckerman et al. (1991) classification guarantees that impulsivity and 
sensation seeking will be studied as separate traits that guide and steer future investigations of 
the biological bases of human personality. 

In the remainder of this commentary, I will point to the fruitfulness of scrutinizing these 
two variables. When, following the recommendations of Costa and McCrae (l992a), surgency, 
agreeableness, conscientiousness, emotional stability, and culture/intellect/openness would have 
been the doors to the world of the biological context, then, much of the findings summarized 
by Zuckerman (l992b) as well as our own results still would have been undetected. Below, I 
will briefly discuss some of these outcomes. 

Impuivity and Sensation Seeking 

Under the heading P-impulsive unsocialized sensation seeking, Zuckerman (l992b) sum­
marizes the major findings, predominantly at the level of Turtle 4 (the 'Physiology' -turtle). 
This overview contains fascinating data on the disinhibition-inhibition mechanism postulated 
to underlie the P-ImpUSS dimension. It reveals that low sensation seekers or low P-ImpUSS 
types have a type of brain that shuts down under stressful conditions. Above all, this review 
shows that impulsivity and sensation seeking are among the most promising candidates for 
successful studies of the psychobiology of personality. 

In our own recent research, especially sensation seeking was 'doing quite well'. In a first 
study (Krijns et aI., submitted), slow brain potentials were recorded in an Sl-S2 paradigm. Sl 
was a warning signal that indicated to respond either as quickly as possible or to delay the 
response until 1 sec after S2. Low sensation seekers showed larger N1 amplitudes at the right 
frontal electrode, as well as larger Positive Slow Wave (pSW) amplitudes at all leads. Low 
sensation seekers had smaller Negative Slow Wave (NSW) amplitudes than high sensation 
seekers. Moreover, low sensation seekers showed a laterality effect: they had larger NSW 
amplitudes in the right than in the left hemisphere. The differences in ERP amplitude between 
high and low sensation seekers were independent of the manipulations at S1. See Figs. 1 and 2 
for graphical illustrations of the outcomes of this study. 
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Figure 1. Grand average ERP for high and low sensation seekers_ 
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Figure 2. ERP to SI for high and low sensation seekers. 

Earlier studies (see Zuckerman, 1990; Zuckerman et aI., 1988) have demonstrated that the high 
sensation seeker shows stronger orienting responses and augmented cortical responses (vertex 
recordings of the Nl-PI complex) to stimuli that are either novel or of specific interest. The 
low sensation seeker, on the other hand, shows defensive responses (cardiac acceleration) and 
reduced cortical responses. 



108 Guus L. VAN HECK, 

Extending these findings to the NSW, the larger NSW of the high sensation seekers would 
reflect approach behavior, whereas the smaller NSW amplitudes of the low sensation seekers 
would reflect withdrawal behavior. The small frontal laterality effect for the NSW can be 
explained in terms of Davidson's (1984) distinction between approach-related emotions 
(mediated in the left hemisphere) and avoidance-related emotions (mediated in the right 
hemisphere). Low sensation seekers show a slightly larger NSW in the right hemisphere com­
pared with the left hemisphere. This might reflect the presence of avoidance-related emotions. 
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Figure 3. Alpha activity and sensation seeking 

In a second study (Van Heck et aI., in preparation) cortical alpha rhythm was recorded while 
subjects watched a film (a rape episode). Low sensation seekers showed less alpha activity 
over the right frontal cortex than over the left frontal cortex. For high sensation seekers the 
opposite was found. In the rest period preceding the film, low sensation seekers showed more 
alpha activity over the right frontal cortex than over the left frontal cortex. Again, for high 
sensation seekers the opposite pattern was recorded (see Fig. 3). Also these outcomes can be 
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interpreted in terms of the involvement of approach-related and avoidance-related emotions 
(cf. Davidson, 1984). 

So, applying Zuckerman's model of basic dimensions to the study of the psychobiology of 
personality has much appeal. However, further clarification of the basic dimensions still ap­
pears to be necessary before the living pyramid of turtles can be scrutinized in an optimal 
way. Several questions force on us. For instance: Is a five-factor turtle the best starting point, 
or is a three-factor system--comprising P, E, and N--or a four-factor solution (e.g., PEN + 
Openness to experience) more promising? It is hard to say; the near future hopefully will cy 
this issue. For now, Zuckerman has given the field of personality psychology a much-needed 
model of the basic dimensions of personality, a model that has considerable attraction for 
those who want to study personality from an actor's perspective, who not only want to 
forecast important behaviors but also want to explain why the forecasting models work as they 
do, and who realizes that the latter can only be accomplished when the cognitions, affects, 
actions and reactions of individuals are studied in their biopsychosocial contexts. 

Moving Forward? 

Several personality psychologists have recently expressed an optimism regarding the future of 
personality psychology (Buss and Cantor, 1989; Caprara, 1992; Caprara and Van Heck, 1992; 
Magnusson, 1992; Pervin, 1990). Since a long time, there is a feeling that there now is a 
genuine possibility of a true movement forward. 

When personality psychology nevertheless relapses into the old pattern of moving in 
circles, then - I promise - I will write in the year 2000 an article entitled "Back to the core 
of personality psychology: the actor/observer distinction and the basic dimensions of per­
sonality". I will ask Marvin Zuckerman to help me. 
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Abstract 

Temperament theories in general and the regulative theory of temperament in particular pay 
special attention to the formal characteristics of behavior. The roots and some basic issues of 
the regulative theory of temperament are discussed against this background. During the last 
few years the theory has witnessed a major modification. After several theoretical and em­
pirical stages, the present theory features seven major traits: briskness, perseverance, mobility, 
sensory sensitivity, endurance, activity and emotional reactivity. 

These results have been derived in a study based on a sample of over 2000 subjects of both 
sexes, with ages ranging from 15 to 80 years. The traits are related with selected characteris­
tics measured with popular temperament inventories like the Eysenck Personality Question­
naire-Revised, Zuckerman's Sensation Seeking Scale and the Strelau Temperament lnventory­
Revised. 

Introduction 

When looking at conceptualizations and research on temperament from a historical perspective 
it may be concluded that there are some common denominators in describing the nature of 
temperament. Hippocrates and Galen (Hutchins, 1952) introduced the idea that individual dif­
ferences in temperament may be explained by means of biological mechanisms (for a detailed 
description see Stelmack and Stalikas, 1991). This idea was further developed in empirical 
research in the first quarter of this century. For example, Heymans and Wiersma (1906-1909) 
studied the inheritance of temperamental traits, Kretschmer (1944) tried to explain the links 
between the types of temperament and the types of the physical make-up by me;lns of the 
hormonal system, and Pavlov (1951-52) interpreted individual differences in temperament by 
referring to several properties of the central nervous system. 

In contemporary studies on temperament much research has been conducted with the aim 
showing that given temperamental traits may be characterized by psychophysiological or 
neurophysiological correlates. This is especially evident in research on extraversion and 
neuroticism (Eysenck, 1967, 1970; Eysenck and Eysenck, 1985; Stelmack, 199<), anxiety 
(Gray, 1982, 1991), sensation seeking (Zuckerman, 1979, 1991), impUlsivity (Barratt, 1983; 
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Schalling and Asberg, 1985) and on the Pavlovian properties of the central nervous system 
(Nebylitsyn, 1972; Teplov, 1964). The fact that heredity contributes importantly to individual 
differences in temperamental traits seems to be one of the most undoubted statements in this 
domain of research (Buss and Plomin, 1984; Eysenck and Eysenck, 1985; Llehlin, 1989; 
Zuckerman, 1991). 

There are also other features of temperament which have been regarded for decades, even 
centuries, as being typical for temperament. Many temperament researchers consider 
temperamental traits to be present in man and animals (e.g., Adcock, 1957; Diamond, 1957; 
Garau and Garcia-Sevilla, 1985; Simonov, 1987). The presence of temperament in both man 
and animals has been used, among other things, as an argument that temperamental traits play 
an important adaptive role in the individual's functioning (Adcock, 1957; Buss and Plomin, 
1984; Diamond, 1957). 

The stability or resistance to change of temperamental traits, though not commonly ac­
cepted, has for many years been regarded as being typical for temperamental characteristics 
(e.g., Heymans and Wiersma, 1906-09; Ewald, 1924; Hagekull, 1989; Kagan, 1982; Rusalov, 
1985). Another feature to which many temperament researchers refer is the presence of 
temperament in humans from early childhood. Evidence has been presented by Thomas and 
Chess (1977; Thomas et aI., 1968) and their colleagues (Buss and Plomin, 1975, 1984; 
Kohnstamm et aI., 1989; Rothbart, 1981) which shows the richness of temperamental charac­
teristics in infants. 

Some temperament researchers limit temperament to the emotional domain, following the 
arguments of Wundt who described the four ancient Greek temperaments by means of 
emotional characteristics only. The understanding of temperament by Allport (1937, p. 54) as 
referring "to the characteristic phenomena of an individual's emotional nature", supported this 
view (see also Eysenck, 1970). In contemporary research on temperament the 
emotion-centered understanding of temperament is represented mainly by Mehrabian (1978; 
1991), Goldsmith and Campos (1982; 1986), and Gray (1991). 

Mter many years of reviewing the literature on temperament which was published in this 
and the last centuries I am convinced that formal characteristics of behavior are the most fre­
quently met common denominator used to describe the nature of temperament (Strelau, 1969, 
1974a, 1983). 

In the eighteenth century Kant introduced the idea that the four Hippocrates-Galen types of 
temperament may be characterized by means of such formal characteristics as strong versus 
weak emotion and activity. Since then almost all researchers who referred to the ancient Greek 
typology portrayed the temperamental types by referring to formal characteristics of behavior. 
For example, Stem (1921) described 11 typologies of temperament which were developed at 
the tum of the century, and which are based on the classification of the four Hip­
pocrates-Galen temperaments. In all of them individual differences in such behavior and/or 
emotional characteristics as, weak versus strong, slow versus rapid, broad versus narrow, deep 
versus shallow, and short-lasting versus long-lasting have been used as the basis for distin­
guishing the four classic temperaments. 

Moreover, in conceptualizations of temperament which were developed in the second half 
of the present century the formal characteristics of behaviour have been taken as definitional 
criteria for describing temperament. Some examples will illustrate this. According to Pav­
lovian-oriented psychologists, temperament may be understood as the dynamic characteristics 
of behavior expressed in individual differences in speed and intensity of reaction (behavior), 
and determined by the type of the nervous system (llin, 1978; Merlin, 1973; Rusalov, 1979; 



THE LOCATION OF TIlE RTI 115 

Teplov, 1964). Diamond (1957) defined temperament: " .. .in terms of the ease of arousal of 
unlearned (underlined by 1.S.) patterns of adaptive behavior" (p. 95). Again, this definition 
underlines that the formal characteristics are essential for temperament. In definitions of 
temperament given by Strelau (1974a, 1983, 1989), Eliasz (1990), Rusalov (1985, 1989), and 
partially also by Rothbart (1981), formal characteristics of behavior are used as definitional 
criteria of temperament. Additionally, in emotion-centered conceptualizations of temperament 
formal characteristics are the main criteria employed in describing individual differences in 
temperament (see Goldsmith and Campos, 1982, 1986). This tradition goes back to Allport's 
understanding of temperament, where characteristics of emotions such as "strength", "susce­
ptibility", "speed", "fluctuation", "intensity" became definitional components of temperament 
(1937, p. 54). 

The formal characteristics of behavior are also present in conceptualizations in which 
temperament is regarded as the style of behavior; this is expressed in the question how does an 
individual behave?, by contrast with such questions as why? (motivation), what? and how 
well? (abilities). The stylistic definition of temperament, introduced by Thomas and Chess 
(1977), gained high popularity among American researchers, especially in the domain of 
children's temperament (see e.g., Carey, 1983; Maziade, 1988; Windle et aI., 1988). In this 
understanding of temperament, any behavior, whatever its content is, may be characterized in 
terms of "how" (the way it proceeds) from the beginning of a person's life. 

Experimental studies conducted in Eysenck's laboratory also show that the formal charac­
teristics, such as speed of conditioning, sensory thresholds, and speed and accuracy of perfor­
mance, have been the main criteria which permitted extraverts and introverts to be distin­
guished (Eysenck, 1970, p. 456). The formal characteristics are the main bases of hypotheses 
regarding on animal's extraversion-introversion (Garau and Garcia-Sevilla, 1985; Simonov, 
1987), emotionality (Broadhurst, 1975), and other temperamental traits. 

The Regulative Theory of Temperament 

The framework of the regulative theory of temperament (RTT) was published for the first time 
in the seventies (Strelau, 1974a). Taking into account the data collected in our laboratory as 
well as other findings, the theory has been modified and revised (see Strelau, 1983, 1989). The 
following sources might be regarded as most influential for the development and contemporary 
state of the RTT. 

(1) Psychophysiological and psychological studies and experiments (see Strelau, 1%9) 
conducted during a period of over ten years within the framework of the Pavlovian typology. 
From these studies I learned, among other things, that central nervous system (eNS) properties 
should not be understood as referring to specific neurophysiological mechanisms but as 
explanatory concepts. Of special significance for my conceptualization of temperament was the 
concept of strength of excitation. According to Pavlov strength of excitation manifests itself in 
the individual's ability to endure intense and/or long-lasting stimulation without passing into 
transmarginal inhibition. The concept of strength of excitation has been modified by Teplov 
and Nebylitsyn (1%3). They regarded this eNS property as a dimension with two poles -one 
being endurance (E) and the other one sensitivity (S)- of the eNS. According to the two 
authors the ratio between endurance and sensitivity is relatively stable (E/S = constant). Based 
on this assumption Teplov and Nebylitsyn developed a variety of experimental methods aimed 
at assessing strength of excitation by means of measuring different aspects of sensory sen-
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sitivity (see Nebylitsyn, 1972; Strelau, 1983; Teplov, 1964). The concentration on sensory 
sensitivity phenomena allowed: (1) the more efficient study of strength of excitation without 
breaking into the individual's upper threshold of capacity, and (2) the search for links betw~n 
the concept of strength of excitation and arousability (Gray, 1964). Pavlov's idea, that 
temperament plays an important role in the individual's adaptation to the environment, sup­
ported by many studies conducted in our laboratory (Strelau, 1969, 1974b), nourished my view 
regarding the functional significance of temperamental traits. 

(2) The theories of arousal (activation), especially the concept of arousability. Hebb's 
(1955) concept of arousal, which refers to the energetic (non-specific) function of sensory 
events, is better than other concepts for formulating hypotheses regarding the links between 
the formal characteristics of behavior (temperament) and their physiological correlates. The 
concept of optimal level of arousal (Hebb, 1955) was important for the development of the 
RTT. This concept states that the individual regulates by means of behavior the level of 
arousal in such a way as to attain or maintain an optimal level. Very important for the 
development of the RTT was the concept of arousability (Gray, 1%4), the latter being 
understood as a trait that refers to relatively stable individual differences in the level of 
arousal. Gray's interpretation of strength of excitation in terms of arousal and arousability was 
helpful in moving beyond the Pavlovian tradition in temperament research (Strelau, 1983). The 
constructs of arousal and arousability were also very useful in interpreting the links between 
our concept of temperament and other biologically-oriented conceptualizations in this field of 
study. Among the theories which are supposed to have some elements in common with the 
RTT, besides the Pavlovian approach, are the following: Eysenck's theory on extraversion and 
neuroticism (1970, Eysenck and Eysenck, 1985), Zuckerman's sensation seeking temperament 
(1979, 1991), Gray's (1982) dimensions of anxiety and impulsivity, and Petrie's (1%7) aug­
menting/reducing dimension. 

(3) The theory of action as developed within the framework of the Russian tradition by 
Vygotsky (1%2) and Leontev (1978). According to this theory, actions are treated as the core 
of human behavior. This conceptualization, thoroughly modified by my master, Tomaszewski 
(1978), facilitated the investigation of temperamental traits from the point of view of 
reciprocal relations between humans and their environment, where human activity plays the 
most important role in regulating these relations. 

(4) My own knowledge based on the literature of temperament and related topics, ac­
cumulated during more than thirty years of study. This experience has allowed me to locate 
my own reflections on temperament in a historical context and in a broad perspective regar­
ding conceptualizations of temperament and personality. 

(5) Intensive psychometric research conducted in our laboratory (Zawadzki, 1992; 
Zawadzki and Strelau, 1991) aimed at studying the structure of temperament and at developing 
a temperament inventory which corresponds with the RTT. 

THE REGUlATIVE THEORY OF TEMPERAMENT: CoMPLEMENTARY STATEMENTS AND FINDINGS 

For a better understanding of the modifications of the regulative theory of temperament which 
took place under the influence of studies conducted during the last decade (see Eliasz, 1981; 
Klonowicz, 1992; Strelau, 1983; 1985a), information of the RTT in its original formulation is 
needed. In this chapter I must limit the presentation to some basic statements. The interested 
reader is referred to publications in which the RTT has been described in detail (see Strelau, 
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1983, 1985b, 1989; Strelau and Plomin, in press). In this section the postulates underlying the 
RTI and the way in which the structure of temperament has been revised will be presented. 

POSIULA1ES UNDERLYING TIlE RTI 

From the statement that temperament refers to formal characteristics of behavior the following 
postulates may be explicitly or implicitly formulated. 

(1) There exist relatively stable individual differences with respect to formal characteristics 
of behavior, encompassed by two basic categories: intensity (the energetic aspect of behavior) 
and time (the temporal aspect of behavior). Thus individual differences in temperament are 
obvious. 

(2) Every behavior, whatever its kind and content, can be characterized by means of ener­
getic and temporal characteristics. Therefore temperament may be expressed in all kinds of 
behavior and reactions. 

(3) From early infancy children differ in the intensity and the temporal characteristics of 
their basic drives, reactions and behaviors, which means that from the beginning of postnatal 
life they may be characterized in terms of temperamental traits. 

(4) Regardless of the specific behaviors that are typical for man and other animals, all 
mammals (at least) may be characterized by means of properties which refer to the categories 
of intensity and time, thus temperament occurs in both humans and animals. 

(5) Taking into account postulates (3) and (4) it is reasonable to assume that temperamental 
characteristics are a product of biological evolution, and there must, therefore, exist some 
genetic bases as well as physiological mechanisms co-determining individual differences in 
temperament. 

Considering the postulates formulated above as well as the theoretical considerations on 
temperament to be met in the literature I propose to define temperament in the following way: 
Temperament refers to basic, relatively stable personality traits which apply mainly to the 
formal aspects of reactions and behavior (energetic and temporal characteristics). These traits 
are present since early childhood and they occur in man and animals. Being primarily deter­
mined by inborn physiological mechanisms, temperament is subject to changes caused by 
maturation and by some environmental factors. 

This definition of temperament, together with postulates (1)-(5), not published until now, is 
the starting point for developing the regulative theory of temperament. 

Revising the Structure of Temperament 

Mter years of study I became convinced that the RTI, strongly influenced by the Pavlovian 
tradition, has besides its advantages also some disadvantages. The weakest points of the RTI 
seem to be the following: (1) The concept of activity which plays such an important role in 
the RTI has not been sufficiently operationalized. (2) The relationship between endurance and 
sensitivity as assumed by Teplov and Nebylitsyn (1963), and taken by me as a presumption 
for the understanding of the reactivity trait, needs empirical evidence in order to be accepted. 
(3) The emotional characteristics present in almost all theories of temperament did not have a 
proper place in the RTI. (4) There was no inventory or other diagnostic instrument available 
which fully corresponds with the RTI. 
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The modification of the RTI, which took into account the critical remarks formulated 
under (1)-(3), consisted mainly in revising the view on the structure of temperament. In its 
original form the RTI postulated three following traits: reactivity and activity representing the 
energetic characteristics of behavior, and mobility which refers to the temporal domain. For a 
better understanding of the postulated changes in the structure of temperament a short charac­
terisation of the three traits is needed. 

According to the RTI reactivity reveals itself in the intensity (magnitude) of reaction to 
acting stimuli. This temperament trait co-determines the individual's sensitivity (sensory and 
emotional) and endurance (capacity to work). Reactivity resembles the Pavlovian concept of 
strength of excitation. This was one of the main reasons why reactivity was mostly measured 
by means of the Strength of Excitation (SE) scale from the Strelau Temperament Inventory 
(STl, Strelau, 1983). It should be noted, however, that the SE scale is aimed at measuring only 
the endurance aspect but not the individual's sensitivity, the opposite pole of the reactivity 
dimension. The term reactivity has been used in our research in two different meanings. First, 
as an explanatory construct which allowed us to interpret the relationship between sensory 
sensitivity and endurance. Second, as a descriptive term, as measured by the STl-SE scale. 

Activity has in the RTI a specific meaning. ''Activity is a temperamental trait which reveals 
itself in the amount and range of undertaken actions (goal-directed behaviors) of a given 
stimulative value" (Strelau, 1989, p. 40). By means of activity the individual regulates the 
stimulative value of behavior and/or situations in such a way as to satisfy his/her need for 
stimulation (Eliasz, 1981; Strelau, 1983). The latter is also co-determined by the individual's 
level of reactivity. The need to maintain or attain an optimal level of arousal is regarded in the 
RTI as a standard for the regulation of stimulation (Eliasz, 1981). The stimulative value of 
activity consists in the fact that activity by itself is a source of stimulation. The more complex 
and difficult the activity, the higher the stimulation being generated. One of the most efficient 
generators of stimulation is the emotional connotation of activity (risk-taking, threatening 
actions, etc.). By means of activity the individual may also modify the stimulative value of the 
environment. Activity aimed at approaching or avoiding stimulation stemming from the sur­
roundings exemplifies this idea (activity as the "organizer" of stimulation). It is important to 
emphasize that any kind of human activity, at any period of life, has a given stimulative value. 
The criterion for high or low activity is the energetic characteristic, i.e., the stimulative value 
of activity. It has to be mentioned that activity was measured in our studies only in ex­
perimental settings, mainly by assessing the so-called style of action (Strelau, 1983, 1989). In 
most of our research a reverse relationship between level of reactivity and the stimulative 
value of activity has been found, as predicted by the RTI. 

Mobility, understood as the ability to switch behavior in response to changes in the sur­
roundings, was regarded as a secondary trait. Since mobility as postulated by the RTI has 
much in common with the Pavlovian concept of mobility of the nervous system, the Mobility 
(MO) scale from the STl was often used in our laboratory for measuring RTI mobility. A 
factor analytic study (Gorynska and Strelau, 1979) has shown that mobility is composed of 
traits like speed and tempo (with positive loadings), and persistence and recurrence (with 
negative loadings). Our studies have shown that mobility plays an important role in human 
adaptation (Klonowicz, 1992; Strelau, 1983), and that this temperament trait allows us to 
search for links between temperament and abilities (Strelau, 1977). 
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PSYCHOMETRIC RESEARCH AIMED AT IDENTIFYING THE SlRUCIURE OF TEMPERAMENT 

As mentioned above, the fact that temperament refers first of all to the energetic and temporal 
characteristics of behavior, is one of the most essential assumptions of the RTf. However, 
previous studies on temperament within the RTf have convinced me that the three traits -rea­
ctivity, activity and mobility- which have been the center of our attention for a period of al­
most twenty years, do not exhaust the whole variety of the energetic and temporal characteris­
tics on which individuals differ. Research efforts were undertaken in two directions to make 
the formal characteristics of behavior as complete as possible. These efforts are described as 
stages I and II. 

Stage l. In the temporal domain factor analytic studies have been undertaken already in the 
seventies in order to describe in details the traits which refer to characteristics described by 
time parameters (Gorynska and Strelau, 1979). The RTf postulated six following temporal 
traits: persistence, recurrence, mobility, regularity, speed, and tempo. However, with few ex­
ceptions only mobility was subject to empirical studies. This was mainly due to the fact that in 
the STI (Strelau, 1983) only the Mobility scale referred to the temporal characteristics of 
behavior. Taking into account the earlier results of Gorynska and Strelau (1979), we separated 
the following five temporal characteristics: 

(1) Mobility: speed of shift in behavior in response to changes in the surroundings, i.e., the 
ability to react adequately to quickly varying stimuli. 

(2) Speed: speed of reactions (as measured by reaction time) to stimuli or other external 
demands. 

(3) Tempo: frequency of occurrence of homogeneous reactions within a given time-unit 
(e.g., number of words or movements being naturally performed in a given period of time). 

(4) Recurrence: tendency to repeat the same behavior (reaction) after the stimulus 
(situation) evoking the given behavior (reaction) has terminated. 

(5) Persistence: tendency to maintain reactions (behaviors) after the stimulus (situation) 
evoking these reactions (behaviors) has terminated. 

With respect to the energetic characteristics of temperament the two traits -reactivity and 
activity- have been divided into lower-level traits, taking into account former findings and 
some of our assumptions. Thus, considering that reactivity comprises two poles -sensitivity 
and endurance- both have been treated as separate characteristics. Endurance has been divided 
into two different kinds depending whether it refers to the individual's own activity or to 
resistance against external factors. Further, taking into account the importance of emotions for 
describing temperament, we separated the emotional components within the sensitivity and 
endurance characteristics. According to the RTf, activity by itself has a stimulative value. On 
the other hand, by means of activity the individual is able to regulate the stimulative value of 
the situation. Taking this distinction into account we separated also two kinds of activity (that 
which is a direct and that which is an indirect source of stimulation). As a result, the fol­
lowing traits referring to the energetic characteristics of behavior have been distinguished: 

(1) Sensory sensitivity: the ability to react to stimuli of very low stimulative value within 
all kinds of sensory stimulation. 

(2) Emotional sensitivity: the ease with which emotions are generated as a response to 
stimuli (in physical and social situations). 

(3) Endurance to fatigue: the ability to react adequately in situations demanding 
long-lasting or high stimulative activity. 
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(4) Endurance to distractors: the ability to react adequately to intensive external 
stimulation, such as physical discomfort; and tolerance to noise, pain, temperature or other 
strong stimuli. 

(5) Emotional endurance: resistance against strong stimulation, such as physical and social 
stress, expressed in emotional behavior. 

(6) Activity as a direct source of stimulation: the tendency to undertake behaviors of high 
stimulative value. 

(7) Activity as an indirect source of stimulation: the tendency to undertake behaviors the 
aim of which is to provide stimulation stemming from outside the organism. 

Stage II. The 12 characteristics (5 referring to the temporal and 7 to the energetic aspect of 
behavior) distinguished as a result of former studies, and critical remarks and discussions 
regarding the RTf, served as the starting point for the refined analysis of the structure of 
temperament based on these formal attributes of behavior. 

A thorough study by Zawadzki (1992) was aimed first at exploring the structure of 
temperament as postulated by the RTf, and second, at constructing a new temperament inven­
tory. 

About 600 behavior statements were generated and then classified into the twelve 
categories of behavior characteristics by means of prototypicality ratings as well as by item 
analysis as suggested by Angleitner et al. (1986). Data from over 2000 subjects aged from 15 
to 80 (1166 females and 857 males) were collected. To explore whether the findings were 
replicable, the subjects were divided randomly into two samples: the construction sample and 
the test sample. Each sample comprised over 1000 subjects and they were matched for basic 
group characteristics. All psychometric and statistical analysis were carried out for each 
sample separately. Principal components were computed separately for the temporal and ener­
getic characteristics of behavior. The structure of temperament as revealed by Varimax rotation 
is presented in Table 1. 

As can be seen from this table within the temporal domain two factors emerged, which 
explained 67.6 % of the total variance (Factor I - 45.5 % and Factor II - 22.1%). Factor I, 
termed Briskness, has the highest loadings in speed and tempo. Both persistence and recur­
rence have highest loadings on Factor II which was labelled as Perseverance. Since mobility 
shares its loadings on both factors we decided for the time being to treat it as a separate trait. 
The functional significance of mobility found in our former studies (see Strelau, 1983) was an 
additional argument for maintaining this trait. 

The energetic characteristic of behavior is represented by four factors. These factors 
explained 84,3 % of the total variance, scoring on the separate factors as follows: Factor I -
46.9%, Factor II - 16.0%, Factor III - 12,9%, and Factor IV - 8.5% of the total variance. Fac­
tor I comprises both forms of endurance (fatigue and distractors) and is identified as En­
durance. Factor II, named as Emotional Reactivity, has the highest loadings on both 
emotionality characteristics (emotional sensitivity and emotional endurance). Factor III, 
comprising both forms of activity is identified as Activity. The only high loading found in 
Factor IV -Sensory Sensitivity- occurred in sensory sensitivity. The factors found in both 
samples are virtually the same and therefore highly robust. 
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Table 1. Varimax Rotated Factor Matrix of Temporal and Energetic Characteristics of 
Behavior 

(A) Temporal characteristics 
Sample: Construction sample Test sample 

Traits Factor Factor 
II h2 II h2 

Mobility .68 -.44 .66 .74 -.31 .64 
Speed .70 -.33 .60 .74 -.29 .63 
Tempo .82 .17 .70 .80 .19 .68 
Recurrence .02 .87 .75 .03 .86 .75 
Persistence -.26 .77 .67 -.29 .77 .68 

(B) Energetic characteristics 
Sample: Construction sample Test sample 

Traits Factor Factor 
II III IV h2 II III IV h2 

Sens. sens. .04 -.01 .10 .99 .99 .07 .09 -.01 .99 .99 
Emot. sens. -.23 -.87 -.23 .10 .88 -.22 -.19 -.89 .10 .89 
End-fatigue .87 .21 .20 .05 .84 .88 .20 .20 .08 .86 
End-distrac .83 .31 .11 .01 .80 .79 .14 .38 .03 .78 
Emot.endur. .38 .79 .21 .11 .83 .42 .22 .75 .13 .80 
Act-direct .28 .23 .78 .08 .74 .25 .84 .19 .07 .80 
Act-indir .05 .16 .89 .06 .83 .08 .90 .15 .06 .84 

Note. All loadings >.60 are underlined 

The factor analytic study forced us to reduce the number of the 12 separated formal charac­
teristics of behavior to seven traits, representing the energetic and temporal characteristics of 
behavior. These traits, representing the structure of temperament, may be described as follows: 

(1) Briskness: reveals itself in the speed of reaction to stimuli and in the tempo of perfor­
ming given activities. It is expressed mainly in motor reaction time to sudden events, in the 
tempo of movements and speech, and the rate of performing different daily activities. 

(2) Perseverance: reveals itself in the duration of behavior (persistence) and in the number 
of repetitive behaviors (recurrence) after cessation of stimuli. It is expressed in the persistence 
of emotional states, in the duration of cognitive associations, in the unintentional repetition of 
particular movements arising from emotional background, or in the existence of verbal and 
motor stereotypes. 

(3) Mobility: reveals itself in the ability to react quickly and adequately to varying stimuli. 
(4) Sensory sensitivity: reveals itself in the ability to react to stimuli of very low stimulative 

value. It is mainly expressed in reactions to tactile, olfactory and visual stimuli. 
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(5) Endurance: reveals itself in the ability to react adequately: (a) in situations demanding 
long-lasting or high stimulative activity and (b) under intensive external stimulation (physical 
discomfort, noise, painful stimuli, temperature, etc.). 

(6) Activity: reveals itself in the tendency to undertake behaviors of high stimulative value 
or aimed at supplying strong stimulation from the surroundings (e.g., performing risky tasks, 
getting involved in social activity, seeking new experiences). 

(7) Emotional reactivity: reveals itself in the intensity of emotional reactions to stimuli. It is 
expressed in high emotional sensitivity (ease of generating emotional reactions to weak 
stimuli) and in low emotional endurance (low resistance to situations generating strong 
emotions). 

It has to be said that there are some links between the seven temperamental traits presented 
above. Table II illustrates the empirical relations between them. From a psychometric perspec­
tive it is expected that scales should be orthogonal to each other. However, considering 
temperamental traits from a functional view, it has often been shown that traits related to each 
other may play specific adaptive functions. This has been demonstrated, among other things, 
in case of strength of excitation and mobility (see Strelau, 1983; K1onowicz, 1992), in studies 
related to different kinds of rhythmicity (e.g., Windle, 1992; Windle, et aI., 1986), in studies 
conducted by Thomas and Chess (1977; Chess and Thomas, 1986) as well as in research on 
different components of sensation seeking (Zuckerman, 1979, 1991). 

Table 2. Pearson Correlations Between the Rm traits 

Scale (1) (2) (3) (4) (5) (6) (7) 

CONSTRUCTION SAMPLE 
(1) Briskness -.08 .33 .15 .22 .11 -.14 
(2) Perseverance -.06 -.31 .15 -.36 -.04 .56 
(3) Mobility .38 -.25 .22 .50 .32 -.48 
(4) Sensory sensit. .19 .12 .28 .00 .07 -.01 
(5) Endurance .26 -.34 .53 .07 .25 -.54 
(6) Activity .16 -.03 .31 .05 .24 -.41 
(7) Emotional react. -.19 .55 -.48 -.03 -.59 -.39 

TEST SAMPLE 

Note. All coefficients of correlation >.10 are statistically significant (Q < .01). 

Conclusions 

The main conclusions to be drawn from the empirical study described in stages I and II are as 
follows: 

(1) The formal characteristics of behavior may be described by means of seven 
temperamental traits, of which four refer to the energetic aspect (sensory sensitivity, en­
durance, activity and emotional reactivity) and three to the temporal characteristics (briskness, 
perseverance, mobility) of behavior. 
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(2) Sensory sensitivity does not correlate with endurance. This is in disagreement with 
Teplov and Nebylitsyn's (1963) statement regarding the reverse relationship between both 
phenomena under discussion as well as with our former assumption regarding reactivity (see p. 
11 and Strelau, 1983). Since these results are replicated it means that the statement regarding 
the ratio between sensitivity and endurance has no support in these psychometric data. 

(3) Emotional characteristics constitute a separate trait. In the emotional area the two poles 
-sensitivity and endurance- are inversely related to each other. This supports Teplov and 
Nebylitsyn's statement about the sensitivity-endurance relationship. Such a finding is also in 
agreement with our former assumption regarding the reactivity trait, thus the emotionality 
dimension has been identified by us as emotional reactivity. 

(4) We were able to separate the activity trait with the specific meanings of this dimension, 
emphasizing its function in regulating the stimulative value of behavior and the surroundings. 

THE RTT AS RELA'IED TO OlliER TEMPERAMENT THEoRIES 

Because a thorough analysis of the RTT within the context of other temperament theories is 
not possible here I will concentrate on those aspects in which the regulative theory of 
temperament differs essentially from other conceptualizations. Finally, I will present some 
preliminary findings showing the relations between the temperament traits as measured by the 
Regulative Theory of Temperament Inventory (Rm, Zawadzki, 1992; Zawadzki and Strelau, 
1991) and some other temperamental traits such as the Eysenckian PEN factors, the Pavlovian 
traits, and Zuckerman's sensation seeking characteristics. 

A THEORETICAL PERSPECTIVE 

As regards the comparison from a theoretical perspective, attention will be paid to several 
features typical for the RTT as compared with other temperament theories; below are some of 
them. 

(1) The RTT emphasizes most consistently the fact that temperament comprises the formal 
characteristics of behavior. The RTT offers a structure of temperament in which the formal 
characteristics are presented in the broadest range, taking into account the energetic as well as 
the temporal aspects of behavior. 

(2) Among the temperamental traits to be proposed there are two which differ essentially 
from other contemporary temperament concepts, i. e., activity and perseverance. As already 
mentioned activity as a temperament trait occurs in almost all temperament theories. In all of 
them, however, it refers to the motor component of behavior only, whereas in the RTT, any 
goal-directed behavior, including motor and mental activity, when considered not from the 
content but from the point of view of individual differences in stimulation regulation is con­
sidered as an expression of the activity trait. The closest conception to my understanding of 
activity can be found in Heymans and Wiersma's (1906-1909) typology. These authors con­
sider activity in terms of behavior characterized by the amount of time a person per!'orms any 
kind of actions. 

Perseverance, which resembles the secondary function, i.e., one of the three (beside activity 
and emotionality) basic temperament dimensions distinguished by Heymans and Wiersma, is 
not present in other contemporary theories of temperament. 

(3) The RTT emphasizes that temperament has a biological basis (see postulates 3-5). 
However, in contrast to other theories, it does not specify the physiological mechanisms 
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contributing to the variance of temperamental traits. Very generally, it is assumed that the 
energetic characteristics of behavior may be explained by means of mechanisms responsible 
for the regulation of the level of arousal (activation). Certain features of the endocrine system, 
autonomic nervous system, the brainstem, subcortical and cortical centers should be mentioned 
here. These systems operate as a functional unit with a fairly stable structure. There exist 
intra- and interindividual differences in the level of functioning of each separate system 
included within the unit. Taking these differences into account I prefer to use the concept of 
neuro-endocrine individuality when the physiological bases of the energetic components of 
temperament are considered. The intraindividual differences are probably one of the main 
sources of the modality- (stimulus- and/or reaction-), specific temperament characteristics (see 
Strelau, 1991). As regards the temporal traits, they probably may be explained by means of 
neurophysiological mechanisms responsible for the speed of elicitation and extinction of ner­
vous processes and the interaction between both of these states (Strelau, 1983). It may be also 
expected that some neurotransmitters, such as e.g., dopamine, are involved in mediating the 
temporal characteristics of behavior (see e.g., Netter, 1991). 

The physiological mechanisms underlying temperamental traits are probably much more 
complex and unknown than assumed by some authors (Eysenck 1967; Eysenck and Eysenck, 
1985; Gray 1982, 1991). To illustrate the complexity I will give one example from the domain 
of inanimate objects. The "acceleratability" of a car (its typical acceleration as measured in 
time units) depends on many of its aggregates and elements, of which the most important 
seem to be the following: type of engine, capacity of cylinders, ignition, carburetor, shape, 
size and weight of the car, and type of wheels. Other conditions being equal, the interaction 
among these aggregates and the "make-up" elements of the car determines its acceleratability. 
Drivers know, however, that factors like dirty spark plugs, disordered ignition, choked car­
burator, leaky cylinder, etc. influence directly the acceleratability of a car by lowering its 
capacity. Even one single element in the systems of aggregates determining acceleratability, 
for example, leaky cylinder, decreases essentially this feature. This gives an erroneous impres­
sion as if acceleratability were determined by the one factor only. The temperamental 
metaphor of a car's acceleratability suggests, that in case of man the physiological bases must 
be much more complex and, I strongly believe, it will take decades until the physiological 
mechanism underlying any temperamental trait will be identified. 

(4) The RTT, because of its strong roots in the Pavlovian tradition, is often identified as a 
neo-Pavlovian approach. Taking the Teplov-Nebylitysn studies as the most representative for 
the neo-Pavlovian approach to human temperament, I will refer to some aspects in which both 
concepts differ most essentially. 

(a) The Teplov-Nebylitsyn research may serve as a typical example of a bottom-up ap­
proach, whereas the RTT represents a rather top-down one. 

(b) The Teplov-Nebylitsyn approach to temperament was exclusively based on experimental 
-psychophysiological, psychophysical and neurophysiological- studies, whereas research within 
the RTT combined the experimental approach with the psychometric one, the latter being 
unique during the almost two last decades of study in the neo-Pavlovian domain. 

(c) The concepts of strength of excitation, strength of inhibition, mobility, dynamism and 
lability of nervous processes were used by Teplov and Nebylitsyn as explanatory constructs, 
with scanty information regarding the behavioral level in which these CNS properties may be 
expressed. The temperamental concepts used in the RTT have mainly the status of descriptive 
terms, if the identification of biological mechanisms underlying traits is used as the main 
criterion for ascribing concepts explanatory functions. It has to be added, however, that most 
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of the constructs separated within the RTf, such as e.g., sensory sensitivity, emotional reac­
tivity, endurance or activity may be used as explanatory concepts in that they allow an 
explanation of the regulative function that temperament has in human behavior. 

(d) According to the Teplov-Nebylitsyn school, nervous system properties are regarded not 
only as temperament characteristics, as has been affirmed by Pavlov, but also as explanatory 
constructs referring to aptitudes, (so-called partial nervous system properties) and general 
abilities (see Golubeva, 1980; Nebylitsyn, 1972; Rusalov, 1979; Teplov, 1964). The RTf 
considers the traits separated within the theory as specific temperament characteristics only. 
A more detailed comparative characteristics regarding the neo-Pavlovian approach as related to 
the regulative theory of temperament has been presented elswhere (see Strelau, 1985b). 

PREUMINARY fiNDINGS 

Table 3. Pearson Correlations Between the RTTI scales and the STl-R, EPQ-R and SSS-V 
Scales 

Remaining The RTTI scales 
scales Br Pe Mb SS En AC ER 

SE .29 -.45 .57 .03 .62 .49 -.60 
SI .06 -.23 .23 .10 .30 -.01 -.31 
MO .27 -.24 .68 .08 .36 .49 -.39 
BA .22 -.22 .32 -.05 .31 .42 -.29 
E .18 -.13 .48 .01 .18 .75 -.30 
N -.29 .69 -.49 .05 -.52 -.13 .74 
P .04 -.23 .01 -.16 .08 .19 -.19 
L .06 -.16 .18 .13 .14 -.03 -.16 
To .19 -.25 .25 .01 .21 .52 -.33 
TAS .18 -.27 .33 .00 .33 .46 -.38 
ES .08 -.09 .10 .13 .09 .31 -.17 
Dis .12 -.13 .10 -.06 .09 .34 -.15 
BS .12 -.19 .16 .01 .03 .34 -.22 

Note. All coefficients of correlation >.14 are statistically significant (Q < .01). 
Br - Briskness BA - Balance of Nervous Processes 
Pe - Perseverance E - Extraversion 
Mb - Mobility N - Neuroticism 
SS - Sensory Sensitivity P - Psychoticism 
En - Endurance L - Lie scale 
Ac - Activity To - Sensation Seeking (total) 
ER - Emotional Reactivity TAS - Thrill and Adventure Seeking 

ES - Experience Seeking 
SE - Strength of Excitation Dis - Disinhibition 
SI - Strength of Inhibition BS - Boredom Susceptibility 
MO - Mobility of Nervous Proc. 
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To illustrate the relations between the temperamental traits as proposed by the RTT and some 
selected traits I will refer to a study conducted in our laboratory in 1991. Data from the 
Eysenck Personality Questionnaire-Revised (EPQ-R), the Sensation Seeking Scale-Form V 
(SSS), the Strelau Temperament Inventory-Revised (STI-R) and the RTTI were collected from 
317 subjects of both sexes (155 females and 162 males). The subjects were university and 
high-school students aged from 15 to 23 years (M = 19.07; SD = 2.41). 

Table 3 shows the correlations between the RTTI scales and the scales of the other 
temperament inventories applied in this study. The most striking findings are the following: 

(1) Briskness is less than moderately related to strength of excitation (.29), mobility (.27) 
and neuroticism (-.29). 

(2) Perseverance correlates highly with neuroticism (.69) and moderately with strength of 
excitation (-.45). 

(3) Mobility shows high correlations with mobility of nervous processes (.68) and strength 
of excitation (.57), and moderate correlations with extraversion (.48), neuroticism (-.49), thrill 
and adventure seeking (.33), and balance of nervous processes (.32). 

(4) Sensory sensitivity does not correlate remarkably with any of the traits being inves­
tigated. 

(5) Endurance correlates high with strength of excitation (.62) and neuroticism (-.52), and 
moderately with mobility of nervous processes (.36), thrill and adventure seeking (.33), 
balance of nervous processes (.31) and strength of inhibition (.30). 

(6) Activity shows high correlation with extraversion (.75) and sensation seeking (total, 
0.52), and moderate with strength of excitation (.49), mobility of nervous processes (.49), the 
four scales of SSS (.31-.46) and with balance of nervous processes (.42). 

(7) Emotional reactivity correlates highly with neuroticism (.74) and strength of excitation 
(-.60). Moderate correlations occur with mobility of nervous processes (-.39), two scales of 
SSS (TAS= -.38; To= -.33), strength of inhibition (-.31) and extraversion (-.30). 

In general, it might be stated that in case of scales comparable to the STI and STI-R 
(Endurance resembles the Strength of Excitation scale and Mobility the Mobility of the Ner­
vous Processes scale), the configurations of correlations are similar to the ones found in 
research in which the STI (Strela~, 1983; Strelau et aI., 1990) or STI-R (Ruch et aI., 1991) 
were applied. The high correlations of the Activity scale with Extraversion and Sensation 
Seeking scales as well as the close relationship between the Emotional Reactivity and 
Neuroticism scales are understandable when looking at the characteristics of the activity and 
emotional reactivity traits. Curiously enough, sensory sensitivity does not correlate with 
extraversion and strength of excitation as might be expected from the theories (see Eysenck, 
1970; Teplov and Nebylitsyn, 1963). 

To gain a better understanding of the relationships between the temperamental traits as 
proposed by the RTT and the other traits under study we factor analyzed the data by means of 
the principal components method taking into account three factor solutions: 8, 5 and 3-factors. 

To keep the factor construction as specific as possible, eight factors, which explained 
88.2% of the total variance, were separated. The data (from the SSS scales only the Total 
score is included) are presented in Table 4. As can be seen, the results are comparable to those 
delineated in Table 3, especially as regards the RTT traits in relation to other temperament 
characteristics. Factor I is represented by Perseverance, Emotional Reactivity, and Neuroticism; 
Factor II by Activity, Extraversion, and Sensation Seeking; Factor III by Endurance, and 
Strength of Excitation; Factor IV by Mobility, and Extraversion; Factor V by Psychotic ism, 
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and Sensation Seeking (total). It came out that Sensory Sensitivity (F VI), Briskness (F VII), 
and Strength of Inhibition (F VIII) were independent factors. 

To allow for a better allocation of the RTT traits within the most popular per-
sonality/temperament concepts it is useful to present the data within a three- and five-factor 
solution. For both solutions the factors will be characterized by scales with loadings >.50, in 
decreasing order. 

Table 4. Varimax Rotated Factor Matrix of Temperamental Scales (RRTl, STl-R, EPQ-R and 
SSS-V-Total) 

Scales Factors 
I II III IV V VI VII VIII h2 

Br -.17 .09 .12 .14 .03 .07 .96 .00 .99 
Pe .83 -.01 -.22 -.07 -.16 .14 -.07 -.01 .80 
Mb -.42 .34 .22 .63 -.03 .12 .23 .08 .82 
SS .10 .02 -.02 .07 -.06 .98 .07 .04 .98 
En -.42 .08 .80 .12 -.01 -.07 .14 .09 .88 
Ac -.04 .87 .21 .20 .17 .04 .07 .02 .88 
ER .78 -.26 -.28 -.17 -.11 .05 -.07 -.17 .83 
SE -.31 .31 .71 .29 .13 .06 .06 .14 .81 
SI -.20 -.08 .14 .08 -.11 .05 .00 .94 .99 
MO -.13 .30 .19 .87 .02 .03 .08 .06 .92 
E -.09 .87 .03 .29 -.05 -.04 .04 -.12 .88 
N .90 .00 -.13 -.12 -.02 -.03 -.10 -.13 .87 
P -.11 .00 .01 .04 .93 -.11 -.01 -.10 .92 
Tot -.18 .52 .14 -.08 .64 .12 .11 .00 .81 

Note. For description of scales see Table 3. Loadings with >.50 are underlined. 

The three factor solution, which explained 62.5% of the total variance, resulted in separating 
the following factors. Factor I, which contributed 36.9% of the total variance, comprised: 
Emotional Reactivity (-), Mobility (+), Strength of Excitation (+), Endurance (+), Mobility of 
Nervous Processes (+), Neuroticism (-), Activity (+), and Extraversion (+). This factor 
resembles a mixture of the Eysenckian Neuroticism and Extraversion dimensions. Factor II 
(14.2% of the total variance) comprised the following scales: Extraversion (+), Activity (+) 
and Strength of Inhibition (-). It resembles to a high extent the Extraversion trait., The third 
factor, responsible for 11.3% of the total variance, can be easily identified as being ~opposite to 
Psychoticism because of its loadings on the Psychoticism (-) and Sensory Se~itivity (+) 
scales. Summarizing, one may conclude, that the three factor solution resulted in separating 
dimensions rather similar to the Eysenckian PEN dimensions, with some reservation regarding 
the first factor. On the basis of our results this factor, which is a kind of a "omnibus" one, 
may be characterized as rather referring the the energetic characteristics of behavior covering 
both activity- and emotion-oriented dimensions. 
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The five factor solution does not reflect the expections represented by the enthusiasts of the 
Big Five model. Altogether the five factors explained 75.7 % of the total variance. The charac­
teristics of the consecutive factors is as follows: Factor I - Neuroticism (-), Emotional Reac­
tivity (-), Perseverance (-), Endurance (+), Strength of Excitation (+), Strength of Inhibition 
(+), and Mobility (+). Again, this factor which combines, as it was in the three factor solution, 
action-oriented traits with emotional characteristics of behavior, may be identified as referring 
to the energetic characteristics of behavior. Factor II - Extraversion (+), Activity (+), Mobility 
of Nervous Processes (+), Mobility (+), and Strength of Excitation (+). It might be identified 
as the Extraversion dimension. Factor III - Psychoticism (+) and Sensation Seeking (+), has 
much in common with the Impulsive-Unsocialized Sensation Seeking (P-ImpUSS) dimension 
as proposed by Zuckerman et al. (1988). Factor IV has its loading only on the Sensory Sen­
sitivity scale and Factor V on the Briskness scale. The two latter factors can hardly be 
interpreted within the Big Five model. These results illustrate that the configuration and 
quality of factors depends to a high extent on the data used as a starting point for factor 
analysing. 

One must note that the scales being used in our study represent different factor orders (e.g., 
the RTI are second order factors whereas the Eysenckian PEN dimensions are third order 
factors), which poses problems when considering the relationships between the temperament 
traits under study. 

Before any reasonable conclusions regarding the links between the RTI traits and other 
temperamental constructs can be drawn, studies have to be replicated with a broader range of 
temperamental traits being included, what is the aim of our following research. 
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Introduction 

At the beginning of my research career, my exploration of extraversion with 
psychophysical and psychophysiological methods was drawn towards Pavlov's typology of the 
nervous system properties and Sokolov's model of the orienting reaction (OR). Western 
psychophysiologists, in fact, owe much to Sokolov for providing a fecund theory of perception 
and conditioning that used psychophysiological methods. This model of the OR, gave a big 
boost, and satisfying employment opportunities, to psychophysiologists, that in fact continue to 
this day. My own introduction to the Soviet psychology was greatly assisted by a paper that 
Jan Strelau published in 1969 in the first issue of the Polish Psychological Bulletin. I have 
followed the work of Strelau and his colleagues since that time and I have benefited from their 
efforts. I am pleased to comment on their most recent work on the Regulative Theory of 
Temperament (R1T). My main objective in this discussion will be to introduce a schema of 
descriptive and explanatory constructs that are employed in research on temperament and per­
sonality that will provide a context for illustrating the RTf research program as I see it and 
for discussing the merits and limitations of RTf. 

In the introduction to his paper, Strelau acknowledges the influence of the Pavlovian 
typology of fundamental nervous system properties that was the focus of research in Soviet 
psychology for so many years. These nervous system properties include, particularly, strength 
of excitation and inhibition, and mobility. The influence from Western sources on his work is 
also acknowledged, especially the work of Hans Eysenck and various authors who made use 
of the arousal concept. It is important to recognize that the political antagonism between East 
and West did not sever the exchange of intellectual information in this area, although certainly 
this did introduce some impediments. During the past decade, Strelau and his coll~gues made 
good use of the information from personality inventories and experimentation that was con­
ducted in Western laboratories and indeed he has collaborated with Western colleagues on a 
number of significant projects. For these reasons, the RTf work has more in common with the 
Western temperament research than it has differences. 

In the RTf, three explanatory constructs are emphasized. These are: 
* Reactivity: a concept that involves sensitivity to stimulation, 
* Activity: a concept that is concerned with the regulation of stimulation, and 
* Mobility: a concept that refers to response flexibility. 
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These constructs are defined directly by psychophysical or psychophysiological measures. For 
example, reactivity is defined, in part, by sensory thresholds. Reactivity is said to determine 
individual sensitivity (sensory and emotional) and endurance (capacity to work) that are 
manifest in personal and social experience and behaviour. A recent undertaking that is a focus 
of Strelau's present paper is the development of psychometric measures that are derived from 
these three constructs. The psychometric work that is presented yielded seven factors that now 
constitute the RTI Inventory. In the remarks that follow, I would like to comment on some of 
the general issues and considerations that stem from the general approach that Strelau ad­
vocates rather than on a psychometric assessment which, at this stage and with the information 
available, would be premature. 

Descriptive and Explanatory Constructs 

Table 1 shows a schema of descriptive and explanatory constructs in the biological approach 
to personality research that I find useful in focusing my own work in this research enterprise 
and which may be helpful for discussing the location of the RTI with respect to other 
research programs. 

In this schema, two general types of constructs are noted: descriptive and explanatory. The 
descriptive constructs refer primarily to psychometric definitions of personality concepts that 
we are all familiar with such as extraversion, neuroticism and sensation-seeking. The methods 
used to define these concepts are self reports, ratings and observable behaviours and the 
measures that quantify the constructs are test scores. The kind of research undertaken with 
descriptive constructs seems to fall under six main categories. Concurrent validation studies 
relate one personality concept to another and attempt to identify the common meaning in those 
terms. In that work, we have the major typologies such as the Eysenck Personality Question­
naire and the big five typologies. Another important body of work has investigated the consis­
tency of descriptive concepts across the lifespan. The construct validity studies of descriptive 
concepts are designed to show that persons who are defined by the concept actually behave in 
ways that they are expected. For example, studies are designed to show that extraverts actually 
talk more in social situations, initiate more social contacts and occupy positions, e.g. sales, 
that require more social demands than introverts. Research that also contributes to this type of 
descriptive construct validity are works that examine person-situation interactions or person­
person interactions, although they may have an examination of personality dynamics as their 
primary objective e.g. Endler on anxiety. The behavioural genetic studies examine the relation 
of descriptive constructs between relatives and these data are used to make inferences concer­
ning the heritability of personality concepts. 

Explanatory concepts that have been proposed to account for variations in the descriptive 
constructs are defined in terms that are more general than the descriptive concepts. In early 
work by Eysenck, cortical excitation and inhibition were understood, at least initially, as 
hypothetical neural structures that determined individual variations in the descriptive concept 
of extraversion. More recently, explanatory concepts such as arousal and behavioural inhibition 
have been defined in terms of specific neural circuits or neurotransmitter pathways. For 
example, Eysenck (1967) has defined arousal in terms of the ascending reticular activating 
system and Gray has defined behavioural inhibition in terms of the septo-hippocampal system 
(Gray et aI., 1983). Zuckerman has referred sensation-seeking to variation in catecholamine 
systems (1979). 
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Table 1. Descriptive and Explanatory Constructs in Biologically Based Personality Research 

I. Descriptive Constructs 
Concepts Methods 

Extraversion 
Anxiety 
Sensation-seeking 
Conscientiousness 
Intelligence 
Reactivity 
Activity 
Mobility 

Self-report 
Ratings 
Behaviour 
check-list 
performance 

II. Explanatory Constructs 
Concepts Methods 

Arousal 

Response excitation 

Behavioural inhibition 

Conditioning 
Learning 

Psychophysical 

Strength of nervous system 
Reactivity 
Activity 

Measures 

Testcores 

Measures 

Acquisition 
Extinction 
Disinhibition 
Response frequency 

Sensory 
Thresholds 

Reaction time 

Mobility Psychophysiological GSR 

ARAS 
SHS 

Physiological 

Biochemical 

Genetic 

HR 
EEG 

ERP 

Neurophysiology 
Animal models 

enzymes 
catecholamines 
neurotransmitter 

RNA,DNA 
genetic code 

Explorations 

Concurrent validation 
Construct validity 
Consistency 
Person-situation 

interactions 
Person-person interactions 
Behavioural genetics 

Explorations 

Relation to descriptive 
construct (Theory testing) 

Concurrent validity 
between measures and 
between methods 

Neural circuits and their 
functions 

Neurochemical pathways 
and their functions 
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The methods and measures used in explorations of personality with explanatory concepts have 
been drawn from a broad range of experimental psychology, including psychophysics, learning 
and conditioning, psychophysiology and physiological psychology and psychopharmacology. 
Thus far, few direct genetic analyses have been conducted, although analysis of blood antigens 
for which there are known chromosomal loci is a promising avenue for that work. 

The validity of an explanatory construct is established by confirming the functions that it 
purports to serve. For example, the validity of the arousal construct was assessed by 
demonstrating that the various indices of arousal (EEG desynchronization, skin conductance 
etc.) were systematically related to variation in attention, sensitivity and conditioning and 
displayed an inverted-U relation with performance. The majority of explorations of personality 
differences with explanatory constructs have aimed to determine the relation between descrip­
tive and explanatory constructs as required by the personality theory i.e. to assess the extent to 
which descriptive constructs (e. g. extraversion) are dependent on variation in explanatory 
constructs (e.g. arousal). In my view, this approach can be referred to as the top down ap­
proach to personality research. Here individuals are defined in terms of the descriptive 
constructs and comparisons are made between subjects on the basis of explanatory construct 
measures such as sensory threshold or autonomic nervous system response. Less frequently, 
there are studies of the concurrent validity of the explanatory construct measures or methods. 
For example, there has been a good deal of research examining the relations between various 
autonomic nervous system measures of arousal - GSR, heart rate, and vasomotor responses. 
The relatively low correlations between arousal measures has indicated that the arousal 
construct is not a unitary one, at least under neutral conditions. Explorations relating measures 
of an explanatory construct such as arousal that are obtained by different methods, e.g. 
psychophysical and psychophysiological, are even less frequently conducted. 

In this schema, the traditional Neo-Pavlovian work on temperament is seen primarily as 
explorations with explanatory constructs. There has been an enormous amount of work that 
has attempted to refine the concepts such as strength of excitation, strength of inhibition and 
mobility by intercorrelating the various measures of these constructs and by determing the 
conditions under which effects are observed. There has also been some fine work with animals 
that has been inspired by these concepts. In this work, the nervous system properties have 
been examined within conditioning paradigms and the effects of anatomical lesions on perfor­
mance were assessed. This work is currently well represented by Pavlov Simonov (1987). His 
research strategy is very similar to that adopted by Jeffrey Gray in his research on anxiety and 
impulsivity using animal models. 

In Strelau's work, reactivity is an explanatory construct that has been defined in terms of 
sensory thresholds. The nature of the construct and its regulatory processes (functions) has 
been probed by examining individual differences in psychophysiological response levels and 
showing, for example, that high reactivity is related to greater electrodermal fluctuations and 
other autonomic indices (Klonowicz, 1987). There has also been a good deal of work referring 
this construct of reactivity to rather specific behaviours and occupational performances. For 
example, high reactives have been shown to be less sensitive to the social content of stories 
when in an anxiety inducing examination situation (Eliasz, 1987). This work is very similar to 
the construct validity research with descriptive constructs that has taken place in the west, 
except that here individual differences are defined in terms of the explanatory construct rather 
than a descriptive construct. 
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RTf: An Explanatory or Descriptive Model? 

To this point, the work of the Neo-Pavlovians, including Strelau, can be seen essentially as a 
bottom up approach to the understanding of personality that has focused on refining and 
defining explanatory constructs that are assumed to determine individual differences in the 
acquisition, extinction and expression of behaviour. The development of the Strelau 
Temperament Inventories and this more recent RTT Inventory now enables explorations that 
view personality differences from the top down. It can be seen from Strelau's Table 4, that the 
dimensions that compose the RTT Inventory relate rather unequivocally to the established 
dimensions Extraversion and Neuroticism. The RTTI scales do not load on Zuckerman's P­
ImpUSS factor. The factor pattern of the RTT is quite clear, with the seven scales displaying 
high factor loadings on single factors. The nine factors that are described in this analysis also 
appear to be relatively independent. These considerations will allow information from ex­
periments with any of these inventories to be understood in terms of the other. 

At this time, the correspondence between the RTT descriptive constructs and the RTT 
explanatory constructs from which they are drawn, i.e. reactivity, activity and mobility is not 
determined. Further, it is not clear what measures are used to define the explanatory constructs 
of activity and mobility in this new proposal. Indeed, it is not certain from this text whether 
the explanatory constructs of reactivity, activity and mobility are retained or whether they are 
replaced by the arousal construct. In general, it can be said that attempts to derive 
psychometric measures from explanatory constructs such as arousal, reactivity, or behavioral 
inhibition have not met great with great success. A good example of this problem is given by 
Paul Kohn (1987) with his research on a psychometric reactivity scale that was derived from 
the Neo-Pavlovian work. In that case, the reactivity scale did not correlate significantly with 
any of the measures that defined the explanatory construct of reactivity. I am not clear on the 
reason for this situation but it may be that the range of items selected for the descriptive 
constructs were too narrow to be of practical utility since some of the measures of the 
explanatory construct (e. g. sensory thresholds) did correlate inversely with the broader 
extraversion trait measure. Overall, the relations between the descriptive and explanatory 
constructs using the bottom up approach have not been compelling. In any case, explorations 
using explanatory constructs within this RTT framework, from the top down, will be an 
interesting and worthwhile challenge and quite a coup if strong relations can be shown. 

My final comment is also a challenging one. Thus far, specific neural circuits have not 
been proposed for the hypothetical constructs of reactivity, activity and mobility that are the 
bases of the RTT theory. It appears to me that defining the neural circuits and their functions 
for these explanatory constructs should be an important objective that will give substance to 
the theory and that will be helpful in focusing work in this research program. 
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Abstract 

Biological and social factors are generally assumed to be important determinants of per­
sonality. Yet, attempts to integrate both aspects are scarce. This paper advocates a biosocial 
conception of personality, emphasizing adaptation as a core concept. Human adaptation, it is 
argued, is multiply determined, including biological as well as social aspects. Although 
biological and social adaptation differ in several respects, both are involved in :regulating 
individual behavior in daily life situations. The tactics people employ to deal witll daily life 
situations are conceived as the major effects of biological adaptation, whereas the, strategies 
governing behavior are viewed primarily as the results of social learning. Strategies and tac­
tics are conceptualized and connected in a comprehensive system regulating· , individual 
behavior. Empirical evidence is provided indicating that tactics have a physiological basis 
whereas strategies are affected by social learning. Personality is conceived as a strategic­
tactical coalition, i.e. the product of biological and social determinants interacting during 
individual development. 

Introduction 

Traditionally, personality theorists have agreed on the importance of biological and social 
determinants for the study of individuality. The history of personality psychology reveals 
several attempts to account for biological and social factors as well as their relationships. For 
instance, the work of Freud emphasized instincts as the major biological forces underlying 
behavior. Rather than serving an adaptive purpose for the individual, instincts were conceived 
by Freud as factors enhancing species survival (cf. Bowlby, 1969). Instincts were se~n as blind 
forces of the Id, that mayor may not be governed by Ego processes taking into account the 
demands of the external world. Social factors, on the other hand, were posited mainly in the 
Superego, based on incorporating the values of parents and wider society. The major function 
of the Superego was to force the Ego to act according to moral considerations and to 
counteract impulses emanating from the Id. 

McDougall postulated innate driving forces to represent biological determinants. In ad­
dition, he assumed a 'group mind' acting on a higher plan to govern social behavior. Although 
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representing the major social determinants of behavior, the group mind was taken to be ul­
timately determined through evolutionary mechanisms as well. 

A different emphasis can be found in the work of Allport (1961). In Allport's view, per­
sonality includes several systems determining his typical way of adapting to the external 
world. At the basis Allport postulated temperament, governing a person's susceptibility to 
emotional stimulation, his strength and speed of response, and the quality of his prevailing 
mood. Socialisation was assumed to be obtained through socially maturing and learning, yiel­
ding properties like altruism, sympathy, chivalry, and the like. 

Another classical personality theorist, Murray (1938), emphasized needs as the basic con­
cept of personality. According to Murray, needs may be conveniently divided into primary or 
viscerogenic and secondary or psychogenic needs. Needs were assumed to interact with exter­
nal press influencing motives to engage in particular kinds of action. 

Freud, McDougall, Allport and Murray all acknowledged biological and social determinants 
of individuality. They proposed different conceptualizations, layers or structures to reflect 
biological and social determinants. However, rather than testable hypotheses, biological and 
social determinants obtained the status of assumptions underlying broader conceptions of per­
sonality. Accordingly, no direct evidence sustaining their functioning was provided and no 
generally accepted framework exists to date. 

SocIAL ApPROACHES 

In more recent years, this picture has changed. During the mid-sixties, severe criticisms were 
raised against the then dominant organismic approach to personality (e.g. Mischel, 1968). The 
critics argued that many aspects of behavior in daily life cannot be controlled by the in­
dividual. Those aspects were primarily seen as a function of the situation and the broad 
sociocultural factors governing behavior in the situation. Accordingly, a social behaviorist 
framework was proposed to replace classical personality theory. The attention became focused 
upon direct situational factors (reinforcement contingencies) as major determinants of 
behavior. During the seventies this approach has left its footmarks in many studies that were 
published under headings like social learning and social cognition. 

Qearly, the social behaviorist approach neither attaches much weight to the inner self of 
the behaving individual, nor to his biological make-up. Instead, it emphasizes social 
psychological and sociological concepts like roles, norms, and expectancies, that are based on 
a conception of behavior as the function of a constantly changing audience instead of inner 
dispositions. The social behaviorist approach has led to several reactions. First of all, the 
criticisms raised against personality have overrated the case in some ways (Kenrick and 
Funder, 1988). But even granted the core of the comments, personality psychologists felt 
uneasy with the alternative offered by social behaviorists. Without denying the impact of 
social forces residing in the situation, they viewed this conception as one-sided. Accordingly, 
situationism was rejected as the ultimate paradigm for personality psychology. While taking a 
firm stand against the 'social psychological invasion of personality' (Kenrick and Dantchik, 
1983), alternative explanations of individual behavior were looked for. Those were derived 
from biology. 
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BIOLOGICAL APPROACHES 

Biological approaches to personality emphasize survival and successful reproduction, behavior 
genetics, the heritability of social behavior (sociobiology), physiological processes and 
temperament as the major basis of individuality. Recently, the biological approach has been 
designated evolutionary personality psychology by Buss (1991). Applying evolution theory to 
social behavior, evolutionary personality psychology has connected social traits with ecological 
pressures that existed during evolution. Natural selection is held largely responsible for diver­
gent traits like aggression, altruism, revenge, conformity, love, territory drive and xenophobia 
(Buss, 1991; Kenrick, et al., 1983; Rushton, et al., 1986; Wilson, 1978). 

The modem biological approach provides an alternative for social behaviorism to explain 
individuality. Rather than relying on situational contingencies and learning, it emphasizes 
genetic determinants and ensuing biological processes. At first sight, explanations could not be 
more divergent. The social approach stresses acquired aspects, the biological approach em­
phasizes innate aspects of behavior. The social approach is particularly concerned with 
proximate determinants, the biological approach with ultimate determinants of behavior (Ke­
nrick, 1987; 1989). In view of the differences existing, a point could be made for the social 
and biological approaches to be conceived as different paradigms, without really affecting each 
other. 

However, as we have pointed out elsewhere (Hettema and Kenrick, 1989; 1992), the 
biological and social approaches can only offer partial answers to the questions asked. Since 
personality is concerned with the whole organism, solutions that focus only on social learning 
and social cognition or on physiological processes and temperament are not acceptable. This is 
especially true to the extent that biological and social factors interact in non-additive ways to 
obtain a coherent individual mode in anyone person. Thus, rather than studying individuality 
from any of the two perspectives separately, we proposed to achieve a synthesis in one 
biosocial approach. 

Adaptation 

The present paper elaborates that proposition. It starts from the assumption that biological as 
well as social mechanisms are important in determining individuality. Obviously, a common 
framework is required to connect biological and social mechanisms. Adaptation is proposed 
here as the key concept to provide a first broad outline. Based on a general conception of 
human adaptation, the paper argues that behavior in specific situations is governed by several 
regulatory systems. Presumably, some of those- systems are primarily biologically determined, 
whereas others are based on social learning. The identification of those systems may provide 
an avenue towards clarifying the biological-social issue. A major aim of this paper is to con­
ceptualize the systems involved and to indicate how they cooperate in determining behavior in 
concrete situations. Empirical evidence, supporting this conception is provided. Finally, based 
on the understanding gained, individuality is conceived as the product of the systems interac­
ting in personality development. 
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BIOLOGICAL ADAPTATION 

Adaptation is a major characteristic of life in general. The concept of adaptation has been 
forwarded by Darwin (1859) to explain the obvious correspondence between plant and animal 
species on the one hand and the ecological niches they inhabit on the other. The major 
mechanism involved is natural selection. Lewontin (1978) has defined adaptation as the 
process of evolutionary change by which the organism provides a better and better 'solution' 
to the 'problem', and the end result is the state of being adapted. Based on morphological, 
physiological and behavioral characteristics, species obtain the capacity to survive in specific 
ecological niches: their environment of evolutionary adaptedness EEA (Bowlby, 1969). This 
environment may be conceived as a sub-domain of all possible environments (cf Fig. 1) 

Figure 1. Environment of evolutionary adaptedness 

Environment of 
Evolutionary Adaptedness 

A major adaptive modality is behavior. Animal species exhibit species specific behavior, i.e. 
collections of behaviors that nearly all organisms in a species develop relatively independently 
of the particular environment in which they are raised. As an example, in primates species 
specific behavior includes aspects like curiosity and aggression, and e.g. the use of tools in 
chimpanzees. The human species shares the general primate heritage as social, aggressive, 
sensual, curious and intelligent creatures. In addition, we possess our own uniquely evolved 
linguistic and cultural characteristics. Recent research in evolutionary personality psychology 
has provided evidence on several other aspects of 'human nature', like characteristic emotions 
and emotional expressions, love of kin, aspects of sexual relationships, and the like (cf Buss, 
this volume). 

In human adaptation, emotions occupy a special position. In general, more complex animals 
are less mature at birth. Their species specific behavior includes a wider array of action pat­
terns and a wider array of releasing stimuli interacting with each other over longer periods of 
time. Humans are assumed to be the least fixed and the most able to adjust and readjust as 
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environmental conditions change. At the same time there is the danger that species members 
will lose sight of what is necessary for survival. What is specially needed then is a system 
which confers value on the crucial survival-related areas, while at the same time leaving the 
way open for a good deal of learning. This building-in of value is accomplished by the system 
of emotions. Emotions serve the survival-related purpose of sensitizing the animal to certain 
classes of events and of calling forth, or making more likely, certain classes of action (Breger, 
1974). Most classical personality theorists (e.g. Freud and McDougall) would agree that in 
humans species specific behavior becomes manifest whenever one observes emotions. Also, 
modern emotion theorists like Plutchik (1980) and Ohman (1986) conceive of emotions as 
firmly rooted in evolution. 

Within species, individuals exhibit differences based on genotype. As Plomin, et a!. (1980) 
have pointed out, genes have the capacity to control behavior through the development and 
functioning of physiological mechanisms. Genes control the production of proteins, which in 
turn exert profound influences on behavioral structures and processes via the nervous system 
and the production of behaviorally relevant hormones and neurotransmitters. Thus, a basis is 
provided for individual differences in personality and temperament. 

One of the first modern attempts to link personality with biological functions is Eysenck's 
(1967) theory on introversion-extraversion. In Eysenck's view, biological processes are directly 
involved in the regulation of behavior. Temperamental dimensions like activity, sociability, 
and emotionality (Buss and Plomin, 1984), activity/reactivity (Strelau, 1983), introversion­
extraversion, emotional stability (Eysenck, 1967), and sensation seeking (Zuckerman, 1979) 
emphasize different energetic, emotional, and stylistic aspects of behavior. 

Recent research in behavior genetics has demonstrated that genetic influence on individual 
differences is usually significant and often substantial (plomin, 1989). Current estimates of the 
variance due to genetic factors in personality measures range from 30% - 50% (Pedersen, 
1992; Bouchard, this volume). Another conclusion drawn from research on behavior genetics 
is that nongenetic factors are responsible for sizable parts of the variance. Interestingly 
however, shared family environments do not make children similar to each other, as might be 
expected. There appears to be a big environmental impact upon personality, but it is an impact 
that takes place uniquely, on an individual level. As an explanation, Plomin (1989) proposed 
that measured environmental influences in families are not solely environmental but confound 
heredity with environment and are causally ambiguous with respect to direction of effects (cf 
Willerman, 1979). Heredity can affect measures of family environments, it can also mediate 
associations between measures of family environments and developmental outcomes of 
children. Major mechanisms involved are: genotype-environment correlation (the extent to 
which children receive or create environments correlated with their genetic propensities) and 
genotype-environment interaction (differential effects of environments on children with dif­
ferent genotypes) (Plomin, 1989). Genotype-environment correlations and interactions em­
phasize biological and social determinants. Accordingly, from the point of view of behavior 
genetics, social adaptation deserves our attention as well as biological adaptation. 

SocIAL ADAPTATION 

The human species has managed to successfully master all possible ecological niches on earth. 
As a consequence, natural selection in humans is limited. Or, in the words of Mayr (1950): "If 
the single species man occupies successfully all the niches that are open to a Homo-like 
creature, it is obvious that he cannot speciate". We should keep in mind, however, that al-



144 JooP HETIEMA 

though natural selection is limited, genetic mechanisms continue to be fully operative. This 
implies, that at the level of the individual, not all niches are open. In order to master environ­
ments that are beyond the reach of an individual's genetic endowment, other mechanisms have 
to be activated to achieve control. Those mechanisms are summarized here under the heading 
of social adaptation. Social adaptation refers to our capacity to absorb the cultural inheritage 
left by our ancestors and to apply it to environments we cannot cope with on mere biological 
grounds. Culture involves the knowledge and information on environments, collected, com­
piled, and transmitted through education and learning. Some of this information is passed on 
through formal education, but the vast majority is transmitted in daily life by watching other 
people's behavior. Social learning processes affect cognitive development and establish 
elements like categories to recognize situations and rules to effectively deal with them. On the 
basis of social learning we are able to expand our environment of evolutionary adaptedness 
and behave effectively in environments that are well beyond the reach of our biological en­
dowment. As a result, our environment of evolutionary adaptedness (EEA) is supplemented 
with an environment of social adaptedness (ESA) (Fig. 2). 

Environment of 
Social Adaptednes~s"--__ ~ 

Environment of 
Evolutionary Adaptedness 

Figure 2. Environment of social adaptedness extending the environment of evolutionary adap­
tedness 

Social adaptation differs from biological adaptation in several respects. First of all, biological 
adaptation is defined at the level of the species. Stable and consistent individual differences 
are adaptive first and foremost against that background. Social adaptation is defined at the 
level of individuals, as a function of ontogenetic experiences. There are also differences with 
regard to the environments emphasized by each. Biological adaptation determines an environ­
ment of evolutionary adaptedness accomodating the species. Social adaptation, on the other 
hand, is primarily concerned with the ways individuals deal with the situations met during 
their lifes. If successful, the main function of social adaptation is to enlarge the environment 
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of evolutionary adaptedness and extend it with an environment of social adaptedness. Further­
more, biological adaptation is based on behavior that is environmentally stable, i.e. developing 
in most members of the species irrespective of upbringing (Hinde, 1970). Social adaptation, on 
the other hand, is based on environmentally labile behavior, i.e. behavior depending on the 
particular environment in which individuals are raised. 

Social adaptation has the function literally to broaden a person's horizon. It can be seen as 
a beneficial supplement to biological adaptation. Generally speaking, for an indiviual, the two 
types of adaptation will support one another. However, they may also become at odds. As 
Barash (1986) has suggested, many of the difficulties in human life stem from the fact that 
two kinds of evolution have an influence on people: biological evolution and cultural 
evolution. The first usually takes many milennia to be completed whereas the second occurs 
much more quickly. As a consequence, biological evolution has prepared the human species 
for life in a world that was very different from the one we now inhabit. Problems are due as 
soon as the behavioral tendencies that are built in as part of human nature are countermanded 
by pressures existing in our contemporal culture. 

Major differences between biological and social adaptation are due with respect to the 
nature of person-environment relationships emphasized by each. In a recent contribution, Het­
tema and Kenrick (1992) have provided a heuristic framework, summarizing the different 
ways in which persons interact with their environments. We introduced a distinction among 
six basic types of interaction: static person-environment mesh, choice of enviroments by per­
sons, choice of persons by environments, transformation of environments by persons, transfor­
mation of persons by environments, and person-environment transaction. According to Het­
tema and Kenrick (1992), the first three types have obtained special attention from biological 
models. A common feature of these types is that they are primarily concerned with the natural 
correspondence between an individual's genetic endowment and his environment. The latter 
three types of person-environment interaction have obtained special emphasis in social models 
of personality .. A common feature of these types is that they stress person-environment 
modification, rather than assuming a natural fit between the two. Modification can take dif­
ferent forms, implying either learning, situation transformation or both. aearly then, the 
biological and social approaches study interactions from different points of view: correspon­
dence and modification. 

Buss (1985) defined three mechanisms for person-environment correspondence: selection, 
evocation and manipulation. Selection refers to nonrandom choices of interpersonal and 
physical milieus. Evocation involves unintentional elicitation of reactions from the environ­
ment. And, finally, manipulation is defined by different tactics used to influence and exploit 
the environment. Conceptually, manipulation is the broadest mechanism of person-environment 
correspondence, because, in principle, persons can use countless actions to influence the nature 
of the environment. It is also a more fundamental mechanism, because it provides a basis for 
the other two to be effective. Selection and evocation are based on individual characteristics 
with definite advantages in specific environments. Manipulation mechanisms may represent 
such individual characteristics and explain their functioning. 

Modification is a basic interaction type emphasized by the social approach to individuality. 
From a learning perspective, the environment is conceptualized in terms of discriminative and 
reinforcing stimuli guiding behavior. Learning processes contribute to person modification in a 
gradual and systematic way. Social learning theory has specially emphasized observation as a 
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powerful instrument to acquire as well as to perform new types of complex behavior in daily 
life situations (Bandura, 1986). The processes described by social learning theorists leave 
behind products in the individual that are the basis for subsequent behavior. Thus, Mischel 
(1973) argued that learning experiences lead to individual differences in cognition, that, in 
tum, guide behavior. While confronted with new situations, those cognitions are used to select, 
perceive, process and interpret stimuli, before reacting in one way or another. Thus, behavior 
is seen as an end product of a sequence of cognitive transformations. The social learning ap­
proach puts special emphasis on cognitions governing behavior. Examples are locus of control 
(Rotter, 1966), self-efficacy (Bandura, 1977), construction competencies, encoding strategies, 
outcome expectancies, values, and self-regulatory plans (Mischel, 1973). 

Regulatory Systems 

What are the major personality systems involved in biological and social adaptation? The 
emotion system and the cognitive system appear to provide a promising basis: emotions may 
be taken to be a core issue in biological adaptation, whereas cognitions are frequently as­
sociated with social adaptation. 

For a long time, emotions have been predominantly considered to be maladaptive aspects 
of human behavior, inconveniently interfering with rationality and realism (Hettema and Van 
Heck, 1987; Hettema, 1991). However, during the last decades, the evaluation of emotions has 
changed. Current theorists agree that emotions are fundamentally adaptive in nature and playa 
major role in establishing and maintaining fruitful connections with the environment (Izard, 
1971; Leventhal, 1984; Plutchik, 1980; Scherer, 1984; Tomkins, 1980). Several functions have 
been connected with emotions like, for instance, exerting powerful effects upon other 
behavioral systems by directing attention to the surrounding events and initiating an evaluation 
of the environment (Mandler, 1980), providing information about the state of the person-en­
vironment relationship (Lazarus, et al., 1982), interrupting a behavioral attempt and assessing 
outcome likelihood (Scheier and Carver, 1982), signalling the world's state with respect to the 
satisfaction of the system's driving forces, and indicating what should be done (Frijda, 1985), 
organizing and integrating the behavioral machinery, so that both automatic and deliberative 
processes aim at common goals (Leventhal, 1984), magnifying the signals activating them, 
thus contributing to effective need fulfillment (Tomkins, 1980). 

To summarize the adaptive functions of emotions we have proposed an interactive systems 
conception, according to which emotions are conceived as part of a relay system (cf Hettema 
and Van Heck, 1987; Hettema, 1991). That relay system connects cognitive elements with 
sensorimotor elements (cf. Fig. 3). 

According to this conception, the emotion system is activated by disruptive or interruptive 
events, causing a discrepancy to occur between the states of the elements of the cognitive­
symbolic and the sensorimotor systems. Emotions initiate transitions in the state of any of the 
two systems, aiming at dissolving the discrepancy and re-establish convergence. Emotions are 
assumed to have the capacity to affect cognitions as well as events in the situation prevailing. 
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Cognitive system 

Emotion system 

Sensorimotor system 

Figure 3. The emotion system connecting the cognitive and sensori motor systems 

This conception provides a basis for conceptualizing the relationship with cognitions in the 
framework of adaptation (Hettema, 1979). The major function of emotions may be sum­
marized as bridging the gap or reducing the distance between one's subjective appraisals, 
expectancies, needs, desires, and concerns on the one hand, and the state of affairs in the 
outside world on the other. To that effect, emotions have the capacity to introduce tactical 
operations like exerting influence, manipulating, and exploiting the environment. Accordingly, 
I have proposed to summarize the major adaptive function of emotions as tactical (Hettema, 
1979, 1989a, 1991). 

The major adaptive function of the cognitive system is strategic rather than tactical. Recent 
cognitive approaches to personality have forwarded strategies as major structures for self­
regulation (Carver and Scheier, 1981; Mischel, 1973). However, in the context of adaptation, 
the emphasis differs. Instead of governing internal regulation, strategies are assumed to be core 
elements to achieve control over the environment (Hettema, 1979). This interpretation is based 
on the original definition forwarded by Von Qausewitz in the context of warfare. In 
Qausewitz' view, warfare is characterized by several peculiarities, like a basic uncertainty 
regarding all data available, a diversity of means leading to an end, and reciprocal action 
including diverse possible consequences of one's actions (cf Rapoport, 1968). As I pointed out 
earlier (Hettema, 1979), the peculiarities mentioned by Qausewitz not only characteristize 
warfare, but are typical for most real life situations in general. Accordingly, I adopted the 
original conception forwarded by Qausewitz as a basis to study strategies and tactics in the 
context of daily life. A similar emphasis may be found in the work of Cantor and Kihlstrom 
(1987) who defined strategies as 'sets of cognitive processes that link a person's goals to his 
or her subsequent behavior in a life task situation ..... The strategy involves the ways in which 
the person interprets the "problem" and plans a "solution" so as to be consistent with his or 
her prevalent goals in that "task'''(p.175). 

In the present conception, strategies are cognitive structures representing situations, 
specifying goals, and designing behaviors to reach goals. Thus, strategies are future-oriented 
and pro-active, using resources that are simultaneously available. The processes governed by 
strategies are deliberate processes, transforming situations into directions that are more 
favorable to the individual. 
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Summarizing then, strategies and tactics are conceived here as major weapons to achieve en­
vironmental control. Control is concerned with the agreement or disagreement between an 
individual's cognitions (expectancies, intentions, goals) on the one hand, and the actual state 
of affairs in the environment on the other (cf. Hettema, 1979, 1989a). If agreement prevails, 
control is present. In case of disagreement, tactical and/or strategic mechanisms may be ac­
tivated to establish control. 

Tactics and strategies both have the capacity to establish and maintain control, although 
their ways differ. Tactics are spontaneous reactions to incongruities between one's ideas, ex­
pectancies, cognitions, and the actual state of affairs in the environment. Their major function 
is to directly establish congruity. Strategies, on the other hand, attempt to obtain agreement 
indirectly through modifying situations. If effective, strategies produce new situations, offering 
better opportunities for control. 

TACIlCAL CoNTROL 

Tactics become visible from the moment of birth and develop in an orderly way. From the 
onset of life, control is achieved through emotional expression. If babies need food they start 
crying immediately. If their needs are satisfied, they smile. Those reactions affect parents to 
behave accordingly. Later on, infants exhibit curiosity and exploration. While playing, they 
discover that their limbs can be used in different ways and that there are multiple manners to 
manipulate objects. By trial and error they learn to replace behaviors and apply substitution if 
an original attempt fails. During childhood, they acquire a sense of autonomy through persis­
tence in the face of obstacles and through exerting their will against others. Exploration, 
substitution and persistence are major tactical mechanisms affecting the sensorimotor system 
and having a direct impact upon the situation. They are summarized as sensorimotor­
operational tactics. 

Later, other tactical mechanisms become visible in close connection with cognitive 
development. Rather than affecting the environment, those tactics affect the cognitive structure 
governing behavior. Accordingly, they are called cognitive-symbolic tactics. Evidence for 
cognitive-symbolic tactics may be derived from research on cognitive development, especially 
the work of Piaget (piaget and Inhelder, 1%9). During cognitive development, children ac­
quire the capacity for decentering, i.e. to go beyond egocentrism and adopt different perspec­
tives while dealing with the same objects or situations. The tactic aiming at that effect is 
reflection. Development is also characterized by increasing complexity, including the notion 
that different operations may lead to the same result. Thus, children may develop the ability to 
replace transformation rules proven ineffective. Several new rules may be considered to 
replace the original one. The relevant tactic here is uncoupling. And, finally, children develop 
a broader time perspective, including future orientation and the ability to postpone rewards. 
Thus, goal situations may be replaced by others when unattainable. This can be done through 
redirection. All tactical mechanisms may be connected in a comprehensive system, represented 
in Figure 4. 

Although differing with respect to the moment of development, the (sensorimotor or cog­
nitive) level of effectivity and the aspect of behavior involved, tactics share several features. 
Tactics are temporary states. They are activated by frictions between cognitions and environ­
mental events and they disappear when frictions are resolved. Tactics are local states. The 
nature of the tactic used is determined by the meaning of the prevailing situation for the per-
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son acting. And, finally, tactics are autonomous states. They have a definite neurological basis. 
They are assumed here to be closely connected with the physiological basis of individuality. 

redirection 

I I j 
Sy1 Ry Sy 

t reflection t uncoupling 

1 exloration 1 substitution 

Sx1 Rx Sx2 

I I i 
persistence 

Figure 4. Tactical control system (after Hettema, 1979) 

The psyclwphysiology of tactics 
Most attempts to study the physiological basis of personality have postulated specific internal 
systems to regulate individual behavior. For instance, Eysenck (1967) postulated stable dif­
ferences between introverts and extraverts in the amount of cortical arousal as a function of 
emotional stimulation. The core structure regulating cortical arousal is the ascending reticular 
activation system, connecting the hypothalamus and the cerebral cortex. In additiq~ to base 
levels, ARAS functioning exhibits differences in reactivity, connected by Eysenck with in­
dividual differences in emotional stability. 

Gray (1987) emphasized differences in reactivity between introverts/extraverts ll$ well as 
between emotionally stable and labile persons. Instead of one system Gray proposed two 
separate systems for the regulation of cortical arousal, the behavioral approach syst¢m (BAS) 
and the behavioral inhibition system (BIS). Together, the two systems account for individual 
differences in introversion/extraversion and emotional stabilityllability. 

The physiology of tactics differs from the two approaches mentioned. Rather than the inter­
nal wiring of individuals, physiological reactions reflect different ways of contrqlli~g the en­
vironment. Recent developments in psychophysiology provide a basis for this approa~h. In the 
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past, one general type of physiological arousal or activation has been proposed (e.g. Duffy, 
1972), but current investigators have questioned the unitary nature of such a construct. Arousal 
has been found to be multidimensional at several levels of analysis, including the cortical 
(Hobson and Scheibel, 1980), autonomic (Lacey, 1967), and endocrine levels (Mason, 1975). 
Therefore it appears useful to consider different patterns or forms of autonomic arousal. For 
instance, in the area of emotions, different states are assumed to be associated with different 
central, autonomic, and motor patterns. According to this view, individuals may differ not only 
in the intensity of emotions, but also in the dominant zone of expression. 

In psychophysiology, emotions are currently treated as multidimensional states, and so are 
cognitive processes, like vigilance, sustained attention and effort during problem solving. 
Major models, used to explain the energetics of information processing, are multiple resource 
models (cf. Hockey, et aI., 1986). Multiple resource models assume information processing 
resources to be limited. While performing a task, individuals have the capacity of changing 
priorities, emphasizing e.g. now perceptual discrimination, now response selection. Multiple 
resource models assume individuals to be in one of many possible states at any moment in 
time (cf. Hockey and Hamilton, 1983). The dominant state an individual exhibits will be a 
function of both the individual and the situation prevailing.ln this connection, cognitive 
processes can be considered as states, when we are able to describe or conceive of the current 
pattern of information processing activity in the system. Thus, for instance, Kahneman (1973) 
has shown that processing states can be functionally identified with autonomic and somatic 
states. 

To study tactical states, the work of Pribram and McGuiness (1975) provides a general 
framework. Pribram and McGuiness proposed different processes of arousal, effort and ac­
tivation to be involved in the control of attention. Arousal is conceived as a phasic neural 
system, concerned with the regulation of input, activation is a tonic system for output 
regulaton, whereas effort coordinates input/output regulation. Conceptually there are some 
clear links with the tactical mechanisms proposed here (cf. Hettema, 1979, 1989a). Exploration 
and reflection are connected with input elaboration and are conceived as states of arousal. 
Persistence and redirection are connected with output thus requiring activation. And, finally, 
substitution and uncoupling are connected with input/output regulation through effort. 

Adaptation includes emotional reactivity as well as task-oriented information processing. 
However, as Ohman (1986) has pointed out, tasks are not the most appropriate types of 
situations for "the study of emotions. In Ohman's view, emotions are meaning-centered rather 
than task-centered, so they should preferably be studied in non-task situations. Since emotions 
are considered here to be major tactical elements, we used meaningful non-task situations to 
study them. To enhance ecological validity, tactics are studied in our laboratory with films 
representing daily life situations as stimuli (Hettema, et aI., 1989a; Van Heck, 1989). During 
films, a broad spectrum of (autonomous) physiological reactions from the subjects are con­
tinuously monitored. 

Our studies have provided evidence on the physiological nature of tactics. For instance, 
persons exhibit consistent autonomous reaction patterns in specific situations. When confronted 
with a specific situation, a person tends to develop a consistent pattern that is maintained as 
long as the situation lasts. However, a new situation may elicit a completely different pattern, 
that is equally consistent as the former (Hettema, et aI., 1989b; Geenen, 1991; Leidelmeijer, 
1991). These results reflect motivational response specificity, implying that specific patterns 
are determined by the person's interpretation of the situation, rather than by either the situation 
or the person alone (Averill and Opton, 1968; Fahrenberg, 1986). An experimental study by 
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Leidelmeijer (1991) has yielded information on the specific aspects involved. In Leidelmeijer's 
study, instructions were employed to induce different meaning patterns to the same situations. 
Through different instructions specific expectancies, values and self-regulatory strategies were 
emphasized. The results showed that instructions had been quite effective in eliciting specific 
patterns of physiological reactivity. For instance, subjects who were only partly informed on 
the films' content had higher blood pressures and higher termoregulatory reactions than those 
who had complete information. With respect to stimulus values a difference became manifest 
between positive and negative values. Positive cognitive sets elicited more thermoregulatory 
reactivity, whereas negative sets gave a rise of blood pressure, cardiovascular and respiratory 
reactions. Also, instructions emphasizing different self-regulatory strategies gave different 
effects. In a condition enhancing involvement, subjects showed increased cardiovascular reac­
tions, whereas in a detachment condition blood pressure was considerably increased. Leidel­
meijers's study favors the conclusion, that physiological reactions during films refer to specific 
states, connected with regulation and control. On the one hand, those states are subjectively 
experienced as emotions and feelings. On the other hand, they represent major ways actively 
and directedly to deal with the situation prevailing. The results also suggest that different 
individuals use different mechanisms to deal with the same situations, and that the same in­
dividuals use different mechanisms to deal with different situations. 

Tactics are conceived as temporary states that last as long as frictions are present. Studies 
by Willems (1984) and Geenen (1991) provide evidence on this aspect. In both studies 
physiological reactions were monitored in a series of situation films, while the whole ex­
periment was replicated several months later. The results of these studies showed extinction of 
physiological reactions on the second occasion. A possible explanation is habituation of tac­
tical reactivity in situations that match cognitive patterns established before. In Geenen's 
(1991) study it was interesting to note that part of the reactivity showed stability across oc­
casions. Stability was obtained especially with variables reflecting parasympathetic reactivity. 
The variables concerned exhibited considerable correlations with the dimensions forwarded by 
Eysenck: introversion/extraversion and emotional stability. Both dimensions were positively 
correlated with parasympathetic reactivity. Geenen concluded that while sympathetic reactivity 
shows all the features of transient states, parasympathetic reactivity shows dispositional charac­
teristics. Summarizing then, these studies have demonstrated that physiological reactions ob­
served during situation films exhibit general features of tactics, like locality, temporarity, and 
elicitation by meaning patterns associated with friction. 

Another line of research has been devoted to the identification of physiological patterns 
representing separate tactics. Using the film technique, Hettema, et al. (1989b) analyzed a 
number of variables with a view to identify coherent patterns of reactivity. Using 
generalizability analyses, signal detection methods and cluster analyses, we identified six con­
sistent patterns, tentatively interpreted as reflection, exploration, uncoupling, substitution, 
redirection, and persistence. Each pattern was defined with scores on four different variables: 
heart rate, T-wave amplitude, galvanic skin response level, and finger temperature. To provide 
evidence on the interpretations forwarded, we argued that tactics can be categorized into two 
groups on the basis of the level at which they operate: the cognitive-symbolic or the sen­
sorimotor-operational level. Both aspects were tested in separate experiments. A study by 
Hettema, et al. (1989c) was concerned with cognitive-symbolic tactics. At the cognitive-sym­
bolic level, tactics are primarily concerned with cognitive representations and transformations. 
The main functon of cognitive-symbolic tactics is to affect the cognitive structure governing 
behavior. In effect, they may establish a new structure that is more effective in achieving the 
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environmental transformations intended. To test this interpretation, we used cognitive tests as 
stimuli (cf. Hettema et aI., 1989c). The stimulus material consisted of different tasks, selected 
to evoke specific tactics. Hypotheses were tested concerning two types of relations. State 
elicitation hypotheses were concerned with the capacity of specific tasks to elicit specific 
states. State efficacy hypotheses referred to the capacity of specific states to yield better results 
in specific tasks. The results of the experiment showed that five out of six elicitation 
hypotheses were confirmed by the data. The efficacy hypotheses obtained support in two out 
of six cases. 

A second validation study was concerned with sensorimotor-operational tactics. Instead of 
affecting cognitions, those tactics are assumed to directly affect the situation prevailing. For 
instance, expression/exploration has the effect of emphasizing different situation elements than 
before. Substitution alters the behavior used earlier while preserving the general direction. 
And, finally, persistence re-emphasizes the goal selected earlier. All sensorimotor-operational 
tactics share one feature: they affect existing elements of the situation, without bringing in new 
elements. Accordingly it can be predicted that, compared with cognitive-symbolic tactics, 
sensorimotor-operational tactics will produce more behavior that is prototypical for the 
prevailing situation. This hypothesis was tested in a study in which the behavior of subjects 
was observed during role playing in six different situations (Hettema, 1989b). Before role 
playing, all subjects were observed with respect to physiological reactivity during films 
representing the same six situations. Patterns of physiological reactivity were used as a basis to 
predict the prototypicalIity of behavior during role playing. The tests revealed that in each of 
the six situations the average prototypicalIity score for sensorimotor-operational states ex­
ceeded the score for cognitive-symbolic states. 

Concluding this section, we have provided evidence generally sustaining our definition of 
tactical mechanisms as patterns of physiological reactivity. The evidence stems from different 
studies, including reacting to situation films, solving problems in cognitive tasks and playing 
roles in simulated situations. As a whole, then, physiological reactions offer a promising tool 
for the assesment of tactical control mechanisms. 

S1RA1EGIC CoNTROL 

Tactics are effective means in some environments, but may be ineffective in others. A new 
element enters the discussion when individuals are compelled to operate in situations outside 
their EEA. While no adequate tactical mechanisms are available, persons have to resort to 
(social) learning. When confronted with a situation, a person will take notice of environmental 
contingencies and take them into account in subsequent behavior. Direct reinforcement and 
social learning are major processes involved here. According to sodal learning theory, those 
processes establish cognitive elements like constructs, competencies, expectations, evaluations, 
and plans (Mischel, 1973). For environmental control, concepts for structuring and interpreting 
the environment as well as rules for transforming the environment seem particularly useful. 

Accordingly, situation concepts and transformation rules were selected as the major 
elements of a person's strategy (Hettema, 1979, 1989a). Through the specification of goals 
and means, strategies have the capacity to govern goal directed behavior in any situation met. 
At a more complex level, strategies involve long-term sequences of contingency-behavior 
relationships that are effective in pursuing long time life goals and accomplishing personal 
projects (Little, 1983). Strategies may be represented as formal structures containing situation 
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concepts and transformation rules as in Fig. 5. This Figure reflects strategies as transition 
matrices, representing initial situations and final situations connected by transformation rules. 

----------------------
I Final situations 

.. 
-~ 

Initial 
situation s 

SY11 
I---

SY12 
I---

SY13 
I---

-

S Yin 

SY21 

Ro . 
RYn 

Ro 

-

en 
'-
Q) 
~ 
'-
ctl 
E 
u 

+=i 
r::: 
ctl 
E 
Q) 

Cf) 

S S II Y22 Y23 SY21 

Semantic markers 

~ • Y1 
Ry 

P 

Ro Ro 

- -
'-----

\ 
\ 

\ 

\ 
\ 

\ 
\ 

\ 
\ 

\ 

Y2m S Y2n 

-
-

\ 
\ 

\ 

\-----
Ro 

-

Figure 5. Behavioral strategy represented as a transition matrix (after Hettema, 1979). 
Situations (Syl), represented with semantic markers, can be transformed into new situations 
(Sy2) through applying transformation rules (Ry). 
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Strategies have several features that, by nature, differ from the properties of tactics. First of 
all, strategies are acquired cognitive structures. They reflect competences resulting from ex­
perience. Once established, strategies are relatively stable. Strategies are goal-directed, i.e. they 
are applied intentionally to alter situations into a definite direction. As cognitive structures, 
strategies are not restricted to the situation actually prevailing. They go beyond the here and 
now and may extend over large situational domains and into the far future. Thus, they may be 
effective in governing one's development as a person and one's large scale efforts to establish 
achievements. 

For the assessment of strategies we first developed a self-report questionnaire according to 
the SR format (cf. Endler et al., 1962). The questionnaire contained short descriptions of daily 
life situations accompanied by response alternatives to be rated with respect to probability of 
occurrence. With this instrument, the predictive validity of strategies in interpersonal situations 
was studied (Hettema, 1984) 
As a 'criterion I used data collected through observation in role playing situations. The results 
were positive and indicated that behavior could be predicted quite well. However, a closer 
analysis of the data revealed that the positive findings could to a considerable extent be 
explained by general, super-individual factors, rather than individual strategies. To explain 
these results, I argued that if social learning processes are major determinants of strategies, 
individuals with the same background will tend to exhibit the same type of strategic com­
petence. Thus, I forwarded the hypothesis that shared competence had been the decisive factor. 
In addition to competence, strategies reflect intentionality, an aspect that is assumed to add an 
individual component to strategies. Strategies are concerned with goals to be attained as well 
as means to materialize goals. I suggested that both aspects should be separated in strategic 
assessment (Hettema, 1984), to allow for conclusions to be drawn on each aspect separately. 
This reasoning was the basis for developing a new technique, the SRS-questionnaire (Hetteina 
and HoI, 1989). With this instrument, subjects obtain short descriptions of concrete situations 
(S) and are asked to indicate what actions (R) they would take when confronted with those 
situations. As a result of each action, a new situation (S) is assumed to be established that may 
or may not be idential with the initial situation. The SRS-questionnaire has been developed on 
the basis of separate studies, defining situation concepts (Van Heck, 1989) and transformation 
rules (Hettema, 1989c). The SRS-technique answers basic requirements of internal consistency. 
Several aspects of strategies have been studied with this questionnaire. Major issues include: 
the acquired nature of strategies, the effects of learning and experience, the equifinality of 
strategies, the stability of goal preferences, and connections with classical personality 
variables, particularly temperament. 

First of all, we directed attention at the acquired nature of strategies. Begeer (1984) studied 
strategies of managers in an organization faced with leadership problems. First he identified a 
number of situations typically causing leadership problems to occur. Then, Begeer developed 
an SRS-questionnaire and applied it to a sample of managers. He~ found that, on the average, 
the managers tended to overemphasize control as an aspect of intentionality. As a remedy, part 
of the sample followed a management course with the specific aim to alter their strategies. 
Mter training, the SRS-questiQnnaire was administered again to detect strategic change. The 
managers appeared to have shifted their intentionality, in that they had become more inclined 
to create good relationships with their associates and less inclined to demonstrate authority. 

A second investigation was concerned with strategies applied in social case work. This 
study was done by Dooremalen (1984), who asked experts to describe problematic situations 
occurring frequently during counselling interviews. Then, he developed an SRS-questionnaire 
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for the assessment of strategies in that specific domain. To evaluate the effects of training and 
experience, the questionnaire was administered to a sample of experienced social case workers 
and to a sample of students. The results showed, that while students were primarily concerned 
with collecting information, the experts tended to establish viable relationships with their 
clients. Both studies reveal a sizable influence of learning and experience upon intentionality 
structures revealed in strategies. 

The SRS-questionnaire not only provides information on a person's actions in concrete 
situations. Through applying a special set of rules (Hettema, 1989c), it is possible to 
extrapolate the results and obtain information on the goal situations the person prefers as well 
as the goal situations he/she dislikes. Thus, the questionnaire offers the opportunity to test the 
hypothesis of equifinality, i.e. the convergence of preferred goal situations starting from dif­
ferent initial situations. This hypothesis has been confirmed in several studies (Hettema and 
HoI, 1989; HoI, in preparation). In these studies, subjects exhibited definite preferences for 
situations, relatively irrespective of the situation actually prevailing. 

The stability of situation preferences has been tested in a recent study by Timmermans (in 
preparation). With the SRS-technique, Timmermans compared preferences of company 
executives over a period of more than a year. Using generalizability analysis, he obtained 
values in the high .80's, reflecting a high degree of stability. It may be concluded then, that 
individual differences in strategies are manifested first and foremost in individual preferences 
for situations. 

To explain these results, the hypothesis was forwarded that situation preferences are deter­
mined by innate biological determinants reflected in temperament. This proposition has been 
tested in a study by Van Heck, et al. (1990). The results revealed several moderate but sig­
nificant connections. between individual situation preferences on the one hand, and 
temperament dimensions like emotionality, introversion/extraversion, impulsivity, 
thrill/adventure seeking, and disinhibition/experience seeking on the other. These results reflect 
the influence of biological factors upon a specific aspect of strategies: situation preferences. 

Strategic-Tactical Cooperation 

Strategies and tactics are conceived here as basic systems regulating person-environment tran­
sactions. Together, their functioning provides the basis for an individual's behavior in any 
situation met. More clarity on strategic-tactical cooperation may be obtained from a formal 
conceptualization of the person-environment interface. Such a conceptualization is provided in 
Hettema (1979) and Hettema and Kenrick (1989). The major features are represented in Figure 
6. 

Figure 6 summarizes the structures postulated at the person-environment interface to govern 
behavior. The structure allows for top-down as well as bottom-up processing to occur. Three 
process levels account for the major relationships involved: the cognitive-symbolic level, the 
control level and the sensorimotor-operational level. All three levels are assumed to be in­
volved in any type of behavior occurring, but the sequence of events may exhibit considerable 
variation. For instance, the onset of behavior may be located either in the person or in the 
situation prevailing. The person may have the intention to attain some result in the environ­
ment. He may develop a plan and act according to that plan to materialize his goal. In this 
sequence, the onset of behavior is located at the cognitive-symbolic level and the (cognitive­
symbolic) strategy will be activated first. The sfrategy determines actions to be executed at the 
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sensorimotor-operational level. This sequence provides an example of top-down processing. 
On the other hand, the environment may provide the first impetus. The prevailing situation 
may offer a challenge or threat to the person, who will mobilize his resources to cope with the 
situation. In that case, the onset of behavior is located at the sensorimotor-operational level. 
Subsequently, at the cognitive-symbolic level, the situation will be represented and a strategy 
may be designed to counteract situational challenges. This sequence of events reflects bottom­
up processing. 
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Figure 6. Strategies and tactics governing overt behavior 
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The two levels of the system outlined thus far are conceived as parallel levels, i.e. events at 
the sensorimotor-operational level have their counterparts in elements at the cognitive-sym­
bolic level and vice versa. They will function appropriately as long as no discrepancies bet­
ween the two types of elements occur. However, in real life, the levels may not be assumed to 
be completely compatible. Discrepancies will occur frequently, causing unbalance to occur 
between the two levels. The tliird level, control, is postulated to deal with discrepancies. Con­
ceived as an intermediate relay level, it has the capacity of affecting the other two. At this 
level, discrepancies between cognitions and events activate tactical mechanisms. Tactics may 
affect either situational events or strategic elements, with a view to achieve a balance between 
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the two. As a result, behavior is seen as an ongoing stream of person-situation transactions, 
affected by characteristics of of the person and the situation. On the person side of this 
process, the major structures involved are strategies and tactics. Their cooperation is primarily 
conceived as complementary. 

Needless to say, to test this conception of person-situation transactions is far from simple. 
For instance, while a person is acting in a situation it is hard to indicate precisely, what struc­
ture will be involved at any moment in time. To solve this problem we argued, that, in the 
course of behavior, both strategies and tactics will generally play some part. Thus, we decided 
to predict individuals' overt behavior in concrete situations on the basis of information on 
strategies as well as tactics (Hettema, 1989b). In that study, strategies for a number of 
situations were assessed for 118 subjects completing an SRS questionnaire. Each strategy 
yielded information on preferred classes of behavior and non-preferred classes of behavior. 
Subsequently, 56 subjects drawn at random from the original sample were confronted with 
situation films for the assessment of tactical reactions. The tactics obtained yielded new sets of 
behavior preferred and non-preferred. Thus, on the basis of strategic as well as tactical infor­
mation, predictions of overt behavior were derived for each subject separately in each 
situation. To test those predictions, the behavior of a sample of 33 subjects was observed 
during role playing in simulated real life situations. Although the sample was rather 
homogenous, clear relationships were found between behaviors predicted and behaviors ob­
served. We concluded that the data had provided empirical support for the conception of 
strategic-tactical cooperation forwarded. 

Individuality 

Thus far, I have presented two general structures, presumably reflecting biological and social 
determinants of personality. A major question to be asked here refers to the conception of 
individuality within this framework. In general, it can be stated that phenotypic individuality 
involves genotypical structures as well as environmental effects. Earlier I referred to the work 
of Plomin, et al. (1977) and Plomin (1986), suggesting two major relationships between 
genotypes and environments: genotype-environment correspondence and genotype-environment 
interaction. However, thus far, those concepts are mainly based on macro-analyses in the con­
text of behavior genetics. They do not provide an answer to the question, how they operate in 
a single person to establish his or her individuality. For defining individuality at the micro­
level, we need a further conceptualization of how genotypic and environmental factors interact. 
A first notion may be based on the processes involved in personality development. 

Initially, personality development will be governed mainly by the genotypic structures of 
the individual. Genes control behavior and continue to do so during ontogenetic development 
(Rowe, 1989). Usually, in early childhood, relationships with situations will be governed 
predominantly by genotype-environment correlation, i.e. correspondence between genotype and 
environment. Genotype-environment correlation can take different forms, like passi~e, active 
and reactive correlations (Plomin, et ai., 1977). As a result, some environments are w:ell suited 
to particular individuals but poorly suited to others. In the present conception, the major 
aspects of behavior determined genetically are tactics. Accordingly, tactics are assumed to be 
influential determinants of genotype-environment correlation. Tactics are effective means to 
establish and maintain control. However, in addition, the nature of the environment is a major 
issue. Some situations will be controlled more effectively by some tactics than others. For 
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instance, in some sports persistent effort may be most effective, whereas in doing exams 
reflection may provide the best tactic. A major thesis of the present approach is that in­
dividuals will develop preferences for situations that can be controlled on the basis of their 
tactical endowment. Accordingly, individuals with different genotypes are sorted into different 
environments (Scarr and McCartney, 1983). 

This picture may be maintained as long as persons are allowed to occupy their favored 
environments. However, obviously, society requires persons to go well beyond the borders of 
their environments of evolutionary adaptedness. For instance, in our culture, children are sup­
posed to explore new environments, to get friends, to attend schools, to look for jobs, etc. 
Some of the new environments may suit the individual from the beginning but others are hard 
to master. New environments require specific concepts to be recognized and specific rules to 
be effectively dealt with. Person modification and learning are the major processes for ac­
quiring the necessary elements. Strategies governing behavior in those environments provide a 
basis for explaitiing genotype-environment interactions. Strategies offer the opportunity to 
directedly transform situations, i.e. to transform unwanted situations into more desirable 
situations. However, strategies are far from neutral with respect to genotype. As our studies 
have demonstrated, strategies exhibit equifinality and directional bias. Thus, for instance, some 
persons may tend to transform many situations into an enjoyable get-together, others into an 
intellectual dispute, and still others into a quarrel. This directional bias is explained here as an 
outflow of situation preferences based on genotypes. 

Summarizing then, a person's individuality is multiply determined, reflecting biological as 
well as social determinants. Biological factors are largely responsible for the more fluid 
aspects of personality, whereas social factors are the main basis for crystallization to occur (cf 
Fig. 7). 

[Genotype] Fluid 
Personality 

Information processing, 
emotions, 
tactics 

Figure 7. Fluid-crystallized conception of personality 

Crystallized 
Personality 

Expectancies, 
plans, values, 
strategies 

[Phenotype] 
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Prospects 

In view of the different adaptive functions postulated for biological and social determinants, 
separate assessment seems mandatory to obtain a true sense of a person's individuality. First 
of all, the attention should be focussed on genotype assessment. For the assessment of 
genotypes, our studies provide a basis to use multiple indices. Genotypes may be characterized 
by preferences for using specific tactics as well as preferences for obtaining specific situations 
in strategies. There is evidence sustaining both claims. A study by Buss et al. (1987) has 
provided evidence on tactical preferences. Studying the tactics people employ to elicit and 
terminate actions of others, they found consistent differences between individuals. In their 
view, individuals exhibit 'preferences' to use some tactics rather than others, depending on 
their genotypes. For instance, while trying to get others to do something, some individuals will 
use charm, others will coerce and still others will attempt reasoning. The differences obtained 
were clearly related with standard dimensions of temperament. Accordingly, Buss et al. (1987) 
postulated a relationship with natural selection as emphasized by evolution theory. As regards 
situation preferences, evidence has been obtained from the study by Van Heck et al. (1990). 
As indicated before, that study revealed several links with standard dimensions of 
temperament, suggests that situation preferences are likewise based on hereditary factors. More 
definite proof of the relationships postulated here may be obtained by studying tactical 
preferences as well as situation preferences with identical twins as subjects. 

As a next step, the attention may be focussed on genotype-environment correspondence. A 
major hypothesis to be tested here is that individuals will prefer situations for which control is 
offered by their preferred tactics. Evidence for this assertion may be obtained by 
demonstrating the effectivity of specific tactics for dealing with specific situations. The 
hypothesis is currently studied in our laboratory, using computer simulation of tactics 
operating in specific situations as a major tool. 

The third logical step to be taken involves the study of genotype-environment interaction, 
referring to the differential effects of the same environments upon persons with different 
genotypes. The study of genotype-environment interaction may be based on genotype as­
sessment as discussed earlier. Subjects assessed with respect to genotypes may be confronted 
with specific situations, e.g. through role playing, to test the effects wanted. Major effects are 
expected with regard to the strategies they use in the domains to which those situations 
belong. Strategies from genotypically different subjects may be compared to obtain infor­
mation on genotype-environment interaction. 

A final issue of individuality refers to the relationship with phenotypical personality as 
conceived by classical personality theory. aearly, the conception of individuality developed in 
this paper differs from classical approaches emphasizing structural dispositions of personality. 
Instead of traits, I have emphasized systems involved in the regulation of person-environment 
connections. However, I have also stressed several structural properties that may provide a 
basis for comparing both approaches. For instance, the goals persons strive for are a major 
aspect of individuality in the present view. The notion that goals are salient characteristics of 
their personalities has been forwarded in recent publications (cf. e.g. Read et aI., 1990). This 
notion may eventually offer an opportunity for exploring relationships with phenotypes as 
exemplified in current personality factors. 
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Throughout the history of personality psychology, enthusiasm for the social and biological 
determinants of individuality has waxed and waned in opposition to each other. When em­
phasis on social factors was popular, interest in biological factors was minimal, and vice versa. 
Currently, however, there appears to be a 'coming together' of the social and biological views. 
As evidenced by this international workshop, there is now the beginning of dialog on how to 
best integrate the social and biological perspectives on human nature. I believe this attests to 
the maturation of our science, in that formerly divergent lines of explanation and understan­
ding are now converging and integrating. Moreover, this also represents the next great chal­
lenge for the science of personality. That challenge concerns how to best integrate the social 
and biological approaches to personality. What will an integrated perspective look like? How 
will a common framework be built out of such seemingly opposed perspectives? What will be 
the key themes and constructs that bring together and bridge the social and biological foun­
dations? 

The paper by Hettema presents his vision of a common framework for integrating the 
social and biological views of individuality. Hettema's integrating themes are adaptation and 
regulation. The theoretical constructs that operationalize these themes are strategies and tactics. 
My commentary will be organized around these key themes and constructs. I will first 
elaborate on Hettema's ideas, emphasizing the originality and usefulness of these themes and 
constructs in conceptualizing personality. I will also attempt to expand on the topics of adap­
tation, regulation, strategies and tactics. And finally, drawing on what I find implicit in Het­
tema's views, I will suggest how the metaphor of ecology might be used as one guide to our 
thinking about the integration of social and biological perspectives on personality. 

Overview 

As an overview, let me mention that the starting point for Hettema is very different from that 
of more traditional personality theorists. Biologically-minded theorists have traditionally em­
phasized individual differences in reactivity to the environment. For example, individuals with 
strong nervous systems (Pavlov), or Extraverts (Eysenck), or Reducers (Petrie, Vando), or low 
reactivity persons (Strelau) generally show diminished responses to environmental stimulation. 
For Hettema, however, the emphasis is not on diminished reactivity per se, but rather on how 
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that diminished reactivity becomes reflected in attempts to control the environment. At first 
this distinction appears subtle. But it is an extremely important shift of emphasis,· one that 
opens up a new perspective on individuality. For example, the diminished reactivity of the 
extravert is, for Hettema, part of a whole system of regulating forces that function together to 
achieve social and biological adaptation. Because of this difference in emphasis, Hettema does 
not present us with a static trait model of personality. Instead, Hettema provides us with a 
more systems-oriented view of individuality, proposing that personality is the product of 
interacting regulatory systems that exist to achieve adaptive control over the environment. 

As a consequence of Hettema's emphasis on adaptation and regulation, his perspective does 
not emphasize content-bound personality constructs like like extraversion or neuroticism. Nor 
does his perspective deal with the traditional issues of content-bound personality psychology, 
such as consistency and stability. In fact, Hettema's perspective shows little emphasis on the 
concept of individual differences. Instead, his point of view emphasizes more process-bound 
constructs like strategies and tactics for adaptation. Because of this, there is an emphasis on 
function rather than on content. That is, Hettema is more concerned with how persons in 
general function in their environments than with how they differ from one another. Qearly, 
people DO differ from one another in how they function, but the emphasis for Hettema is on 
the functional units and the mechanisms of adaptation. After we first understand these 
functional units (e.g., tactics and strategies) then we might seek to understand individual dif­
ferences in how people function. We might also explore the connection between individual 
differences in strategies and tactics and the traditional trait or motivational dimensions of per­
sonality. But for Hettema, the guiding theme is that personality is first and foremost adap­
tation, not individual differences. 

Adaptation 

The environment consistently challenges humans to adjust to changing demands. This theme 
of adaptation may be examined using different time frames. Over an extremely long time 
period, such adaptation to environmental demand is called evolution. Through the process of 
natural selection, evolution has shaped human morphology, physiology, and behavior to reflect 
adaptation to environmental pressures. Regardless of whether such pressures are operative 
today, it is obvious that certain acquired adaptive characteristics ARE present. Natural selec­
tion has, in some ways, prepared us for a world that is different from the one in which we 
currently live. Social learning and culture have altered or erased some previous environmental 
demands while introducing new demands for adaptation. Nevertheless, understanding the social 
and biological factors involved in long-term adaptations -- the domain of evolutionary 
psychology -- is an important part of Hettema's overall perspective. Social and biological fac­
tors are thus integrated even in understanding long-term adaptation. 

Employing a more moderate time frame -- the time frame of a single human life -- we see 
in Hettema's work an emphasis on integrating the social and biological determinants of adap­
tation. During development people acquire values, they learn social roles, they develop scripts 
and plans for achieving goals. These and other social factors influence how people adapt to 
environmental demands. What one values, what social role one occupies, what culture one 
grew up in, etc .... all influence how one thinks about, classifies, and reacts to environmental 
events. For example, if a person grew up in a culture that permitted or encouraged polygamy, 
then perhaps jealousy would be a less likely adaptation to sexual infidelity. Hettema points out 



STRATEGIES AND TACTICS FOR PERSON-SInJATION INTERACTION 167 

how, due to such cultural and social factors, humans are extraordinarily flexible in their 
abilities to adjust and adapt to environmental demands and life events. Nevertheless, he points 
out how biology may put limits on the influence of social factors in adapting to life events 
over the life span. 

Employing an even shorter time .frame -- the time frame of a single stimulus-response event 
-- we again find in Hettema's perspective an emphasis on the integration of social and 
biological determinants of adaptation. For example, there are certain classes of releasing 
stimuli that trigger a specific response or action tendency. Nevertheless, even here Hettema 
holds that social factors play a role. Social learning may influence how people come to recog­
nize and classify stimuli or situations. Cultural knowledge may be acquired and applied to new 
or unfamiliar situations, determining in part even one's immediate physiological response. The 
growing field of social psychophysiology (e.g., Cacioppo and Petty, 1983) contains numerous 
examples of physiological perspectives on social phenomena. 

At all these differing time frames of adaptation, we see in Hettema an emphasis on the 
transaction between social and biological influences. Over long-term adaptation we see a tran­
saction between what evolution has prepared us for, and what contemporary culture presents 
us with. Over the individual life span, we see the important role of social learning in adapting 
to life events, but such adaptations also interact with biologically-based sensitivities to specific 
classes of stimuli. During short-term reactions to events, we see a transaction between 
biological responsivity and the acquired social or personal meaning assigned to specific events, 
situations, and stimuli. Thus, regarding the key theme of adaptation, Hettema's theory em­
phasizes the transaction between social and biological processes that combine to influence or 
shape adaptation. The next major theme in Hettema's work concerns how adaptation is 
achieved by regulatory systems. 

Regulation 

For Hettema, personality is the product of regulatory systems. These systems exist for the 
regulation of everyday life. In its broadest sense, regulation occurs at the interface of the per­
son (P) and the environment (E), and refers to different ways that persons interact with their 
environments. There are two broad categories of regulated P by E interactions; one kind of 
interaction concerns the correspondence between characteristics of persons and characteristics 
of the environment, with the emphasis on selection or choice. The other category of P by E 
interaction refers to modifying or altering the environment, with emphasis on how persons can 
evoke change or transformations in their environments. 

The first type of P by E interaction - the selection of situations - has both a long and a 
short history in personality psychology. For decades we have assumed that people's traits and 
temperament were fixed or highly stable over time. Consequently, in such applied personality 
fields as personnel selection or vocational counseling, the effort was to match the right person 
to the right environment. For example, in employee selection, the effort is to analyze the 
demands of the work environment then select the person with the appropriate combination of 
attributes to match that situation. The assumption is that, since the person will not change, we 
better get them into the right environment, the environment that matches their personal at­
tributes. 

More recently, personality psychologists have begun examining situational selection in 
everyday life. In some of my own research (Diener et aI., 1984) we have used the daily ex-
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perience sampling technique to explore how people spend their time in everyday life and the 
kinds of situations they choose to enter. We were interested in whether people spend time in 
situations that are congruent with their personalities. We had people carry beepers throughout 
their daily life, and these beepers went off randomly twice a day for 6 weeks. When the 
beeper went off the person completed a brief report indicating the type of situation they were 
in. We asked, for example, whether they were alone or with other people, whether they were 
working or having fun, whether they were doing something unusual or something typical and 
ordinary. We then calculated how often, over the 6 week period of twice-daily reporting, that 
we 'caught' each person in each kind of situation. We then used standard personality question­
naires to see if the subjects' personalities were related to the situations they most frequently 
choose to enter. We found, for example, that extraverted subjects were more often in social 
situations and, when recreating, chose social forms of recreation (e.g., team sports) more often 
than solitary forms of recreation (e.g., swimming, running). Persons with high need for 
achievement were in work situations more frequently than persons low in need for 
achievement. More recently, in a data set just gathered using similar methods, we found that 
persons high on sensation seeking spent more time in unusual or novel situations, and persons 
high on a measure of depression spent more time alone. 

In another study of ours (Emmons et aI., 1986), we found that freedom of choice is an 
important issue in understanding situational selection. That is, people oftentimes HA VB to be 
in certain situations. Based on previous decisions and commitments, people often find themsel­
ves having to enter situations where they feel they have little choice. For example, the student 
who is working late at night in the library studying for an exam the next day might say that he 
has little choice in the matter. On the weekend, when he is playing football or reading a novel 
at home he might say he has a lot of choice. We repeated our daily sampling study, but this 
time added a question about the degree to which the subject felt they freely chose to be in that 
situation at each daily report. We found that personality showed much stronger effects on 
situational choice when examining those times where the person indicated feeling some choice 
for being in that situation. Personality exerts more of an effect on situational selection when 
the person has some freedom of choice. 

But freedom of choice is always a matter of degree, and much of our daily lives are spent 
in situations in which we do not directly and explicitly choose to enter. We have commit­
ments, duties, responsibilities to others, and these often remove the element of regulation 
through situational selection. This does not, however, mean that regulation stops. As Hettema 
points out, people interact with their environments by altering or manipulating the situation, 
even the ones they are forced to enter. Persons may directly evoke responses from their en­
vironments, thereby altering the situations in which they find themselves. In fact, personality 
maybe stable, in part, because people often re-create similar situations over time. For example, 
in a paper by Wachtel (1976), he discusses the case of a man who has difficulty maintaining 
relationships with women. The man explains that every woman he becomes involved with 
turns out, after awhile, to be a nagging, emotional, complainer. But Wachtel goes on to ask: 
"What does this man do to evoke the nasty side of every woman he encounters?" Wachtel 
draws on the psychoanalytic notion of the repetition compulsion to discuss the concept of 
situational manipulation. That is, some people repeatedly create or evoke the same kinds of 
problematic interpersonal situations with different persons in their lives, evoking in different 
people the same kinds of conflicts and interpersonal tensions. In a sense, even the 
psychoanalytic concept of transference refers to situational manipulation, where the patient re­
creates past interpersonal problems in the current interpersonal situation. 
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These psychoanalytic concepts are useful to the extent that they provide examples of 
regulated (or disregulated) P by E interactions. As discussed by Hettema, there are many other 
forms of situational manipulation. For example, people cognitively transform situations. Dif­
ferences in how people interpret situations may influence how they respond. Even when 
confronted with identical stimuli, people will often 'see' different things. For example, in 
some of my research (Larsen et aI., 1987) we have demonstrated meaningful individual dif­
ferences in how people interpret or cognitively manipulate stimuli. We had subjects look at 
photographic slide images of emotional scenes, such as unpleasant war scenes and pleasant 
scenes of children playing. We were interested in differences between high and low emotional­
ly reactive persons, in terms of how they cognitively construe emotional stimuli. We asked 
subjects to write down what they were thinking about when they first looked at the slides. 
These thought listings were then coded along a number of dimensions by independent raters. 
We found that emotionally reactive persons (as determined by a questionnaire) tended to per­
sonalize the stimuli, whereas emotionally non-reactive persons remained more objective in 
their construals of the stimuli. For example, in response to a scene of a child with a severe 
head wound, one emotionally reactive person went on to describe how he once had such a 
wound, how painful it was for him, how frightened it made his mother, and so on. In response 
to the same slide image, a low emotional person went on to describe the vascular anatomy of 
the head and listed several facts to explain why head wounds bleed more than peripheral 
wounds. Clearly, these two persons did not 'see' the same stimuli; they cognitively 
transformed the objective stimuli such that it represented different subjective situations. 

In a more recent study (Larsen, 1992), I examined how high neuroticism subjects transform 
information about their health situation. Neuroticism is consistently associated with inflated 
health complaints. In this study I found that high neuroticism subjects selectively attend to and 
encode minor aches and pains, and, when asked to recall their health status, they also selec­
tively recall things as being worse than when they were actually experienced. So when you 
ask a high-N person how they have been feeling lately, you are likely to get information about 
their health situation that has been twice transformed; once by selective perception, and once 
by selective recall. 

The regulation of situations is a key element in Hettema's perspective. He differs from 
other regulation-based theories precisely because his emphasis is on how people regulate and 
control their environments, NOT on how they control themselves or their internal states. Oear­
ly, one's behavior, environment, and internal states are interrelated, such that if one is 
manipulated changes in the others are likely. Nevertheless, Hettema emphasizes the tactics and 
strategies for environmental control. Let me turn now to a discussion of tactics and strategies. 

Tactics and Strategies of Person-environment Interaction 

Regulation of the environment is achieved, according to Hettema, by tactics and strategies. 
Tactics are respondant acts evoked by a mis- match between the person's goals and the state 
of affairs. As respondant acts, tactics represent phasic reactions to events, much like emotions. 
Also like emotions, tactics serve the functions of interrupting behavior, directing attention, and 
initiating new behavioral action tendencies. Also like emotions, tactics are always evoked in 
response to the meaning attributed to events. The meaning of an event comes from how one 
represents that event vis-a-vis one's goals. Tactics are distinguished from emotions, however, 
in that tactics represent attempts to control the environment. Although tactics are autonomous 



170 RANDy J. LARSEN 

and respondant, Hettema nevertheless stresses their functional role in terms of regulating the 
environment. So, for example, the tactic of exploration refers to seeking different modes of 
interacting with the environment. The tactic of redirection refers to changing goals when one 
goal is unattainable. Some tactics directly affect the situation, others affect how one thinks 
about the situation. In either case, the function of tactics is to achieve control over the 
situation. 

One of the more intruiging aspects of Hettema's work is the incorporation of 
psychophysiological techniques in the study of tactics. One would not normally hope to dif­
ferentiate such states as exploration and redirection using physiological measures. Never­
theless, using carefully designed films to elicit specific tactics, Hettema and colleagues have 
been able to discriminate tactical reactions using a multivariate battery of psychophysiological 
measures. Such measures are sensitive not only to emotional reactions, but also to cognitive 
activities such as whether one is shutting out or taking in information from the environment, 
whether one is processing information, and whether one is sustaining attention. By carefully 
considering cognitive and behavioral elements of each tactic, Hettema suggests that patterns of 
physiological response can be identified for each. Tactics thus represent the biological­
ly-grounded phasic adaptations to disturbances between what the person wants and what the 
environment offers. Although biologically-based, tactics are responses to the MEANING of 
situations, which may be socially determined. 

Strategies refer more to operant than respondant acts. Strategies are acquired competencies 
that function to transform situations in accordance with one's goals or projects. There is much 
recent work in personality psychology that emphasizes personal projects (Little, 1989) or life 
tasks (Cantor,l990) and the strategies that people use to reach their goals. Fulfilling one's 
personal projects involves controlling the environment. Hettema presents several studies 
showing that one strategic mechanism is the preference for selecting specific environments. 
Other studies will undoubtably explore other formal mechanisms whereby people pro-actively 
alter their environment such that outcomes become consistent with goals. 

One assumption implicit in Hettema's view is that things always go well, that regulation is 
homeostatically achieved. We might wonder, though, about the possibility of dis-regulation 
and dis-order in the personality system. Clearly, not everyone is healthy, happy, social, and 
productive. Things sometimes go wrong in personality functioning, and it would be interesting 
for Hettema to speculate about the possible sources of personality disorders. Nevertheless, by 
providing us with a detailed characterization of the elements of regulation and adaptation, it 
would not be too difficult to identify the routes to dis-regulation and mal- adaptation. 

Persons in Environments 

Hettema's perspective on personality is, in the broadest sense, about relations between persons 
and environments. His concerns are with how persons adapt to and regulate their behavior in 
the face of demands from the environment. This stimulated me to think about the metaphor of 
ecology. As a science, "Ecology is the study of the interrelationships between organisms and 
their environment." (Emmel, 1973, p. 2). Isn't this what Hettema is talking about, how persons 
interrelate with, respond to, and modify their environments? Isn't he concerned with what 
individuals require from their environments, what they can and cannot tolerate from their 
environments, how they function within their environments? If so, might not some of the 
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concepts, models, and methods of ecology prove useful in expanding and elaborating on Het­
tema's foundation? 

Personality psychology borrows methods, concepts, and analytic strategies from many 
different disciplines. For example, evolution, genetics, and physiology are all disciplines that 
have been fruitfully drawn upon by personality psychologists. The science of ecology, 
however, has been relatively neglected by personality psychologists. Yet, if we are truly 
interested in the interrelationships between persons and their psychological environments, then 
perhaps ecology can provide us with a metaphor for conceptualizing these relationships. Let 
me tum to a few of the concepts and ideas of scientific ecology, and speculate .about how they 
might be applied to the perspective on personality that Hettema provides. 

Although there is a branch of evolutionary biology known as behavioral ecology, this dis­
cipline tends to ignore the psychological dimensions of persons and environments in mapping 
behaviors onto environmental characteristics. What I want to suggest is that we look at the 
psychological aspects of both persons and environments in conceptualizing the notion of 
psychological ecosystems. A psychological ecosystem would consist of the psychological 
resources, opportunities, as well as stressors present in the environment, combined with the 
psychological needs, motives, traits, abilities, and sensitivities of the persons present in that 
environment. The emphasis must be on the psychological aspects of both persons and environ­
ments. Then some of the ideas and principles of ecology might be employed to search for 
orderliness in the relation between components of the psychological ecosystem. For example, 
people do not distribute themselves randomly in environments. Situational orderliness exists in 
that there are different psychological habitats, each requiring different adaptive strategies, 
different psychological abilities, and satisfying different psychological needs. We might bor­
row the ecological concept of stratification to think about how different persons disperse 
within the situations available in an environment. The idea of situational selection discussed 
above might be thought of as a form of psychological stratification, and approached the way 
an ecologist approaches biological stratification. Instead of thinking about the stratification of 
species, we would think about the stratification of persons with different personalities, dif­
ferent abilities, different needs, etc. within the psychological ecosystem. 

There are other analogies to be found within the ecological model. For example, there may 
be some psychological analogy to the food chain concept. This concept refers to orderliness in 
the metabolic resource exchange within an ecosystem. We might think about the transfor­
mation and exchange of psychological resources that occurs in a psychological ecosystem. 
Persons not only have a need for food, but they have psychological needs and motives as well. 
Environments not only provide food, but they offer opportunities for need satisfaction and 
other psychological resources as well. In a sense, psychological energy may be transformed 
and exchanged much like physical energy is transformed and exchanged in food chains. Ad­
ditionally, we might think of strategies for extracting psychological resources from an environ­
ment as operating much like strategies developed for extracting food from the environment. 
Qearly, different animals have evolved different strategies and mechanisms for extracting 
nourishment from the environment. It seems likely that persons have also evolved different 
mechanisms and strategies for extracting psychological resources from the environment. Also, 
in the sense that some species are more efficient than others at extracting food from particular 
environments, it may be that some persons are more efficient than others at extracting 
psychological resources from particular environments. Like the ecologist studies specialized 
adaptive strategies, the personality psychologist, as Hettema suggests, might study different 
strategies for psychological transaction with the environment. What is it about some strategies 
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that make them work better than others? In the sense that different feeding patterns lead to 
dispersal and distribution of species, it might be that different abilities for need satisfaction 
from the psychological environment lead to dispersal and distribution of persons. 

Ecology has developed ways of describing environments as communities which, although 
differentiated, form complete systems. Ecological communities may be characterized in a 
variety of ways, such as species dominance, productivity, carrying capacity, and succession. 
Perhaps some of these concepts might be 'psychologized' and used to view psychological 
ecosystems. For example, do certain psychological environments show succession in the sense 
that changing conditions provide for replacements of some psychological resources with 
others. 

The science of ecology has also developed ways for conceptualizing and assessing al­
terations of environments, whether intended or unintended. aearly, people manipulate their 
physical environments and, as discussed above, they manipulate their psychological environ­
ments. Perhaps some concept like environmental impact might be useful in thinking about how 
persons manipulate or evoke psychological changes in various situations. For example, pol­
lution of the physical environment may have its analogy in the destruction of a situation's 
ability to provide psychological resources. People may modify a situation to make it MORE 
stressful, as might occur in certain self- defeating neurotic behavior patterns. 

Summary 

In summary, Hettema links biological and social processes together in his theory of per­
son-environment regulation. This regulation is achieved through tactics, which Hettema con­
ceives as primarily biological, and strategies, which he conceives as primarily socially deter­
mined. Implicit in his view, though, is the notion that social and biological influences are 
present in both tactics and strategies and at every level and every time frame of adaptation. It 
seems likely that we will not achieve a psychological understanding of biological processes 
without considering social influences. For example, we will not understand a person's 
physiological response to some stimuli without knowing the meaning attributed to that stimuli. 
Similarly, we will not understand social learning processes without knowing the constraints 
imposed by biology. For example, some situations may foster particular forms of social lear­
ning, yet if a person's biological constitution provides them with an aversion to such 
situations, then social learning will be constrained for that person. By focusing on the interface 
of the person and the environment Hettema provides us with the beginings of a framework for 
integrating biological and social perspectives on individuality. 
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Abstract 

The science of individual differences and the science of human nature have remained separa­
ted since the days of Galton and Darwin. This paper proposes a model of strategic individual 
differences that integrates the two. The core of the model contains two essential propositions: 
(1) different individuals confront recurrently different adaptive problems, determined in part 
by their own personalities and by the personalities of significant others inhabiting their social 
environment; (2) individuals differ in the behavioral strategies they deploy to solve species­
typical adaptive problems. I illustrate this model of strategic individual differences with an 
analysis of the problem of mate retention, and examine the role of personality in creating and 
solving facets of this adaptive problem. Discussion focuses on an evolutionary personality 
psychology that proposes new strategic units of analysis, integrates human nature and individ­
ual differences, and synthesizes "biological" and "social" determinants of personality func­
tioning. 

Introduction 

Historical partitioning in psychology has separated the study of individual differences from the 
study of species-typical psychological functioning (d. Cronbach, 1957). These separate lines 
may be traced back within "biological" approaches to Francis Galton (1865) who focused on 
individual differences and their possible heritable basis, and to Charles Darwin (1859) who 
concentrated on species-typical adaptive characteristics. The modem forms of this split include 
the fields of behavioral genetics and personality psychology, which concentrate heavily on 
individual variation, and evolutionary psychology, social psychology, and cognitive psycholo­
gy, which tend to focus on species-typical mechanisms. These divisions have had two unfor­
tunate consequences: (1) conceptually isolating the study of individual differences from theo­
ries of basic psychological functioning, and (2) isolating theories of psychological functioning 
from understanding the important role played by individual differences. 

I believe that evolutionary personality psychology (Buss, 1991) provides a coherent theoret­
ical framework for accomplishing the central goals of this conference - integrating human 
nature and individual differences and explicating "social" and "biological" determinants of 

175 

J. Hettema and I. J. Deary (eds.), Foundations ojPersonality, 175-189. 
© 1993 Kluwer Academic Publishers. 



176 DAVID M. Buss 

personality. This framework requires several key components, including: (1) new units of ana­
lysis for personality psychology, namely evolved psychological mechanisms and behavioral 
strategies; (2) placing personality in functional context; (3) understanding the role of per­
sonality in both creating and solving adaptive problems; (4) jettisoning misleading dichotomies 
such as "biological v. social" or "nature v. nurture" or "innate v. learned." I start with some 
fundamental assumptions about human nature and models of mind. 

Why Our Basic Psychological Meclla.nfims Are Likely to be Species-Typical 

Tooby and Cosmides (1990) articulate compelling arguments for why our basic psychological 
mechanisms are likely to be species-typical, shared by most or all humans. Essentially, all 
complex mechanisms require dozens, hundreds, or thousands of genes for their development. 
Sexual recombination, by shuffling genes with each new generation, makes it exceedingly 
unlikely that complex mechanisms could be maintained if genes coding for complex adapta­
tions varied substantially between individuals. Selection and sexual recombination tend to 
impose relative uniformity in complex adaptive designs. This is readily apparent at the level of 
physiology and anatomy - all people have two eyes, a heart, a larynx, and a liver. Individuals 
can vary quantitatively in the strength of their heart or in the efficiency of their liver, but do 
not vary in their possession of the basic physiological mechanisms themselves (except by un­
usual genetic or environmental accident). This suggests that individual differences, including 
heritable individual differences, are unlikely to represent differences in the presence or absence 
of complex adaptive mechanisms. Individual differences cannot be understood apart from 
human nature mechanisms, any more than differences in the turning radius and stopping abil­
ity of cars can be understood apart from the basic car-nature mechanisms such as steering 
wheels and brakes. 

The Nature of Human Psychological Mechanisms 

A long-standing dogma in this century's social science has been that the nature of humans is 
that they have no nature (except perhaps a few basic drives and a few domain-general learning 
mechanisms). Evidence has been accumulating over the past decade that this view is untenable 
empirically (Brown, 1991; Buss, 1991). Conceptual analyses by scientists in artificial intelli­
gence, psycholinguistics, cognitive psychology, and evolutionary psychology are showing why 
such a view is untenable theoretically even in principle (Tooby and Cosmides, 1992). Humans 
could not possibly perform the numerous, complex, situationally-contingent tasks they do rou­
tinely without considerable intricate and domain~dedicated psychological machinery. These 
psychological mechanisms, coupled with the adaptive problems they were "designed" to solve, 
coupled with the social, cultural, ecological, and internal inputs that reliably activate them, 
provide a starting point for a description of human nature. 

Although determining exactly which couplings are part of human nature must be deter­
mined empirically, possible candidates that have emerged empirically over the past several 
decades of research include: childhood fears of loud naises, darkness, snakes, spiders, and 
strangers; characteristic emotions such as anger, enry, passion, and love; characteristic facial 
expressions such as happiness and disgust; competition for limited resources; competition for 
desirable mates; specific mate preferences; classifzeation of kin;. love of kin; preferential altru-
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ism directed towards kin; play; deceit; concepts of property; enduring reciprocal alliances or 
friendships; enduring mateships; temporary sexual relationships; retaliation and revenge for 
perceived personal violations; sanctions for crimes against the group or its members; rites of 
passage; concepts of self,' concepts of intentions, beliefs, and desires as part of a theory of 
mind; status differentiation; status striving; prestige criteria; psychological pain upon loss of 
status or reputation; humor; gender terminology; division of labor by gender; sexual attrac­
tion; standmds of sexual attractiveness; sexual jealousy; sexual modesty; tool making; tool 
use; tools for making tools; weapon making; weapon use; coalitions that use weapons for 
warfare; collective identities; cooking and fire use; and probably hundreds more (see Brown, 
1991, for an extended list of possibilities). 

Since the cognitive revolution, psychologists have become increasingly aware of the neces­
sity for understanding decision-making rules and other information processing devices inside 
people's heads. Although psychologists have largely jettisoned behaviorism's unworkable 
black box anti-mentalism, many have retained (perhaps inadvertently) the behavioristic as­
sumption of equipotentiality: They assume that cognitive mechanisms are general-purpose and 
free of content-specialized procedures (Tooby and Cosmides, 1992). 

Evolutionary psychologists, in contrast to the dominant social science dogma, argue that 
evolved psychological mechanisms cannot be solely general-purpose, must be saturated with 
content, and must operate differently in response to contextual input signalling different adap­
tive problems. Just as the body contains a large number of specific and dedicated physiologi­
cal mechanisms (taste buds, sweat glands, lungs, heart, kidneys, larynx, pituitary gland), so 
according to evolutionary psychologists the mind must contain a large number of specialized 
psychological mechanisms, each "designed" to solve a different adaptive problem. Because 
what constitutes a "successful solution" to adaptive problems differs across domains -criteria 
for successful food selection, for example, differ from criteria for successful mate selection­
the requisite psychological solution mechanisms are likely to be special-purpose and domain­
dedicated. 

Detecting Evolved Psychological Mechanisms: Identifying The Key for the Lock 

Psychological mechanisms are usefully regarded as evolved solutions to adaptive problems. 
Analogy to the human body is useful. We have sweat glands and shivering mechanisms that 
solve problems of thermal regulation; callous producing mechanisms that solve the problem of 
repeated friction to the skin; taste preferences that solve the problem of what substances to 
ingest. Standards for inferring that these mechanisms are solutions to adaptive problems in­
clude economy, efficiency, complexity, precision, specialization, and reliability (Tooby and 
Cosmides, 1992; Williams, 1966). Mechanisms that solve adaptive problems are like keys that 
fit particular locks. The efficiency, detail, and complex structure of the key must mesh pre­
cisely with the inner "problem" posed by the lock. 

Evolutionary analysis of psychological mechanisms proceeds in two directions - form-to­
function and function-to form (Tooby and Cosmides, 1992). Imagine that one found a key, but 
did not know which of the thousands of possible locks it might fit. Its size, its shape, its de­
tails might suggest tentative hypotheses and rule out others. It may be too large to fit some 
locks, yet too small to fit others. The shape of its tines must have a corresponding mirror­
image shape in the internal workings of the lock. Eventually, through an iterated process of 
hypothesis generation and empirical testing, we might eventually discover the exact lock that 
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the key was designed to fit. The precision, reliability, and specialization with which a particu­
lar key fits a particular lock provide the researcher with reasonable standards for inferring that 
a particular key was designed to fit a particular lock. 

Alternatively, one might identify a lock (adaptive problem), and then search for a key that 
might fit it. Here, the same standards would apply - precision, efficiency, complexity of 
design. The "bottom line" is whether the key one discovers (adaptive mechanism proposed) 
actually fits the lock (solves the adaptive problem with reasonable precision, efficiency, and 
reliability), and that alternative hypotheses about its origin (e.g., incidental by-product of some 
other adaptation) and function (other adaptive problems the mechanism might solve, or other 
mechanisms capable of solving the adaptive problem) can be reasonably ruled out. 

Evolutionary psychologists proceed in both directions, form-to-function and function-to­
form. Sometimes a phenomenon or form is discovered -fever, fear of snakes, male sexual 
jealousy, mate preferences for "kindness"- and researchers generate and test hypotheses about 
its function. Often, there are competing functional theories about the same phenomenon, and 
these may be pitted against each other in critical empirical tests (see Buss, 1990, for an exam­
ple of alternative evolutionary hypotheses for the female orgasm). This method is sometimes 
derided as telling "just-so stories," but it is an essential process of science. The discovery of 
three-degree black body radiation sent astronomers scrambling for cosmological theories or 
"stories" to explain it. -The discovery of continental drift send geologists scrambling for a 
theory such as plate tectonics that could explain it. The power of a theory rests with its ability 
to explain known facts and to generate new predictions which are then subjected to empirical 
test. Specific evolutionary psychological theories should be evaluated by these rigorous scien­
tific standards. Some will pan out. Others will be jettisoned on conceptual or empirical 
grounds. 

Evolutionary analysis provides psychologists with a powerful heuristic, guiding them to 
important domains of adaptive problems and guiding the development of hypotheses about 
adaptive mechanisms heretofore unobserved. Because fertilization and gestation occur internal­
ly within women, for example, an adaptive problem for ancestral men would have been en­
suring confidence in their paternity. Men who were indifferent to this adaptive problem were 
less likely to become our ancestors. Identifying this adaptive problem has led evolutionary 
psychologists to search for adaptive solutions in psychological mechanisms such as mate pref­
erences for chastity, fidelity, and faithfulness (Buss, 1989; Buss and Schmitt, in press) and 
mechanisms involved in male sexual proprietariness such as sexual jealousy (Symons, 1979; 
Daly et aI., 1982; Buss et aI., 1992). Function-to-form and form-to-function are both viable 
methods for discovering our evolved psychological mechanisms. These evolved psychological 
mechanisms form the foundation for the analysis of individual differences. 

Sex DifTerences as One Class of Strategic Individual DifTerences 

To get from human nature psychological mechanisms to the analysis of individual differences, 
it is useful to go through an intermediate step - the analysis of sex differences, which may be 
regarded as one class of individual differences. Evolutionary psychology provides a unique 
meta-theory for predicting when we should and should not expect sex differences. Men and 
women are expected to differ only in the delimited domains where they have faced recurrently 
different adaptive problems (1) over human evolutionary history, (2) during their development, 
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or (3) over different current environments inhabited. In domains where the sexes have faced 
the same adaptive problems, no sex differences are expected. 

Men and women historically have faced many adaptive problems that are highly similar. 
Both sexes needed to maintain body temperature, so both sexes have sweat glands and shiv­
ering mechanisms. Repeated friction to certain areas of the skin was a "hostile force of nature" 
to both sexes in ancestral environments, so men and women have evolved callous-producing 
mechanisms. Both sexes needed to solve the adaptive problem of identifying a good cooper­
ator for strategic confluence when seeking a long-term mate, and this may be one reason why 
both sexes value "kindness" in a partner so highly across all cultures whose partner preferen­
ces have been studied (Buss, 1989). 

In several domains, however, the sexes have faced different adaptive problems. For 99% of 
human evolutionary history men faced the adaptive problem of hunting and women of gather­
ing, possible selective reasons for men's greater upper body strength and spatial rotation 
ability and for women's greater spatial location memory ability (Silverman and Eals, 1992). 
Internal female fertilization and gestation created the adaptive problem of uncertainty of pater­
nity for men, but not uncertainty of maternity for women. Cryptic ovulation created the adap­
tive problem for men of knowing when a women was ovulating (Alexander and Noonan, 
1979). The dual male mating strategy of seeking both short-term sexual partners and long-term 
marriage partners created an adaptive problem for women of having to discern whether par­
ticular men saw them as temporary sex partners or as potential spouses (Buss and Schmitt, in 
press). Sex differences in mate preferences (Buss, 1989), courting strategies (Buss, 1988; 
Tooke and Camire, 1991), jealousy (Buss et aI., 1992), and sexual fantasies (Ellis and Symons, 
1990) correspond remarkably well to these sex-linked adaptive problems. Evolutionary psy­
chology offers the promise of providing a coherent theory of strategic sexual differences as 
well as strategic sexual similarities. 

Strategic Individual DifTerences Caused By Individuals Confronting DifTerent "Enviro­
nmentally Induced· Adaptive Problems 

The construction workers who are laboring on the building next door have thick callouses on 
their hands. My academic colleagues down the hall do not. These individual differences in 
callous thickness are highly stable over time. At one level of analysis, the variance can be 
traced solely to variance in the reliably recurring experiences of the two groups. At another 
level of analysis, the existence of the species-typical callous-producing mechanism is a central 
and necessary element in the causal explanation of observed individual differences. Just as 
men and women differ in the adaptive problems they confron~ different individuals within 
each sex face different adaptive problems over time. Some manifest individual differences are 
the strategic products of species-typical mechanisms responding to recurrently different adap­
tive problems across individuals. 

Recurrent adaptive problems can also be socially imposed. Consider the adaptive problems 
one confronts by being married to a highly Agreeable mate versus one who is highly Dis­
agreeable. Disagreeable persons may impose on their spouses the recurrent adaptive problem 
of verbal and physical abuse (Buss, 1991), and subject their spouses to the manipulation tac­
tics of coercion (e.g., He demanded that she do it) and the silent treatment (e.g., He did not 
respond to her until she did it) (Buss, 1992). Or consider Conscientiousness. In a four-year 
longitudinal study, we found evidence that persons low on Conscientiousness impose on their 



180 DAVID M. Buss 

spouses recurrent acts of infidelity (Buss, 1991). Thus, the personality characteristics of one's 
mate can create socially imposed adaptive problems that recur over time. Stable individual 
differences in manifest behavior such as jealousy may flow from the individually different 
recurrent problems to which people are subjected. 

In these examples, the individual differences are in some sense "environmental." If my 
academic colleagues were to trade places with the construction workers, then the manifest 
individual differences would reverse. If the person married to the high Conscientious mate 
were to trade mates with the person married to the low Conscientious mate, then the manifest 
individual differences in experiencing jealousy presumably would also reverse. 

Nonetheless, we cannot rule out the genotype-environmental correlation processes proposed 
by Plomin et al. (1977) and Scarr and McCartney (1983). Some individuals, because of heri­
table skills, interests, or proclivities may preferentially select academic work or construction 
work as occupations, or high Conscientious or low Conscientious persons as mates. These 
selections, in turn, may create repeated exposure to friction-free or infidelity-free versus fric­
tion-prevalent or infidelity-prevalent environments, which then differentially activate the rele­
vant species-typical mechanisms. 

There are four central points in my argument thus far: (1) stable manifest individual dif­
ferences can be caused by differences in the recu"ent adaptive problems to which different 
individuals are exposed; (2) the personality characteristics of others inhabiting one's social 
environment playa critical role in determining the adaptive problems to which one is exposed; 
(3) the complex species-typical mechanisms are necessary and central ingredients in the causal 
explanation of individual differences because without them, the observed individual differences 
could not occur; and (4) the manifest individual differences are strategic outcomes of recur­
rently different input into species-typical mechanisms. 

There are undoubtedly many recurrent environmental individual differences of precisely this 
sort. First-born children probably face recurrently different adaptive problems compared with 
later born children. These problems apparently trigger in first-born greater identification with 
the status quo, the parents, and the established scientific theories, and in later-born greater 
rebellion and identification with revolutionary scientific theories (Sulloway, pers. comm). Later 
born children apparently have less to gain by identifying with a niche that is already occupied 
by an older sibling. 

Individuals who grow up in environments where resources are unpredictable, such as inner 
city ghettos, may adopt a more impulsive personality style where it would be adaptively fool­
ish to delay gratification (Buss, 1990). In contrast, those growing up in middle class suburbs 
where resources and future prospects are more predictable may adopt a personality strategy 
involving greater delay of gratification. The resulting individual differences represent strategic 
solutions to the different adaptive problems encountered. 

A third example involves having a long-term mate who recurrently imposes an adaptive 
problem on their spouse. Some mates, for example, may recurrently show signs of sexual 
infidelity. These signs may trigger or activate the "sexual jealousy" mechanism, which in tum 
may lead to recurrent tactics of mate retention. The central point of all these examples is that 
recurrently different social or environmental input into species-typical mechanisms can pro­
duce stable strategically patterned individual differences. 
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Strategic Individual Differences Caused By Individuals Confronting Different "Heritably 
Induced" Adaptive Problems 

Recurrently different input into species-typical psychological mechanisms, of course, may 
come from heritable individual differences, whatever their ultimate origin (Le., whether they 
originated from selection for alternative genetically based strategies, frequency-dependent 
selection, genetic noise, pathogen-driven selection for genetic uniqueness, or assortative 
mating). Individuals with an ectomorphic body type, for example, confront different adaptive 
problems than those who are mesomorphic. Ectomorphs may risk being at the receiving end of 
greater aggression than their more muscular peers, an adaptive problem that typically must be 
solved by means other than physical aggression. Genetic differences, in other words, pose 
different adaptive problems for different individuals. 

Heritable dimensions of individuals -such as differences in body type, keenness of vision, 
oratory skills, physical attractiveness, and spatial ability- provide important input into species­
typical mechanisms. These individually different inputs tell the organism about the adaptive 
problem it is facing. The resulting product consists of strategic individual differences that are 
stable over time. The observed strategic differences are correlated with genetic variance, but 
cannot be understood apart from the central role played by our species-typical psychological 
mechanisms that were "designed" to receive input -both environmentally and heritably based­
about the adaptive problems confronted. 

Strategic Individual Differences in Solutions to Adaptive Problems 

In addition to facing different adaptive problems, some individuals experience greater success 
at pursuing certain strategies rather than others: "Selection operates through the achievement of 
adaptive goal states, and any feature of the world -either of the environment, or of one's own 
individual characteristics- that influences the achievement of the relevant goal state may be 
assessed by an adaptively designed system" (Tooby and Cosmides, 1990, p. 59; emphasis 
added). Individuals who are mesomorphic, for example, typically will experience far greater 
success at enacting an aggressive strategy than individuals who are ectomorphic (Tooby and 
Cosmides, 1990, call this phenomenon "reactive heritability"). 

Individual differences in physical attractiveness provide another example. These is evidence 
that physically attractive men are better able to successfully pursue a "short-term" mating 
strategy involving many sexual partners (Gangestad and Simpson, 1990). Physically attractive 
women are better able to pursue a long-term strategy of seeking and actually obtaining higher­
status higher-income marriage partners (Taylor and Glenn, 1976). Relative physical attractive­
ness functions as "input" into species-typical or sex-typical psychological mechanisms, which 
then canalize the strategic solutions of different individuals in different directions. 

The personality characteristics represented by the "big five" may represent (in part) individ­
ual differences in the resources individuals can draw upon to solve adaptive problems. The 
individual high on Surgency may be able to deploy socially dominant solutions. The person 
high on Agreeableness may be successful at eliciting cooperation from others in solving adap­
tive problems. The highly Conscientious person may solve adaptive problems through disci­
pline, industry, and sheer hard work. The Emotionally Stable person may rely upon steadiness 
of nerves, inner resiliency, and the capacity to rally from setback to solve adaptive problems. 
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The person high on Intellectance may be adept at deploying creative cognitive solutions to 
adaptive problems. 

In sum, this framework proposes a key role of personality in creating and solving adaptive 
problems: (1) personality characteristics can playa causal role in determining the adaptive 
problems to which one is exposed; (2) the personality characteristics of people inhabiting 
one's social environment can playa causal role in imposing particular problems; (3) per­
sonality characteristics influence the strategic solutions that people deploy to solve adaptive 
problems they confront. 

I believe that the theoretical and empirical work subsumed by this general framework will 
have to be explored domain by domain, adaptive problem by adaptive problem (Tooby and 
Cosmides, 1992). A theory about how individuals differing in physical attractiveness encounter 
different adaptive problems and have different success with the enactment of some strategies 
may tell us little about the strategic consequences of individual variation in body type, oratory 
skills, or spatial ability. Ultimately, of course, it will be useful to integrate domain-specific 
theories into a more general theory of strategic individual differences. 

In this brief paper, all I can do is provide one illustration of how this form of analysis 
might proceed. The example I use is the adaptive problem of mate retention, the complex 
psychological mechanisms such as jealousy involved in mate retention, and the individually 
different tactics people use to deal with this adaptive problem. 

The Evolutionary Psychology of Jealousy • Strategic Sex Differences 

Jealousy is neither a peripheral nor trivial emotion, for it is experienced in all known cultures 
and is the leading cause of spousal battering and homicide worldwide (Daly and Wilson, 
1988). Why do humans experience jealousy? Do the sexes differ in the events that elicit jeal­
ousy? What contexts activate jealousy? And how can individual differences in jealousy within 
sex be accounted for? 

Jealousy is a cognitive-emotional-motivational complex that is activated by threat to a 
valued relationship. It is considered "sexual jealousy" if the relevant relationship is a sexual 
one, but there are types of jealousy that do not involve sexual threat. Jealousy is often acti­
vated by cues to the apparent loss of key resources provided by a relationship - cues such as 
eye contact between one's partner and a rival, decreased sexual interest on the part of one's 
partner, and an increase in partner's in flirting with same-sex competitors. Jealousy channels 
attention, calls up relevant memories, and activates strategic cognitions. It may motivate ac­
tions designed to reduce or eliminate the threat, retain the valued relationship, and hence retain 
the valued resources it provides. 

Because both men and women over evolutionary history have been damaged by relation­
ship loss, both sexes have faced adaptive problems to which jealousy may have evolved as 
one solution. Several evolutionary psychologists have predicted that the sexes will differ in the 
weighting given to events that activate jealousy (Daly et aI., 1982; Symons, 1979). Because 
fertilization and geStation occur internally within women and not men, over evolutionary his­
tory men have faced an adaptive problem not shared by women - paternity uncertainty. The 
reproductive threat to a man comes from the possibility of sexual infidelity by his partner. 

In species such as ours, a woman's certainty in genetic parenthood would not have been 
compromised if her partner had sex with other women. Women, however, may have risked the 
loss of their partner's time, attention, commitment, protection, investment, and resources. This 
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would come as a double blow, because her loss would also be an intrasexual competitor's gain 
if the resources were diverted from her and her children toward another woman and unrelated 
children. For these reasons, evolutionary psychologists have predicted that the inputs that 
activate jealousy for men will be biased toward cues that relate to the sex act per se, whereas 
for women they will be more biased by cues to the loss of commitment and investment from a 
man. 

Consider this question: What would upset or distress you more: (A) Imagining your mate 
having sexual intercourse with someone else, or (B) Imagining your mate forming a deep 
emotional attachment to someone else? In a series of studies, we found that the overwhelming 
majority (85%) of women to whom this dilemma was posed found emotional infidelity to be 
more distressing; the majority of men (60%) reported that sexual infidelity would be more 
distressing (Buss et aI., 1992). These sex differences were also observed in physiological 
arousal in response to imagining the two different scenarios. In measures of heart rate, electro­
dermal activity, and electromyographically recorded frowning, men showed greater physiolog­
ical arousal to imagined sexual infidelity than to emotional infidelity. Women, in contrast, 
tended to become more physiological aroused by imagined emotional infidelity than to sexual 
infidelity (Buss et aI., 1992). These results support the hypothesis that men's and women's 
psychological and physiological mechanisms are tailored to differences in adaptive problems. 

Strategic Individual Differences: An Illustration Using the Adaptive Problem of Spouse 
Infidelity 

If sex differences in jealousy are strategically patterned, are individual differences within sex 
also strategically patterned? I restrict my attention to two forms of strategic individual dif­
ferences: (1) Do some individuals predictably experience the adaptive problem of mate in­
fidelity more than others by virtue of (a) their own personality characteristics, and (b) the 
personality characteristics of their spouses? (2) Do different individuals deploy predictably 
different mate retention tactics, in part determined by their own personalities? 

The role of personality in creating adaptive problems. To examine the role of personality 
in the creation of adaptive problems, we conducted a longitudinal study of 100 married cou­
ples. During their newlywed year, we assessed five major factors of personality through paral­
lel instruments from three data sources - self-report, spouse-report, and independent inter­
viewer reports. Four years later, subjects completed a battery of instruments that included one 
called "Sources of Irritation and Upset" that contained 150 previously nominated things that a 
member of the opposite sex could do that might irritate, anger, annoy, or upset someone. 
Previous factor analyses of this instrument yielded 15 major sources of problems, including a 
cluster labeled "Infidelity." The Infidelity factor contained the following related complaints: 
Helshe saw someone else intimately; Helshe had sex with another person; Helshe was unfaith­
ful to me; Helshe went out with another person. Table 1 shows the correlations between per­
sonality characteristics assessed during the newlywed year and reports from the spouse of 
infidelity four years later. 

Low Conscientious men and women, as predicted, tend to inflict this adaptive problem on 
their spouses more than men and women higher in Conscientiousness. An unexpected finding 
was that women high on Openness-Intellect tended to inflict infidelity on their spouses. Also 
shown in Table 1 are the links between personality of the spouse and the creation of other 
problems, such as abuse, insults, neglect, and inconsiderateness. These results suggest that the 
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personality characteristics of significant others inhabiting one's social milieu playa key role in 
creating adaptive problems, in this case their mates. 

Table 1. Personality and Problems Reported By Spouse 

Problem 
Reported by 
Wife - Time 2 

Abuse 
Insults 
Neglect 
Infidelity 
Moodiness 
Total Problems 

Problem 
Reported by 
Husband - Time 2 

Abuse 
Insults 
Neglect 
Infidelity 
Moodiness 
Total Problems 

Surgency 
.13 
.20* 
.06 
.04 
.09 
.13 

Surgency 
.09 
.17 
.23* 
.12 
.35** 
.18 

***p <.001; **p <.01; *p <.05 

Personality Characteristics of Husbands - Time 1 
Agree. Couscient. Emo. Stab. Open. 
-.36*** -.15 -.26** -.13 
-.37*** -.06 -.13 .09 
-.25** -.30*** .04 -.01 
-.02 -.17* -.13 .02 
-.13 -.10 -.45*** -.04 
-.34*** -.24** -.28** -.04 

Personality Characteristics of Wife - Time 1 
Agree. CoDSCient. Emo. Stab. Open. 
-.38** -.24* -.23* -.04 
-.29* -.19 -.13 .04 
-.09 -.40*** .06 .06 
.10 -.31** .01 .34** 

-.29* -.45*** -.17 .16 
-.35** -.40*** -.19 .06 

Are some people exposed to the problem of spousal infidelity because of their own per­
sonality? To answer this question, we correlated personality characteristics of persons with the 
degree to which they complained about spousal infidelity. Submissive men and women -those 
low on Surgency- tended to complain that their spouses were unfaithful more that those higher 
on Surgency. These findings are correlational, so obviously no firm conclusions can be drawn 
about causality. But they do suggest that submissive people may be more at risk of encoun­
tering the problem of spousal infidelity; and marrying a mate low on Conscientiousness may 
put one at risk of incurring this adaptive problem. 

The role of personality in solving adaptive problems. Previous research has identified 19 
distinct tactics that people use to retain their mates - tactics ranging from vigilance (e.g., he 
kept a close eye on her at the party) to violence (e.g., he hit a rival who was making moves on 
her)(Buss, 1988). We assessed the use of these tactics in the same sample of couples at two 
time periods (newlywed year and forth year of marriage) using two data sources (self-report 
and spouse-report). Table 2 highlights some of the links between personality characteristics 
and the tactics that people use to retain their mates. 
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Table 2. Five Personality Factors and Mate Retention Tactics 

Factors High Low 

Surgency Resource Display Debasement 

Agreeableness Display Love Derogate Mate 

Conscientiousness Possessive Ornamentastion Threaten Infidelity 

Emotional Stability Physical Signals Derogate Competitor 
of Possession 

Intellect -Ope ness Affection and Sex Threaten Violence 

Men high on Surgency tend to retain their wives by frequent acts of Resource Display - He 
spent a lot of money on her; He bought her an expensive gift; He took her out to a nice res­
taurant. Men low on Surgency tended to use Debasement as a mate retention tactic - He told 
her that he would change in order to please her; He became a "slave" to her; He gave in to 
her every wish. Men high on Agreeableness tend to Display Love and Care - He told her that 
he loved her; He went out of his way to be kind, nice, and caring; He was helpful when she 
really needed it. In contrast, men low on Agreeableness tended to Derogate their Mate - He 
told other guys terrible things about her so that they wouldn't like her; He told other guys 
that she was not a nice person; He told other guys that she was stupid. 

Men low on Conscientiousness tend to Threaten Infidelity - He flirted with another woman 
in front of her; He went out with other women to make her jealousy. Men low on Emotional 
Stability tend to Derogate Competitors - He cut down the appearance of other males; He told 
her the other guy was stupid. Men low on Intellect-Openness tend to Threaten Violence - He 
yelled at other guys who looked at her; He stared coldly at the other guy who was looking at 
her; He threatened to hit the guy who was making moves on her. 

These findings are correlational, so we cannot draw conclusions about causality. They do 
suggest, however, that personality characteristics such as the Big Five are linked with the 
alternative tactics that men use to solve the problem of mate retention. Personality traits, as 
traditionally assessed, are linked in coherent ways with the tactics people use to accomplish 
goals and solve adaptive problems. An essential part of personality, in other words, consists of 
the recurrent strategies people use to solve adaptive problems. 

Implications 

Taken together over these studies, the evidence shows promise for an analysis of strategic 
individual differences that conjoins: (1) species-typical psychological mechanisms as solutions 
to adaptive problems (e.g., mechanisms of psychological jealousy adapted to the problems of 
infidelity and relationship loss); (2) individually different input into these mechanisms (e.g., 
differences in likelihood that spouse shows cues to infidelity), (3) individual differences in 
strategies used to solve species-typical adaptive problems; (4) a key role played by personality 
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in both creating and solving adaptive problems. We have the beginnings of a model of strate­
gic individual differences in one domain and one class of adaptive problems. 

Units of Analys~ • Psychological Mechanisms and Attendant Behavioral Strategies 

The evolutionary psychological framework proposed here suggests two related units of ana­
lysis for modem personality psychology, evolved psychological mechanisms and behavioral 
strategies. These mechanisms are the processes inside the heads of people that (1) exist in the 
form they do because they (or other mechanisms that reliably produce them) solved specific 
problems of individual survival or reproduction; (2) take only certain classes of internal input; 
(3) specify to the organism the particular adaptive problem it is facing; (4) transform that 
information into output through procedures (e.g., decision ruled), which (5) produce physiol­
ogical activity, manifest action, or information to other mechanisms, and (6) solve a particular 
adaptive problem (Buss, 1991, p. 464). 

This definition undoubtedly over-simplifies an extraordinarily complex set of processes. 
The mate retention mechanisms discussed above, for example, would probably include a large 
number of contingent decision rules that gauged the probability of spouse defection, weighted 
the resources available, identified characteristics of the rival, assigned likely effectiveness 
values to the alternative mate retention tactics, and so on. This definition also highlights the 
fact that psychological mechanisms cannot be properly understood without identifying the 
manifest behavioral solutions that are the raison d'etre of the internal machinery. 

These new units of analysis contribute to a growing trend in the field toward goal-oriented 
units (pervin, 1989), such as the work on life tasks and personal strategies (Cantor, 1990), 
personal projects (Little, 1989), and personal strivings (Emmons, 1989). The current units 
differ from those of other personality approaches in placing these goal-oriented units in func­
tional or adaptive context by viewing them as part of the evolved problem-solving machinery 
of our species. 

Integrating "Biological" and "Social" Determinants of Personality 

The term "biology" means "the study of life and living processes. n Thus, all studies of human 
psychology are by definition "biological." According to the current evolutionary psychological 
framework, contrasting "biological" with "social" determinants is a confusing and misleading 
way to understand the causal processes of personality. Our framework rejects this dichotomy, 
along with other false dichotomies such as "nature/nurture" or "innatelIearned" (see Tooby and 
Cosmides, 1992). We require more refined concepts to understand the precise nature of human 
causal processes. 

First, psychological mechanisms, as defined above, are (a) evolved, (b) species-typical, and 
(c) instantiated in neurological or physiological substrates, much as my word-processing pro­
gram is instantiated on machine language on IBM hardware. Complete understanding of 
evolved mechanisms, of course, will require identifying psychophysiological substrates (e.g., 
Stelmack, 1990; Zuckerman, 1990). No matter how much progress is made in understanding 
these "wetware" foundations, however, it is my view that the ; "psychological level of descrip­
tion" (in information-processing or other terms) will always be a useful and even necessary 
level of analysis and description. Thus, if the term "biological" is retained at all in our profes-
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sional vocabulary, it is incumbent upon users of the term to specify what sort of "biology" is 
being referred to (e.g., heredity, adaptation, physiology, psychological mechanism). My prefer­
ence would be to do away with the term "biology" altogether, except when used to refer to 
that branch of science that deals with life processes. 

A second key point is that many of the most important adaptive problems that humans 
confronted over evolutionary history were inherently "social." Humans are an intensely group­
living species. Existing evidence suggests that humans evolved in small bands ranging in 
likely number from 50 to 100 (Tooby and DeVore, 1987). Group-living undoubtedly conferred 
survival and reproductive benefits above and beyond solitary living. Groups afford protection 
from predators, and perhaps more important, protection from other groups of marauding males. 
Groups afford the possibility of cooperative hunting of large game, which could not be hunted 
alone. Group living, therefore, was involved in solving several critical survival problems 
caused by food shortages, predators, and conspecific aggressors. 

Groups also contain unusual concentrations of resources that must have played a key role 
in reproductive success - mates, dyadic reciprocal allies, cooperative coalitions, and kin (Buss, 
1991). It is a telling fact about human evolutionary psychology that one of the most devas­
tating forms of punishment is ostracism, being cast out from the group (Gruter and Masters, 
1986; Zippelius, 1986). Other people have become an integral part of our survival and repro­
ductive strategies. 

With group living, however, came an intensification of competition. Because natural selec­
tion operates by differential reproductive success, relative access to resources became pivotal. 
Desirable mates, for example, were always in short supply, and a selective advantage accrued 
to those who were able to secure the best (Buss, 1989). On the mating market, one person's 
gain is another's loss. 

Other humans, therefore, can cripple our survival and reproductive success. Other humans 
are our primary source of strategic interference, as well as our primary source of strategic 
confluence. Other humans are our primary "hostile force of nature" (Alexander, 1987). Other 
humans are one of the primary "environments" that selected for our psychological mechanisms 
and behavioral strategies. Other humans define our adaptive landscape (Buss, 1989b). 

Evolutionary personality psychology, therefore, must be inherently "social" in two senses 
(see also Kenrick, in press). First, many of our mechanisms and strategies have evolved to 
deal with social adaptive problems involved in key social relationships such as mates, recipro­
cal alliances, and members of the hierarchy. Second, social input is necessary for the activa­
tion of many of our evolved psychological mechanisms. 

Evolutionary personality psychology also is inherently "biological" in the sense that it deals 
with living processes that owe their existence to evolution by natural and sexual selection. 
Thus, evolutionary personality psychology offers the possibility of eliminating the false dichot­
omy between "social" and "biological" determinants of personality, and providing an inte­
grative framework for understanding human functioning. Perhaps through this integration, we 
can start bridging the traditions that historically have isolated the study of individual differen­
ces from the study of human nature since the days of Galton and Darwin. 
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Commentary on the chapter by David M. Buss 
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Germany 

Let me first express my admiration for the thought provoking contribution David Buss has 
offered. In general, I think that looking at personality from an evolutionary perspective is a 
very promising way for generating new hypotheses which are testable using cross-cultural 
studies. The insight we gain from an evolutionary view in psychological mechanisms like 
sexual jealousy, mate selection and retention can not be provided by other theories of psycho­
logical functioning. The most promising way using the evolutionary perspective, however 
seems to me the new look it provides on sex differences seen as strategic individual differen­
ces. The examples of sexual and emotional jealousy and tactics of mate retention are convin­
cing. I may add that the differences in sexual and emotional jealousy between the sexes have 
recently been replicated also with German data (Krehmeier and Oubaid, 1992). Now let me 
come to some more detailed questions. 

Evolutionary Psychology and Personality Traits 

In the current theorizing as well as in empirical work, there is a strong emphasis in personality 
psychology on personality traits. However, in Buss's presentation the term trait is not men­
tioned. It is not clear for me how dispositions as understood within an evolutionary context are 
different from a trait conceptualization. The reference he gives to the "Big Five", which may 
be considered as the major dimensions of the "adaptive landscape" as expressed in perceiving, 
relating and adapting to other people -important life tasks for enhancing reproductive fitness­
seems to confirm that Agreeableness, Conscientiousness and eventually Emotional Stability are 
important for the formation of stable social bonds in marriages and groups. 

Reproductive Fitness and Personality Traits 

More intriguing may be the question what the relationship of reproductive fitness to personal­
ity dimensions or traits is. As Loehlin (1992) states, there is remarkably little information 
about this question. He cites a study by Eaves et al. (1990) based on data from the Australian 
twin sample. The females were asked to report their number of children and if they still have 
menstruations. The number of children reported was then correlated with Extraversion (E) and 
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Neuroticism (N) measured with the EPQ. It turned out that Extraversion and Neuroticism 
alone were not correlated, however the combinations of E and N were correlated. Women, 
who reported having the most offspring tended to come from two groups: high Extraversion 
plus low Neuroticism, and Introversion plus high Neuroticism. The smallest number of 
children were reported by the following two groups: Introversion plus low Neuroticism and 
Extraversion plus high Neuroticism. I am not able to interpret this finding. It needs replication 
by asking both sexes in a cross-cultural research effort. However, including this simple ques­
tion would provide us with some data (a) concerning the reproductive values of personality 
dimensions and traits, (b) and concerning the selective trends in operation. 

Psychological Mechantims and Temperament 

Psychological problem-solving mechanisms for adaptive problems may be special-purpose and 
domain-dedicated. However, if we compare the definitions of personality and temperament, we 
may suggest that the most basic important individual differences are probably temperamental. 
They regulate the stimulation from inside the organism and from outside. Temperamental char­
acteristics like activity and reactivity, are largely formal and stylistic and not as content-satu­
rated as personality characteristics. Temperamental traits may therefore be considered as pos­
sible candidates for such evolved psychological mechanisms. 

Psychological Mechan~ms and AdaptionaI Problems 

Buss is correct in stating that recurrent problems can also be socially caused. Psychological 
solutions to adaptational problems are usually listed as different ways of coping. Personality 
characteristics of one's partner (disagreeable) may also create socially imposed problems, that 
recur over time for an individual. These psychological solutions may also be unsuccessful in 
some cases and may lead to psychopathological behaviors. This points to a more general as­
pect: How can evolutionary psychology deal with psychopathology ? 

Psychological Mechantims as new units for Personality Psychology? 

Buss suggests the following new units for personality psychology: (a) evolved psychological 
mechanisms and (b) behavioral strategies. The most prominent units in the last 50 years have 
been traits, states, drives and motives (needs). Theorists have also introduced as basic units 
roles, personal constructs, personal projects (Little, 1983), and personal strivings or goals 
(Emmons, 1986). Buss added behavioral acts to this list and, from an evolutionary frame of 
reference (with regard to enhancing the reproductive success of individuals), he now labels 
such actlists tactics and strategies. I have no problems with the category entitled "behavioral 
strategies", however I feel uneasy with the evolved psychological mechanisms as new possible 
units. After reading the list of human universals, which I understood as a list of possible can­
didates for such evolved psyclwlogical mechanisms I would like to ask the following ques­
tions: 
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1. How many of such mechanisms should be postulated: Hundreds, thousands, tens of 
thousands? 

2. Are they specifically human or are they extended to other species also? 
3. What are the criteria for identifying such mechanisms ? Is cross-cultural invariance the 

only necessary and sufficient criterion? 
4. Are these mechanisms unrelated to each other? Is it possible to understand some of 

them as correlated or even integrated to form some systems? In particular the proposed 
approach of searching for special-purpose mechanisms may lead to the adding of one 
mechanism to another. 

5. Furthermore, is it likely that each evolved psychological mechanism solves only one 
unique adaptive problem? 

Considering the concepts used in personality psychology it seems to me that especially the 
needs as postulated by Murray (1938) are coming close to these proposed psychological mech­
anisms. Murray considers physiological needs, psychological needs, latent needs and so on. 
But especially important are his thoughts about the interactions of these needs as well as his 
ideas about the criteria for detecting needs in people's daily life. Such interaction principles 
are prepotency, fusion, subsidiation and conflict. Evolutionary psychology may learn by con­
sidering if and how these principles are also applicable to evolved psychological mechanisms. 
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REPLY TO A. ANGLEITNER 

DavidM. Bms 

Professor Angleitner raises several important questions that require attention. I address these in 
order. 
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Are Current Correlations with Reproductive Success Relevant to our Evolved 
Psychology? 

Professor Angleitner cites a study showing that, although Extraversion and Neuroticism are not 
directly related to reproductive success, a particular and puzzling interaction between the two 
is related. From the perspective of evolutionary psychology, current correlations with fitness or 
reproductive success are informative only about current selection pressures, and are not ter­
ribly informative (if at all) about prior selection pressures. The key issue is: What has the 
history of evolutionary selection produced that we now carry around with us today? Since 
selection operates slowly over thousands of generations, and the creation of complex mecha­
nisms or adaptations typically requires thousands of generations for their formation, indices of 
selection pressure in the current generation are like drops of water in a rainfall - they pale in 
comparison to the products produced over more extensive evolutionary time. The central issue 
for evolutionary psychology concerns the nature of the mechanisms we carry around with us 
today - mechanisms created over vast expanses of evolutionary time to deal with adaptive 
problems in ancestral environments. 

How Can Evolutionary Psychology Deal with Psychopathology? 

Professor Angleitner asked why people would marry disagreeable partners, given the costs that 
they impose. More generally, how does evolutionary psychology deal with psychopathology? 
This is a fascinating and complex question that can be answered only in cursory fashion in 
this brief addendum. 

On the issue of why anyone would marry a disagreeable person, one must keep in mind 
several points. First, disagreeable people may conceal the extent of their cost-imposing tenden­
cies, which emerge only later in the relationship. Courtship is a time when people present 
themselves in the most positive light, highlighting their resources and benefit-bestowing abili­
ties and proclivities and minimizing the costs they carry and the costs they might eventually 
inflict. 

Second, not all individuals have sufficiently high "mate value" to command mates of high 
value. Just as only a select few can obtain the most physically beautiful, the most intelligent, 
the most resource-laden mates, so only some people can attract the most agreeable mates. The 
key point is that mating decisions are not made in a vacuum, but rather result from a conflu­
ence of dozens of factors, of which one's preferences are only one set. 

More generally, psychopathology can be handled in a number of different ways by evolu­
tionary psychology. Some psychopathologies are simply evolved mechanisms gone awry, just 
as hearts sometimes malfunction, the thyroid gland is sometimes over- or under- active, and so 
on. All mechanisms are susceptible to genetic defects and environmental insults. 

More complexly, what constitute a "psychopathology" itself needs re-examination from an 
evolutionary perspective. For example, from the perspective of European or American middle­
class values, it sometimes appears "maladaptive" for people to be impulsive, aggressive, or to 
fail to delay gratification. However, in environments where resources are scare and highly 
variable, such as in inner city ghettos, such strategies may be the most "adaptive" ones to 
deploy. What appears to be pathological from one perspective may turn out to be functional 
from another. The key point is that the very definition of psychopathology requires re-exami­
nation. A central part of this re-examination will entail distinguishing between pathology at the 
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level of manifest behavior (e.g. a particular mating decision) and pathology at the level of the 
function of the underlying psychological mechanisms. 

What fi the Nature of Psychological Mechanisms? How Many Are There? How Are They 
Related? And How do we Identify Them? 

Professor Angleitner raises an extremely important set of issues about the nature of evolved 
psychological mechanisms. Evolutionary psychologists believe, in contrast to the dominant 
thinking in social science over the past century, that the number of evolved mechanisms are 
likely to number in the hundreds or thousands, depending on how they are defined. Consider 
the human eye. At one level of analysis, it is one mechanism. But from an evolutionary view­
point, different modules within the eye serve different functions. There are specific edge detec­
tors, motion detectors, and so on. Each of these modules can be considered evolved mecha­
nisms because each solves a distinct adaptive problem. Analogously, our psychological mecha­
nisms are likely to be large in number, because the number of distinct psychological problems 
we have confronted over evolutionary time is likely to be dozens of times larger than the num­
ber of visual problems we have confronted. 

Some mechanisms we share with other species, others are unique to humans. The complex 
collection of language mechanisms, for example, is unique to humans, even if extremely rudi­
mentary forms can be discerned in chimps (pinker and Bloom, 1991). 

The criteria for identifying mechanisms include precision, reliability, efficiency, specializa­
tion, and economy of functioning tailored to solving a particular adaptive problem (see main 
text). Identifying mechanisms requires developing models or hypotheses about their nature, 
generating testable empirical predictions from these models, and then testing the predictions. 
For example, there is currently strong evidence for evolved mechanisms such as specific mate 
preferences (Buss, 1989a; Kenrick and Keefe, 1992) cheater-detection mechanisms in recipro­
cal relations (Cosmides, 1989), sex-linked jealousy mechanisms (Daly et aI., 1982; Buss et aI., 
1992), sex-linked sexual variety-seeking mechanisms (Symons, 1979; Ellis and Symons, 
1990), and many others. 

These mechanisms are undoubtedly organized and linked in various complex ways, rather 
than being isolated. Furthermore, to achieve the complex situation-contingent functioning we 
observe, humans almost certainly have super-ordinate governing mechanisms that regulate in 
hierarchical or sequential fashion which mechanisms are activated and in what sequence. 
Future research is needed to identify these regulatory mechanisms. 

Can Evolutionary Psychology Be Applied to Individual Differences? 

Professor Hofstee (this VOlume) argues that evolutionary psychological analyses to date have 
been far more compelling in accounting for human nature and sex differences than in accoun­
ting for individual differences. He is correct. In the domain of sex differences, for example, 
we have powerful evolutionary theories to guide us, such as Triver's (1972) theory of parental 
investment and sexual selection. Individual differences within species are more challenging -
not just for human researchers, but for scientists who study fish, birds, and non-human pri­
mates. 
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Although reasonable scientists may reasonably differ in their projections about future prom­
ise, I believe that the study of individual differences will become increasingly tractable within 
an evolutionary psychological framework. The major approaches to understanding such dif­
ferences will include: (1) differences due to occupancy of different environments, just as stable 
differences in callous-thickness across individuals are due to occupancy of environments dif­
fering in friction-prevalance; (2) differences due to experiencing different environments during 
development that channel individuals toward one strategy or another (e.g. differences in re­
source variability linked with differences in proclivities to delay or not to delay gratification); 
(3) differences due to genetic differences where some individuals can more successfully 
deploy one strategy rather than another because of heritable proclivities, abilities, or assets 
(e.g. mesomorphs can more successfully pursue an aggressive strategy than ectomorphs). 

Cross-cutting these three modes of analysing individual differences will be the sorts of 
analyses illustrated in this paper: (1) links between personality and the sorts of adaptive pro­
blems one confronts (e.g. submissive people confront different adaptive problems than surgent 
people); (2) links between personality and the adaptive problems inflicted upon others (e.g. 
low conscientious people inflict more extramarital affairs on their spouses); (3) links between 
personality and the tactics used to solve adaptive problems (e.g. agreeable people use different 
mate retention tactics than emotionally instable people). 

Through analyses of these sorts, evolutionary psychology offers the promise of moving the 
field of personality from a purely descriptive science of individual differences to a broader and 
more encompassing explanatory science of human psychological functioning. 
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Abstract 

Gender differences in mating strategies reflect evolved genetic predispositions manifested in 
ongoing cognition, preferences, and behavior. A summary of general principles of evolutionary 
psychology is followed by specific applications to gender differences. Several lines of related 
research are summarized One line of research suggests that male preferences for relatively 
youthful females, and the converse female preference for older males, do not fit prevailing 
normative theories. Cross-cultural and developmental data are more consistent with an 
evolutionary model. Another line of research finds sex differences relatively most pronounced 
when the sexes differ most in potential parental investment (i.e., when considering casual 
sexual relationships). Under those circumstances, males' mate criteria are lower than females, 
and relatively unco"elated with their own self-evaluations. The final program of research 
considers gender differences in ongoing social cognition. Discussion considers potential fusion 
of cognitive science and evolutionary psychology, and the essential importance of personality 
and social psychology to such an integration. 

Introduction 

How do men and women differ in their thoughts and behaviors about potential mates? At first 
blush, such a topic might seem more relevant to social psychology than to personality. 
However, when one considers gender differences in mating-relevant cognitions from an 
evolutionary perspective, it becomes clear that the topic is right at the heart of the questions 
being considered in this volume - the interaction of biological and social cognitive approaches 
to personality. In this paper I will argue that there are gender differences in behavior and cog­
nition that appear to be based in genetic differences between males and females. It is not un­
reasonable to say that there are universal gender-linked "traits", in any sense of the word traits 
you might care to use. Those traits appear to be linked, in large part, to differential 
evolutionary constraints on males and females - on different sexual selection pressures faced 
by our male and female ancestors. Although psychologists have tended to consider 
evolutionary theory the domain of anthropologists or zoologists, it is becoming increasingly 
clear that psychologists interested in ongoing cognitive processes can profit from an understan-
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ding of the modem developments in evolutionary theory. Without an understanding of human 
nature, in fact, psychologists sometimes miss some of the most important features of ongoing 
cognition. 

During the same recent period in which there has been a resurgence of evolutionary 
psychology, the field has also become increasingly involved in the so-called "cognitive 
revolution". The papers in this volume were to address the potential integration of "biological" 
and "social" approaches to personality psychology. Evolutionary psychology is of course clear­
ly linked to one of the two perspectives - the biological; whereas cognitive science is linked 
more closely to the other - the social cognitive. Evolutionary psychology is an interdisciplinary 
field - incorporating new findings and theoretical insights from behavior genetics, ethology, 
anthropology, and psychology (Lumsden and Wilson, 1981). Cognitive science is related to the 
other aspect of this conference - the social cognitive approaches, and it is also a grand in­
tegrative enterprise, encompassing developments in cognitive psychology, computer science, 
linguistics, anthropology, and neuroscience (Gardner, 1985; Lakoff, 1987). Thus far, 
evolutionary psychology and cognitive science have been largely independent. However, both 
interdisciplines are centrally concerned with the structure and function of the human brain, and 
it seems inevitable that there will be a higher level fusion. One byproduct of this fusion should 
be an incineration of the artificial barriers between researchers working on social cognition, 
interpersonal processes, and personality traits. Beyond that, a fusion between evolutionary 
psychology and cognitive science should also bring together researchers in social/personality 
and researchers in experimental, developmental, and clinical psychology. 

General Principles of Evolutionary Psychology 

Evolutionary theory consists, at base, of three simple assumptions, outlined by Darwin in 
1859. The first assumption is that animals are engaged in a struggle for existence - members 
of the same species must compete for limited resources. The second assumption is that there is 
heritable variation within a species - animals within a species differ in many ways, and can 
pass some of those differences along to their offspring. The third principle of evolution -
natural selection - follows directly from the other two. If animals must compete with one 
another to survive, and if animals vary in ways that can be inherited, then animals whose 
variations assist in the struggle for survival will have more offspring. Those offspring will, in 
tum, have relatively more offspring than less we11-adapted strains, and so on. Over 
generations, the strains that are most closely suited to their particular environments will 
replace those that are less we11-adapted. 

Darwin's theory applies not only to the physical characteristics of animals, but also to 
behavior. Behaviors evolve in the same way as do physical features. Seals are closely related 
to dogs, but if a seal inherited a brain programmed to run a dog's body and tried to run down 
large hoofed mammals on dry land, it would not survive we11; neither would a dog which 
attempted to swim out to sea and dive for fish fifty feet below the surface. Along with their 
bodies, seals, dogs, bats, giraffes, and lions inherit brains programmed to do certain things 
with those bodies. Thus, evolution applies to survival-related behaviors in much the same way 
that it applies to physical characteristics. Those animals with behavioral variations most suited 
to their environments (and to their bodily equipment) wi11 survive and outreproduce those 
animals with less well-adapted behavioral variations. 
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Evolutionary theorists assume that the principles of evolution apply to all animal species, 
and that humans are not exempted. They assume that humans will therefore share a number of 
species-typical behavioral characteristics, and have consequently searched for evidence of 
human behavioral universals (Darwin, 1872; Ekman and Friesen, 1971; Ekman et al., 1987). 
One of the most exciting developments in the area of evolutionary social psychology has been 
the discovery of a number of such universals of social behavior that are difficult to explain 
using traditional sociocultural or learning approaches. For instance, Eibl-Eibesfeldt (1975) 
filmed natural instances of flirtation in numerous cultures, and noted that micro-analyses of the 
movement patterns led to the discovery of universal flirtation gestures. The sex difference in 
violent behavior also appears to be universal. For instance, males commit over 85 percent of 
all homicides in every society that has ever been investigated (Daly and Wilson, 1988a,b). I 
will also discuss a number of seeming universalities in mate preferences below. 

INDIVIDUAL DIFFERENCES WlTIllN SPECIES 

Because all the members of a particular species must meet certain environmental demands, 
natural selection often leads to a reduction of variance on certain characteristics - most humans 
have two eyes and walk upright, for instance. However, it is a misconception to assume that 
natural selection removes all the important differences between the members of a species. If 
that were the case, neither artificial selection nor natural selection would have raw materials 
with which to work. Behavior genetic studies of twins and adoptees have supported the as­
sumption that humans, like other animals, have many heritable variations that affect behavior 
(Plomin et al., 1990). As has been demonstrated by some of the contributors to this volume, 
variations in personality characteristics ranging from friendliness and intelligence through 
depression and schizophrenia appear to involve heritable components (e.g., Loehlin et al., 
1988; Tellegen et al., 1988). 

Only some of the individual differences within a species are due to genetic variations 
within species. Others are due to interactions between features of the environment and 
species-wide genetic proclivities keyed to those variations in the environment. There are 
several reasons why evolutionary pressures will not lead all animals sharing a particular en­
vironment to be identical. One reason is related to what evolutionary theorists call den­
sity-dependent strategies - certain behavior patterns are only adaptive when they are not 
universal. It appears that animals are programmed to vary their life strategies based on a com­
bination of their own phylogenetically programmed predispositions and their ontogenetically 
programmed experiences with their social and physical environments. Such processes often 
lead to variations within a given species. For instance, there are two types of adult male 
blue-gilled sunfish (Gross, 1984). One type is a large territorial male whose colorful body is 
highly attractive to females. A second type of male is smaller and drab in appearance, 
resembling the less resplendent female. These smaller males are known as "sneak-copulators". 
Rather than investing nutritional energy in developing a large flashy physique, the 
sneak-copula tors develop enormous sperm-producing organs. When a large territorial male is 
mating with a female, the smaller male will thwart his larger opponent by darting in and 
releasing his sperm. Obviously, the success of the smaller males' strategy depends partly on 
the existence of the larger males in the vicinity to attract females, and is decreased by too 
many other smaller sneak-copulators in the neighborhood. As another example, some animals 
can actually change from one physical form into another depending upon "environmental 
openings". In the cleaner wrasse, for instance, females are most numerous and congregate in 
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harems around a large territoried male. When a large male dies, the largest female in his 
harem goes through a series of rapid physiological changes during which she grows larger and 
transforms into a male (Warner, 1984). Thus, the success of a particular combination of body 
type and behavior is linked to variations in the environment, and some species have evolved to 
change body types as the environment changes. Such processes might be relevant to the 
intra-familial behavioral differences between identical twins discussed by Plomin and Daniels 
(1987). There are a number of interesting questions about personality that arise from con­
sidering the extent to which early niche-picking experiences might lead to physiological chan­
ges between differences members of the same family, members of the same peer group in a 
school or neighborhood, and so on (Kenrick, 1987). 

GENDER DIFFERENCES wmnN SPEaES 

The most prevalent within-species variations are based on gender - males and females of a 
given species commonly differ in size and in behavior. Many of these differences are unique 
to particular species: the nature of the differences between a peacock and a peahen are not the 
same as those between a bull and a cow. However, some wide generalizations in sex differen­
ces can be found across a wide range of vertebrate species. Darwin noted in his Origin of 
Species that males tend to be relatively larger and more showy. If one member of a fish 
species has more decorative fins (as in the Siamese fighting fish), if one member of a bird 
species has more colorful plumage (as in the peacock), or if one member of a mammalian 
species has larger antlers (as in the elk), it tends to be the male. There are fairly general dif­
ferences in behavioral traits as well. For instance, male vertebrates tend to be more aggressive 
and more inclined toward dominance competitions. These sex differences lead to some com­
mon differences in mating arrangements across species. In particular, polygyny (one male, 
many females) is more common than polyandry (one female, many males) among vertebrates. 
This mammalian generalization holds for humans as well. Of 849 societies examined in Mur­
dock's Ethnographic Atlas, 708 were polygynous, whereas only 4 were polyandrous (Daly and 
Wilson, 1983). In addition, each of the 4 polyandrous societies were also polygynous, whereas 
the reverse was not true. Two general principles are often used to explain these differences: 
differential parental investment and sexual selection. 

DIFFERENTIAL PARENTAL INVESTMENT AND SEXUAL SELECTION 

Differential parental investment refers to the fact that males and females are inherently dif­
ferent in the amount of resources they invest in offspring. For all animal species, eggs are 
generally more costly to produce than sperm. In species that utilize internal fertilization, as do 
most mammals, this difference is enhanced considerably. To produce a single offspring, a 
mammalian female must carry a fetus that requires a large amniotic sac and that takes first 
priority on her nutritional intake for several months. It is generally believed that the higher 
ratio of body fat to muscle in the human female originally stemmed from the need to ensure 
survival of the costly fetus in nutritionally uncertain times (Frisch, 1988). Following birth, the 
female mammal nurses the newborn, again sacrificing her own nutritional intake to provide 
nutrition for her progeny. In some species, such as humans, the offspring must be fed and 
cared for even after they are weaned. Therefore, the minimum female parental investment is 
quite large. 
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Males, on the other hand, could father a child with a very low investment - the amount of 
energy required for one act of intercourse. The record number of legitimate children recorded 
for one man is 899 (Daly and Wilson, 1983), and the actual number could conceivably be 
higher than that. On the other hand, it is biologically difficult for a woman to have more than 
24 children, regardless of the number of husbands she has. For example, among the Xavante, a 
hunter gatherer group, the average number of offspring for males and females is 3.6 (logically, 
the mean has to be the same). However,the variance for women is 3.9, whereas for men it is 
12.1. In other words, some Xavante men have quite a few offspring, some have very few. 
Only 1 of 195 Xavante women are childless at age 20; whereas 6 percent of men are still 
childless by age 40. One man in the group had 23 children; whereas the highest number of 
children for a woman was 8. 

Some of the physical differences between males and females are due simply to natural 
selection based on these differences in parental investment. Females need a different body to 
produce eggs, and in the case of mammals, other specialized physical features are required to 
nurture the fetus and the newborn baby. However, those different parenting requirements are 
not enough to explain the vast differences between the sexes. One might expect that a slightly 
larger body would be of more use to a female mammal who must contribute her physical 
resources directly to the offspring (Ralls, 1976). However, males tend to be larger in most 
vertebrate species. Males are also more likely to have decorative features like antlers and 
peacock's feathers; and to use some of those features (such as antlers) to compete with one 
another. Darwin used the concept of sexual selection to explain such differences. Sexual selec­
tion consists of two sepamble processes. Intrasexual selection refers to the selection pressure 
that the members of one sex exert on one another via competition. In a species in which males 
compete for access to females by butting their heads, those individuals with the boniest heads, 
the strongest shoulder muscles, and the largest antlers will be more likely to win dominance 
competitions and survive. Epigamic selection is the other part of sexual selection. If one sex 
selects sexual partners on the basis of a certain feature, such as the possession of large antlers 
or bright displays of feathers, those features will be more characteristic of one sex than the 
other. 

Darwin suspected that epigamic sexual selection applies more to female choice of males, 
and female choice could explain why male vertebmtes tend to be larger, showier, and more 
dominance-oriented. The reason that females are more likely to be choosy relates back to the 
concept of differential parental investment. Because females have an initially higher in­
vestment in their offspring, they are better served to be selective about their partners. An 
ill-chosen mating partner is, on avemge, less likely to be costly for a male. A number of 
human sex differences seem to fit with this general mammalian pattern in which females are 
relatively more selective about mating partners and males are relatively less selective (Daly 
and Wilson, 1983; Hinde, 1983; Kenrick, 1987; Kenrick et aI., 1990). 

MALE PARENTAL INVES1MENT IN HUMANS 

The model of differential parental investment and sexual selection cannot be applied to 
humans without some important qualifications. Human males invest heavily in their offspring. 
In a monogamous relationship, the man may provide resources for one wife and her offspring 
for all of his adult life. Because human males invest heavily in their offspring, they should, 
like females, be selective about choosing a mating partner. In fact, sex differences tend to be 
diminished in species in which the males invest in their offspring. Male and female humans 
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are relatively similar in size and decoration in contrast to highly polygynous species. For 
instance, male baboons are twice the size of females. 

Although human males are therefore expected to be selective in choosing mates, they 
would not be expected to choose females along the same dimensions that females use for 
choosing males. Men and women invest different resources, and so one would expect the two 
sexes to value different characteristics in a mate. Males invest indirect resources (such as food, 
money, protection, and security). Thus, women would be expected to value men who show the 
ability to provide those resources. On the other hand, women directly invest their bodily 
resources in the offspring. Males would therefore be expected to value women who 
demonstrate signs of fertility and health. 

From an evolutionary perspective, human males and females are also expected to differ in 
the age of mates they find most attractive. Aging limits a woman's reproductive potential, and 
around age 50, ends it through menopause. Males do not undergo menopause, and older males 
are still capable of fathering offspring (Nieschlag and Michel, 1986). Male health does 
decrease with age, but the features which females find attractive, such as economic resources 
and social status, continue to accrue well past a male's physical prime. These differential 
changes, decreasing female fertility and increasing male resources, would lead males and 
females to place different value on signs of youth and physical health. In fact, data from a 
number of cultures has suggested that males tend to value relatively younger partners whereas 
females value relatively older partners (Buss, 1989; Symons, 1979). Males across cultures also 
report placing relatively more value on physical attractiveness. Evolutionary theorists have 
argued that judgments of female physical attractiveness are closely related to signs of youth 
and physical health. 

Thus, human males and females are expected to be similar in that both may invest heavily 
in offspring and both are often selective about mating partners. However, males and females 
are expected to be selective along different dimensions. Females are expected to place more 
emphasis on characteristics related to resources and social status; males are expected to place 
more emphasis on characteristics related to youth and physical attractiveness. 

Age Preferences in Mates Suggest Cross-cultural Universal 

During the time that social psychologists were denying the existence of traits, they were also 
finding overwhelming support for the principle that people tend to mate with others whose 
traits are similar to theirs (Antill, 1983; Byrne, 1971). The so-called "matching principle" is 
one of the few laws of social psychology, and it is rarely violated. One consistent violation, 
however, was just alluded to. Females are attracted to older males, while males are attracted to 
younger females (Harrison and Saedd 1977, Cameron et aI., 1977). Social psychologists have 
tended to attribute this age preference complementarity to culturally arbitrary gender 
discrepancies in social value. Females in our society presumably exchange youth and physical 
attractiveness for economic security. 

Why do females not value youth as much as males do? The prevailing models have 
generally explained this and other features of mate selection in terms of cultural norms. 
Presser (1975) offers a tentative explanation in terms of the "norm" that " ... a husband should 
be, or at least appear to be, mentally and physically superior to his wife. Not only should he 
be taller than she (for the appearance of superiority) but also older (which gives him the ad­
vantage of more time to become better educated and more experienced" (p. 202). In a similar 
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vein, Cameron et ai. (1977) explain their findings that females prefer older, taller, high status 
males as due to "traditional sex-role specifications ... frequently valued as sex appropriate in 
American society" which specify that women should "look up to" their male partners. These 
quotes reveal a tacit assumption that there are other societies in which gender differences in 
mate preference are fundamentally different from those found in our society. 

Evolutionary theorists have noted the same gender difference in age preference, but 
explained it in terms of the universal features of human nature I discussed earlier. However, 
very different predictions follow from the evolutionary and normative explanations. Those who 
have adopted the normative perspective have assumed that the rule is a fairly simple one -
analogous to the rule about differential height: men should be a few years older (as they 
should be a few inches taller; e.g., Cameron et aI., 1977; Presser, 1975). None of the nor­
mative accounts I came across indicated that the size of the difference should vary with the 
age of the individuals involved. Since there is evidence that younger people (particularly 
teenage males) are particularly sensitive to sex-role norms (Deutsch et aI., 1986), it might be 
expected that the difference would be slightly more pronounced among younger males. 

If one adopts an evolutionary perspective, and considers the issue of lifespan changes in the 
reproductive value of males and females, however, one is led to a different set of predictions. 
Because a female's fertility reaches a peak in her mid-twenties and then declines more rapidly 
than does a male's, a male should change the preferred age difference between him and his 
partner as he ages. For a teenage male, the choice of a similar partner results in choosing 
someone with maximum remaining reproductive years, but low fertility. A woman slightly 
older than him, in her early 20s, on the other hand, still has many reproductive years, and 
higher fertility. So a teenage male should make little or no discrimination against women a 
few years older than him. For a man in his forties, however, a woman's remaining reproduc­
tive years should be a more important consideration which should act against his using 
similarity as his only criterion. Since females mature earlier, it makes sense for teenage 
females to be attracted to older males. Older males also lose physical resources (like health 
and sexual arousability), but at the same time, they may gain in the indirect resources and 
social status that females generally look for in a mate. As we indicated earlier, an older man is 
fully capable of fathering offspring. Those factors may simply cancel one another out. Leonard 
(1989) argued that, from an evolutionary perspective, a woman would optimize her reproduc­
tive potential by mating with a man ten years older. Such a male will have more resources and 
status than someone her own age. However, he is not so old that he will be likely to die while 
their children are still young. Thus, the evolutionary perspective makes a similar prediction to 
the normative perspective regarding female age preferences, but differs from the normative 
perspective in predicting that males will change their preferences as they grow older. Very 
young males will have no preference for younger women, and no bias against older women. 
As males grow older, they will progressively prefer females who are dissimilar in age, and 
increasingly younger than themselves. 

The other major difference between the two perspectives is related to our earlier discussion 
of cross-cultural universals. From an evolutionary perspective, one would be led to expect that 
the gender difference in age preference will be relatively cross-culturally robust. Male and 
female differences in lifetime fertility no doubt vary across cultures, and are influenced by 
nutrition, age of parenting onset, and number of offspring. However, females in all societies 
bear the young and undergo menopause. Thus, the preference of older males for relatively 
younger females should be cross-culturally robust. 
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To examine the evolution-based predictions about age preferences, Kenrick and Keefe 
(1992) examined a number of data sources, including marriage records and mate adver­
tisements. The data spanned the decades from 1913 to 1989, and also represented several 
different cultures, including Western Europe, India, and a small fishing village in the Philip­
pines. Figure 1 summarizes the American data. The marriage data is based on 1,206 American 
marriages that took place during the late 1980s in Phoenix, Arizona, and Seattle, Washington. 
The preference data is based on 584 lonely hearts advertisements published in Phoenix, 
Arizona, and in Washington, D.C. (based on Kenrick and Keefe, 1992). 
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Figure 1: Age differences between mates in American singles advertisements, and American 
marriages (from Kenrick and Keefe, 1992). 

As you can see in the figure, female specifications remained fairly constant throughout the age 
range. Males, on the other hand, changed their preferences in a systematic fashion as their own 
age increased. Males in their twenties were equally attracted to women above and below their 
own age, specifying partners ranging, on average, from 5 years younger to 5 years older. As 
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males got older, however, their preferences increasingly diverged from those of females in the 
equivalent age group. Among males in their 50s and 60s, the maximum acceptable age was 
several years below their own age, and the minimum specified was almost a generation 
discrepant from their own age. As the marriage data indicate, people's actual partners mapped 
nicely onto the preferences expressed in singles advertisements. 

These results match the predictions of the evolutionary model, but do not fit well with 
normative models. If there is a "norm" for men to prefer younger women it should show up in 
younger men, who tend to be more concerned with behaving in a stereotypically sex-typed 
manner. Yet the interesting feature of younger men's preferences is that they extended equally 
above and below their own ages. Thus, this data provide no evidence that a preference for 
younger women is a consistent feature of the normatively defined role for American males. 

Cross-cultural data provide a stronger test of the normative versus the evolutionary model. 
Guus van Heck of the University of Tilburg provided data from singles advertisements in 
Holland; and Ute Hoffman and Kirstin Schaefer of the University of Bielefeldt provided some 
similar German data. The patterns were, in both instances, the same as those obtained in 
American singles advertisements. Of course, there are important similarities between American 
and European cultures (see Kenrick and Keefe, 1992). A more interesting comparison came 
from an examination of Indian marital advertisements. In comparison with American singles 
advertisements, Indian marital advertisements indicate very different cultural criteria. Most ads 
include strict limitations by caste and religion, and they commonly ask for horoscope infor­
mation. An example is listed below: 

Wanted: A non-Bharadwaj smart good-looking preferably employed Kerala lyer girl 
below 25 for a Kerala lyer boy 29. Chemical engineer. Contact with horoscope. 
(Times of India, Bombay, Sunday, January 29, 1989) 

We obtained a sample of such Indian advertisments and again used those advertisements that 
included the advertiser's age, and stipulated a minimum and/or a maximum age for preferred 
partners. There were no advertisements for women above age forty, and an Indian informant 
explained that women who do not marry by their thirties are not considered marriageable. The 
results (depicted in Figure 2) follow same pattern as the American and European data. One 
could still argue that modem residents of India and Europe share some cultural influences with 
modem Americans. However, Figure 2 also depicts data obtained from the village of Poro - a 
small fishing village on a remote Philippine island, far removed from any urban area, and 
largely isolated from any European contact to this day. The marriage data in figure 2 describe 
all the marriages recorded on Poro during the years 1913-1939. 
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Figure 2: Age preferences indicated in marital advertisements from India, and age differences 
in marriages on the island of Poro between 1913 and 1939 (from Kenrick and Keefe, 1992). 

In commentary published along with the original findings, two anthropologists examined data 
from several traditional African cultures, and found the same sex-differentiated pattern to hold 
there (Broude, 1992; Harpending, 1992). Other anthropological commentators argued that the 
pattern was more sex-differentiated in non-American cultures (Symons, 1992; Thornhill and 
Thornhill, 1992; Townsend, 1992; van den Berghe, 1992). In addition, marriage data from a 
diverse sample of cultures summarized by the United Nations yields sex differences in mar­
riage precisely in line with those we found (see Figure 3 for one example, and Kenrick and 
Keefe, 1992 for further discussion). 
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Figure 3: Ratio of males to females in marriages at different ages (based on Kenrick and 
Keefe, 1992). 

In addition to its problems with the cross-cultural data, the normative explanation also fails to 
explain why young males were interested in older as well as younger females. Most of the 
data Kenrick and Keefe collected includes males in their twenties as the youngest group (pe­
rhaps because younger males are not attractive marital partners). It is worth noting, however, 
that the average age of marriage partner for the small number of teenage males in the Phoenix 
sample was actually older than their own age. We have recently obtained preference data from 
a sample of teenagers (Kenrick et aI., 1992). Subjects ranging from 12 to 18 years of age were 
asked to indicate the youngest and oldest partners they would consider dating, and to indicate 
the most desirable age of a partner. Teenage females were similar to older females in 
specifying partners ranging from around their own age to several years older. However, when 
the preferences of teenage males are placed in the context of the adult singles advertisements, 
they indicate a particularly interesting lifetime trend. Teenage males were very different from 
older males in specifying ages ranging from a few months younger to several years older. 
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Most interestingly, teenage males' preferences extended much farther above their own age than 
below. Further, teenage males indicated that the age of an ideal partner would be older than 
their own age. This preference not only goes against the likely reward structure determined by 
female preferences, but it also goes against the supposed social norm (which should opemte 
most strongly on males during the highly sex-typed teenage years). On the other hand, it is 
quite consistent with the evolutionary model - for a teenage male, the most fertile females are 
older, not younger. 

Gender Differences in Trait Preferences Depend on Level of Investment 

As discussed earlier, females are assumed to have an initially higher investment in potential 
offspring, and to therefore be more selective about the partners with which they will mate. 
Males, on the other hand, provide less in the way of direct resources for any given offspring, 
and have less to lose from mating with any given available partner. As part of the process of 
sexual selection, Darwin suggested that females often may mate preferentially with males who 
have either won the struggle for dominance over others of their sex, or who have "special 
weapons" suggesting their "general vigour" (Darwin, 1859). Over genemtions, a preference for 
males who display obvious signs of superiority over their competitors will lead to a steep 
dominance hiemrchy, and at same time, select for greater size and weaponry among males. 
This would explain the sort of dramatic sex differences one sees among baboons, where males 
are perhaps twice the size of females, and also more dominant. Male baboons are that way, at 
least in part, because of past mating choices made by female baboons. 

Consistent with this model, there is evidence that hu,man females, like other mammalian 
females, are relatively more attentive to a male's position in the dominance hierarchy (Hill, 
1984; Mealey, 1985; Sadalla et aI., 1987; Townsend and Levy, 1990). On the other hand, Buss 
and Barnes (1986) also applied the differential parental investment model to human mate 
preferences, but found less prominent gender differences. They used a survey design and asked 
students to rank the chamcteristics they would prefer in a mate. Consistent with Buss and 
Barnes' evolutionary perspective - females mnked traits related to resources as more important, 
and males ranked physical attmctiveness as more important. But the most striking feature of 
Buss and Barnes' data was the similarity of male and female preferences - 7 out of 10 of the 
highest rated preferences were identical for the two sexes. Buss and Barnes explained the lack 
of strong sex differences as due to the fact that differential parental investment and sexual 
selection are diminished in species like homo sapiens - which are monogamous and in which 
most mating age individuals pair off. If one explains sex differences in mate selection 
strategies in terms of evolutionary theory, and also argues that a lack of sex differences is 
consistent with the evolutionary perspective, a critic might justifiably complain that 
evolutionary hypotheses are untestable tautologies. To avoid this criticism, it is necessary to 
delimit our predictions. In this case, it is necessary to answer the question: "When do humans 
act like polygynous species, with females being more selective (as in the Sadalla et aI., data), 
and when do we act like monogamous species, with both sexes showing high selectivity (as in 
the Buss and Barnes data)? 

To answer this question, we turned to psychological models of mate selection. Social 
psychologists have long argued for a consideration of longitudinal factors in relationships, 
noting that what is considered desirable at one phase of a relationship may be less important at 
another phase. In fact, Buss and Barnes had asked their subjects about desirable chamcteristics 
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in a marriage partner, whereas Sadalla et al. (1987) had asked people to mte the sexual attmc­
tiveness of a stranger. Although evolutionary theorists had not previously considered the lon­
gitudinal perspective, it is consistent with an evolutionary perspective that sex differences in 
selectivity will interact with the amount of time and resources partners have invested in one 
another. 
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Figure 4: Minimum intelligence criteria for males and females at different levels of invol­
vement, including "one night stand" (based on Kenrick, Groth, Trost and Sadalla, 1992). 
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Monogamous species typically have a lengthy courtship that precedes mating - this presumably 
allows both members to evaluate one another's value as a potential parent. Polygynous 
species, on the other hand, have brief courtships. 

If the above distinction is worthwhile, one would expect that sex differences would be most 
prominent in casual mating liaisons, for which males stand to invest less time and resources in 
any resulting offspring than females do. In choosing a marriage partner, on the other hand, a 
male may invest resources for a lifetime - thus males and females should both be selective. 

To examine the distinction suggested above, we asked college men and women about their 
minimum standards in a partner at four levels of involvement. Figure 4 depicts the results for 
the minimum intelligence that subjects demanded in a date, a sexual partner, a steady dating 
partner, a marriage partner, and in a partner for a "one night stand", a sexual partner whom the 
person would never see again. Note that females and males showed the largest differences in 
criteria for sexual partners. 

SELF-APPRAISAL AND MATE CRITERIA 

Although social psychologists have sometimes denied the existence of personality traits, they 
have dedicated a great deal of research to various aspects of the "self". In the relationship area, 
social psychological models have emphasized the importance of one's self-evaluation as a 
mediator of one's trading value in the heterosexual marketplace. Economically based models 
adopt a view of potential partners as searching for the best bargain in exchange for their own 
social assets. According to this approach, one evaluates oneself with regard to social amenities 
such as beauty, intelligence, charm, wealth, and social status searches for a partner with a 
similar net value. Evolutionary models of mate selection have tended to ignore an individual's 
self-evaluation, although such models actually share some of the basic assumptions of 
economic theories (Cooper, 1987; Frank, 1991; Kenrick and Keefe, 1992; Kenrick and Trost, 
1987). It is quite consistent with evolutionary models that self-evaluation should be important. 
Given the assumption that individuals compete for positions in dominance hierarchies to gain 
access to more desirable mates, individuals should be very aware of their position in those 
hierarchies when considering what they can expect in a mate. In fact, personality theorists 
such as Hogan (1982) and Goldberg (1981) have argued that the major dimensions of per­
sonality judgment are cognitive schemas that evolved in large part to assist us in appraising 
our position in our social group. Interestingly, these same dimensions appear across widely 
divergent cultures, with "dominance versus submissiveness" always emerging as one of the 
two major dimensions (White, 1980). Based upon this reasoning, it could be predicted that a 
person's self-evaluation would be highly predictive of the minimum criteria he or she would 
find acceptable in a partner. 

Evolutionary models suggest gender differences in the use of such self-evaluations at dif­
ferent levels of involvement. In general, women's self-evaluations should be highly predictive 
of the criteria desired in a mate for any type of sexual relationship. Males, on the other hand, 
should show differential selectivity depending upon the level of investment in the relationship. 
In choosing a partner for a more committed relationship, men's self-appraisals should match 
their criteria for a partner fairly closely. Given men's comparatively lower potential investment 
in casual sexual liaisons, however, a man's self-appraisals should be relatively less predictive 
of his minimum criteria for such relationships. 

In the most· recent series of studies in the program of research on relationship development, 
we accordingly asked subjects to rate themselves. When those self-ratings were correlated with 
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criteria for a partner, they indicated an interesting pattern in line with the notion of differential 
parental investment. Figure 5 depicts correlations between subjects's self-rated social status 
and their minimum criteria for partner's status (from Kenrick et aI., in press). 
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Figure 5: Correlation between self-rated status and minimum criteria for partner's status (based 
on Kenrick, Groth, Trost and Sadalla, 1992). 

Both males' and females' criteria for status in a marriage partner correlate significantly with 
self-ratings - the higher a subject's self-perceived status, the higher his or her criteria for a 
spouse. The same holds true for female's ratings of partners for a one-night stand - the higher 
a woman's self-perceived status, the higher her criteria for a one-night stand. However, males' 
self-rated status is only weakly correlated with criteria for a one-night stand. These studies 
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indicate inherent interaction between biologically based gender-linked traits, socially-based 
self-conceptions, and interpersonal behaviors. The nature of those interactions are precisely in 
line with an evolutionary perspective. 

Evolved Gender Differences in Cognition 

It has often been assumed that evolutionary theory concerns itself with "ultimate" (historically 
distant) explanations of behavior, whereas psychologists are more interested in "proximate" 
explanations that stress the interaction between the present environment and what is going on 
in a subject's head right now. However, proximate and ultimate levels of explanation cannot 
be separated. By failing to consider the evolutionary context of human behavior, psychologists 
sometimes miss the significance of proximate process and structure. For instance, regardless of 
the task at hand, subjects in laboratory experiments on social perception spontaneously attend 
to the categories of gender, age, race, and attractiveness. Experts on social cognition frequently 
note this without any mention of the potential evolutionary significance of such categorizations 
(e.g., Brewer and Lui, 1989; Hastie and Park, 1986; Markus and Zajonc, 1985). From an 
evolutionary perspective, psychologists should go beyond the description of proximate proces­
ses to ask why people attend to certain things more than others, why people encode some 
things more things more easily than others, and why people remember some social events 
more easily than they remember others. 

Part of the reason that social cognition researchers have paid relatively little attention to the 
content of cognition is that it has been assumed that the same general cognitive processes are 
used to think about different types of content (Markus and Zajonc, 1985). In adopting this 
assumption, social cognition researchers follow cognitive psychologists in the traditional ex­
perimental areas (e.g., Glass and Holyoak, 1986). Traditional information-processing ap­
proaches to the study of cognition have focussed predominantly on "general processes" rather 
than specific content. Researchers who adopt an evolutionary perspective, on the other hand, 
have tended to argue against the existence of general all-purpose cognitive processes. Instead, 
they have argued that cognitive processes differ depending upon the specific content of the 
information being processed (e.g., Hansen and Hansen, 1988; Sherry and Schacter, 1987; 
Tooby and Cosmides, 1989). Sherry and Schachter (1987) reviewed extensive evidence sug­
gesting that animals have qualitatively different memory systems to deal with different types 
of information. For example, a bird learns to sing the song of its species during an early sen­
sitive period, often before it is capable of performing the song adequately, and later practice 
may only serve to improve the fidelity of performance. By contrast, memory for food stores is 
frequently erased within a few days and is "re-programmed" repeatedly throughout life. 
Memory for sickening foods shows a completely different pattern, in which the animal may 
learn an aversion on one trial and store its memory permanently with little or no input from 
experience. Support for content-specific cognitive processing also comes from 
psychophysiological research with humans, which has indicated that specific patterns of brain 
damage may lead to very specific and limited cognitive deficits. For instance, patients with 
one pattern of bilateral damage to the occipital-temporal areas suffer from a disorder called 
prosopagnosia (Damasio et aI., 1982). Individuals with this disorder are unable to recognize 
specific faces, even their own, although they can recognize friends and relatives from their 
voices, they can find emotional expressions in photographs, and they can even pick out 
features such as noses, lips, and eyes. They can also distinguish the age and sex of the people 
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they see, but not their identity. More recent research with these same patients indicates that 
although they are unable accurately to provide a verbal identification of which of a series of 
faces are familiar and which are unfamiliar, they do demonstrate marked changes in skin con­
ductance in response to familiar faces (Tranel and Damasio, 1985). These findings are il­
lustrative of a large body of literature that questions the assumption of a monolithic process of 
"memory" or "cognition" that applies uniformly to all types of content. 

The alternative to the view of a monolithic cognitive processor is the view of the brain as 
organized into a confederation of relatively specialized modules that operate in parallel (e.g. 
Martindale, 1991). We are already accustomed to thinking of the brain as modular to the ex­
tent that we differentiate between auditory and visual areas of the cortex; and at a finer level, 
between areas such as Wernicke's area (related to understanding speech) and Broca's area 
(related to production of speech). Instead of considering the brain as a single organ, we can 
think of it as a group of interrelated organs - each somewhat specialized for particular tasks. 
From an evolutionary perspective, it makes sense to ask about the different kinds of tasks that 
a human brain would have evolved to perform. It is to be expected that, in addition to 
modules designed to process information about the direction of sounds, the color patterns on 
potentially dangerous insects, and the sweetness of fruits, the human brain also contains 
modules designed to solve problems in social living (Lumsden and Wilson, 1981; Tooby and 
Cosmides, 1989). 

As psychologists, it is not necessary to study the neurophysiology underlying the operation 
of different brain areas. However, it is important to be aware of the functional consequences. 
In particular, there are marked qualitative differences in the processing of the same sorts of 
problems when the stimuli do and do not involve people (DeSoto et al., 1985; Tooby and 
Cosmides, 1989). In the past we have tended to import paradigms from cognitive psychology, 
asking whether the same sorts of processes that apply to word recognition (such as priming) 
might also apply to the processing of social stimuli. From the evolutionary perspective, a more 
fruitful approach would be to ask which types of problem social situations our ancestor's brain 
would have had to solve, and to look for evidence of qualititive and quantitative differences in 
the way stimuli related to those situations are processed. Given that differential reproduction is 
the central task of natural selection, it might be especially fruitful to consider social cognition 
in light of human reproduction. As I have already discussed, a consideration of the gender 
differences in parental investment and sexual selection has already led to a number of 
hypotheses about human mate choice. These same gender differences would be expected to 
lead to predictable variations in ongoing cognitive processes. 

GENDER DIFFERENCES IN SCHEMATIC PROCESSING 

An evolutionary perspective would lead us to expect that males and females differ in their 
chronic use of certain "schemas". The term schema is used in several ways, but it can be 
usefully thought of as a cognitive structure which acts as a filter guiding the selection of infor­
mation for attention, encoding, and retrieval from memory. Cognition researchers note that it 
would be impossible to attend to every aspect of every situation in which we find ourselves. 
Schemas guide the selection of information in ways that are consistent with ongoing motives 
(Fiske and Neuberg, 1990). Most of the studies on schema activation have tried to artificially 
manipulate people's information processing. There has been little investigation of default 
schemas. What do people pay attention to and remember from social situations when they are 
operating on automatic, and have not been specifically primed by the experimenter? 
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An evolutionary theorist would assume that we automatically process for information that is 
relevant to survival and reproduction. Before even processing the cut of someone's clothes or 
their regional accent, we should notice the person's gender, his or her sexual attractiveness, 
and whether this person poses a potential threat or a mating opportunity. Given these con­
siderations, it makes eminent sense that gender, attractiveness, age and race are used as spon­
taneous categorizations in social cognition experiments. Once again, it is possible to use the 
evolutionary perspective to make predictions about gender differences in such "default 
schemas". In line with the differential parental investment hypothesis, which sees males as 
actively competing for the attention of choosier and more reticent females, males should be 
more likely to spontaneously process information about potential mates. Lidia Dengelegi and I 
obtained some suggestive data regarding this type of "default processing" in a free recall 
study. We asked subjects to look through a yearbook, under the pretense that they were to 
develop an idea of the different types of students who attended different schools. After they 
had examined the yearbook we unexpectedly asked them if they could bring any particular 
face to mind, and then we asked them to locate that face. We also collected information on 
subjects' relational status: single, dating steady or married. Uninformed judges later rated the 
attractiveness of the faces that were and were not spontaneously chosen by members of each 
sex. When a subject recalled someone of the opposite sex, that person tended to be more 
physically attractive than when a subject remembered someone of the same sex. That finding 
itself is consistent with the idea that people "automatically" attend to mating relevant people 
(or at least spontaneoulsy recollect them). However, there was also a sex difference in spon­
taneous recall that fits with the differential parental investment hypothesis discussed above. 
Females were about equally likely to bring a male as a female to mind, whether they were 
attached or not. Males, on the other hand, were more likely to recall a female than a male. 
This tendency appears to be reduced when the males were attached, but even attached males 
were more likely to selectively recall an attractive member of the opposite sex. This finding 
suggests that the reproductive constraints on males and females, discussed earlier, have 
implications at the level of "on-line" processing. When males and females are asked spon­
~neously to recall a face, males' recollections indicate that they are more likely to have their 
schematic antennae tuned for a mating opportunity. 

Another line of research indicates further differences in spontaneous schema use by males 
and females. This research began with a series of studies unconnected to an evolutionary 
model, in whIch we found that subjects exposed to physically attractive people later rated 
average looking targets as less attractive (Kenrick and Gutierres, 1980). A similar effect was 
found when males were asked to rate their mates after exposure to attractive centerfold 
photographs (Kenrick et ai., 1989). However, a parallel effect was not found for women ex­
posed to male centerfolds - these women did not show reliable decreases in attraction for their 
male partners. That sex difference might be consistent with the evolution-based studies which 
have found that women's judgments of partners are, compared with men's, based less upon 
physical attractiveness and more upon social status and dominance. A consideration of this 
literature led my colleagues and I to conduct a study in which subjects were asked to rate their 
commitment to their current relationships after exposure to targets who varied not only in 
attractiveness, but also in descriptions of their dominance (Kenrick et ai., 1992). The results 
again indicated that exposure to attractive males had little effect on females' levels of commit­
ment to their current mates, but did significantly affect males' commitment. On the other 
hand, female's judgments were influenced by the dominance of the men to whom they were 
exposed: more dominant men undermined commitment to a woman's current relationship. 
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These findings suggest gender differences in ongoing cognition in line with the 
evolutionary models of sexual selection and differential parental investment. They also have 
implications for cognitive processes at all levels. Males and females should differ in processes 
ranging from sensation through perception to selective memory (see Kenrick, 1993, for further 
discussion of these issues). 

Conclusion 

Given that Darwin's scheme is built on individual differences, it should come as no surprise 
that the perspective assumes inherent connections between social processes and personality 
structure (Buss, 1990; Gangestad and Simpson, 1990; Hogan, 1982; Kenrick et aI., 1985; 
Simpson and Gangestad, 1991). Beyond these connections within the social/personality area, 
an evolutionary perspective places our work in the context of work in other areas of 
psychology. As new findings emerge on the structure and function of the human brain, ex­
perimental psychologists are increasingly placing their findings within an evolutionary context, 
asking how the physical and functional constraints of the brain are designed to solve adaptive 
problems. Evolutionary theorists believe that the human brain is designed largely to facilitate 
survival in social groups and, like all organic systems, to foster successful reproduction. 
Reproduction is, of course, an explicitly social task in all vertebrate species, and it is a par­
ticularly social task in species like ours, where two parents form long-term bonds. From this 
perspective, it is essential not only that personality and social psychology are closely intercon­
nected, but also that the other SUbdisciplines of our field, including neurophysiology and cog­
nitive psychology, be integrated with personality and social psychology. 
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In the present context, disciplines like biology and subdisciplines like social psychology are 
auxiliary sciences. The psychology of personality has outgrown the stage in which traits were 
a dependent variable to be explained as an artifact of social perception, or to be reduced to 
biological differences. Upon considering personality as a topic in its own right, instead of an 
epiphenomenon, the question is what other disciplines can contribute to the study of per­
sonality. With respect to evolutionism, I shall defend the position that its contribution can be 
modest at best. In the process, I shall clarify the conception of personality psychology that 
underlies my argument. 

Grand Theories of Human Nature 

To anticipate an advance objection, there are conceptions of personality to which the 
evolutionary point of view is eminently relevant. One is personality in the sense of human 
nature - the wiring of the human species. Another is differential psychology, specifically, 
gender psychology. In both these areas, the evolutionary point of view offers grand theories of 
personality. I am not using 'grand' in any derogatory or ironical sense, but as a technical term 
to denote that the theory applies to common traits, not to individual differences (see also Buss, 
1990). 

Biological narratives of human nature have great intellectual significance. They provide 
sobering thoughts. In Western culture, voluntaristic interpretations of human existence have 
become dominant; opinion-makers celebrate the makeability of the person and deny or at least 
overlook any natural constraints. The popular psychology of gender, for example, emphasizes 
cultural determinants of sex differences. In the face of this emphasis, it is a sobering thought 
that males commit over 85 percent of all homicides irrespective of culture (Daly and Wilson, 
1988), and that age preferences in mates are not explained by cultural variation but obey 
biological laws (Kenrick, this volume). The intellectual significance of such sobering thoughts 
is in the reduction of hubris: They teach us tolerance for own and others' limitations, and 
warn us against overoptimism with respect to the changeability of human nature. 

Moreover, the come-back of biological psychology has had an important spin-off for per­
sonality psychology as an intellectual enterprise. For several decades, social psychologists have 
been trying to explain personality traits away by emphasizing situational determinants, at­
tribution error, or both. Behavior-genetic evidence has liberated personality psychology from 

219 

J. Hettema and I. J. Deary (eds.), Foundations of Personality, 219-226. 
© 1993 Kluwer Academic Publishers. 



220 WILLEM K.B. HOFSTEE 

this foreign occupation, and evolutionary psychology is playing an auxiliary role in the back­
ground. 

However, all this is not to say that grand theory should be the aim of personality 
psychology. There is a very practical objection against such a view. The specific task for per­
sonologists is to explain behavior in terms of individual differences. No other branch of 
science does that, so if personality psychology did not exist, it would have to be invented. Not 
only do grand theories not serve that purpose; through their emphasis on generalities, they can 
only deflect the attention of personologists from their specific task. 

Another way to phrase the argument is that a conception of personology as the provider 
par excellence of theories of human nature is presumptuous. Developmental psychology, social 
psychology, not to speak of general psychology, are at least equally entitled to exercise that 
claim. By virtue of its specific task, which is emphasizing individual differences in contrast to 
common traits, personology might even be the last to credibly claim any monopoly on the 
study of human nature. 

The Psychometric Conception of Personality 

The above argument can serve as a stepping stone to articulate a psychometric conception of 
the psychology of personality (see also, e.g., Hofstee, 1984; Wiggins, 1973). There is nothing 
essentially new here, so the exposition can be brief. On the other hand, there are times and 
contexts in which it is appropriate to apply oneself at such a restatement, and this may be one 
of those. 

In the psychometric or trait conception of personology, the focal task of the subdiscipline is 
to predict individual differences in socially important behavior - the fact that Mary does well 
at a particular job or school whereas John does not; the fact that one reacts positively to a 
particular treatment whereas the other does not, and so on. For the prediction of these socially 
important individual differences in behavior one logically needs a predictor. Scores on a 
predictor variable are not socially important in and of themselves - there is nothing exciting at 
all about some number that is based on solving inconsequential puzzles or answering fairly 
superficial questions - but derive their relevance from their predictive power. Logically again, 
predictor variables and criterion behaviors must have something in common if the prediction is 
to be effective. This common content may be called a trait. We may theorize about traits in an 
attempt to make prediction more effective and efficient. However, the proof of the personality 
pudding is in predictive validities. 

Personality textbooks usually list the trait approach along with the psychodynamic and 
social learning approaches to personality. However, this juxtaposition obscures an important 
difference between the psychometric view and other approaches. Psychodynamic and social 
learning theories try to explain how traits come about. In this perspective, traits are the depen­
dent variable of developmental antecedents. The application that ensues from these paradigms 
is treatment, or trait change. The underlying reasoning is experimental, or manipulative. In the 
psychometric paradigm, test scores are predictor variables. The application perspective is 
selection (if that term is taken in a wide sense). The reasoning is correlational or obser­
vational. In sum, the explanatory paradigms like the psychodynamic and social-learning are 
retrospective, looking at the antecedents of traits; the psychometric paradigm is prospective, 
proceeding from measured trait variables onward (Hofstee, 1992). It is no use presenting the 
paradigms as alternatives or competitors. They span different worlds. 
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Evolutionary Theory and Individual Dift'erences 

In the context of the psychometric perspective, the question with respect to evolutionary 
theory is whether it can indicate where to look for promising individual differences. My ten­
tative answer is that this is asking too much. 

Naturally, individual differences have a place in evolutionary theory. When circumstances 
change, variety within the species is a condition for its survival. For example, if the ozone 
layer is further affected and if dramatic changes in climate materialize, it may be beneficial to 
the human kind not to be composed of Caucasians only, as they seem to be ill-equipped for 
such a climate. However, as these environmental changes are accidental, all that the species 
can do is keep an open mind, so to speak. The evolutionary principle does not dictate which 
traits should show large variance and which should not. Even on hindsight, it is not altogether 
clear why little variation is observed, for example, with respect to the number of fingers. Con­
ceivably, our facility at binary calculation would have benefited if some of us would be born 
with two fingers on each hand. So all the evolutionary point of view has to say is that there be 
variety. 

Going a step further, the viewpoint would seem to imply that existing variability is largely 
inconsequential for adaptive purposes, given the circumstances. For example, if extraversion 
were important for impressing potential mates, we would expect a highly negatively skewed 
distribution after so many generations. The large observed spread of a trait like extraversion 
therefore testifies to its unimportance. There is an interesting contradiction here with the 
lexical hypothesis which implies that spread of a trait goes together with its social importance. 
The primary explanation of individual differences in evolutionary terms is genetic noise. 
Therefore from that point of view, the big five factors of personality (Digman, 1990; 
Goldberg, 1992; John, 1990) would represent the summit of behavioral lUXUry and inconse­
quentialness. 

In the evolutionary dialectic, some auxiliary hypotheses are found for explaining existing 
variety. One is frequency-dependent selection. For example, by the time the sweet young 
things would get almost completely overwhelmed by extraverted suitors, they would find rest 
in the arms of the few remaining introverted outcasts and give them the time of their 
evolutionary life. The other is the parasite script in which the extraverted suitors would warm 
up more potential mates than they can serve, the remainder being taken care of by introverts 
who have kept their powder dry. With respect to personality psychology, it is difficult to 
evaluate these notions. There is no doubt about their potential to serve in ad-hoc explanations, 
but it is quite a different thing to have such mechanisms predict the major dimensions of per­
sonality. 

In one respect the evolutionary perspective may appear to be directly relevant to personality 
theory. It has been noted that the big five factors of personality are differentially associated 
with the biological sex variable. Due to differences in the rotational positions of the axes of 
the five-space, it is not altogether clear what factor or factors carry most of the sex variance. 
For example, in the American-English Big Five solution (Goldberg, 1992) the Extraversion or 
Surgency factor comes out pretty macho, whereas the Agreeableness factor is a bit on the soft 
side. In the Dutch solution, biological sex is most associated with Factor IV, Emotional 
Stability. A good idea would be to have one factor coincide with biological sex, that is, to 
rotate towards that variable. Only social taboos seem to have refrained taxonomists from using 
this anchoring point. 
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Ideally, four more such anchors would be needed to fix the positions of the five major 
dimensions of personality. In the absence thereof, I consider all interpretations of the Big Five 
to be premature: These interpretations are bound to be based upon a rotational position that 
can only be arbitrary to some extent. One may hope that some day biological variables, 
probably genetic in kind, will help to secure the axis positions. In the meantime, these 
positions should be kept flexible. The AB5C model (Hofstee et aI., 1992) is a step towards 
this requirement. 

The Abridged Big-Five Circumplex (ABSC) Model 

Indeterminacy of rotational positions of axes of a trait space is incorporated in circumplex 
models (Wiggins, 1980) of personality. In these two-dimensional models, there is no 
presumption of a simple structure that would fix the positions of the two axes. Instead, the 
angular positions of the trait variables are thought to spread more or less evenly. Usually, the 
plane is divided into octants, clustering traits that are close together. However, that is an ar­
bitrary abridgement. The emphasis in circumplex models is upon the freedom of rotation; the 
axes of the plane, and the ensuing positions of the octant boundaries, form no part of the 
unabridged circumplex model depicting only the angular positions of the trait variables. 

A full five-dimensional circumplex is insufficiently parsimonious as a taxonomic model. 
The AB5C representation contains two abridgements. First, trait variables are represented by 
their projections on the two-dimensional slice of the trait sphere to which they are closest. 
There are ten such slices (circumplexes), one for each pair out of the five factors. This 
abridgement is justified by the empirical finding that very few variables have substantial 
loadings on more than two factors (Hofstee and De Raad, 1991; Hofstee et aI., 1992). Second, 
the planes are divided into twelve segments of 30 degrees (duodecants), and traits within one 
such segment are considered to be equivalent. As a result, traits are represented by the factor 
poles on which they have their highest, and their second highest loading. An AB5C solution is 
economically presented by a lOxlO table, with the ten poles of the five factors as rows and as 
columns. The cells of the table contain trait variables. The column represents their primary 
loading, the row, their secondary loading. Of the 100 cells in the table, ten represent com­
binations of the positive and negative poles of the same factor and are thus empty by 
definition; other cells may be empty empirically. 

Taxonomic representations such as the AB5C model are to be judged on their emergent 
properties. The following properties may be considered: 

Trait clustering. The AB5C approach is a case of soft modelling, as opposed to simple­
structure models which are relatively harsh. In a simple-structure model, variables are assigned 
to the factor on which they load highest. Simple structure may thus be considered to be an 
abridgement of a circumplex, using quadrants rather than octants or duodecants: All traits are 
clustered together that are less than 45 degrees away from a particular factor pole. With five 
factors, there are just ten such clusters or segments. Within a cluster, two trait variables may 
be nearly orthogonal to each other. Generally, a simple-structure approach produces very 
heterogeneous clusters. (Usually, factor analysis is opposed to cluster analysis; upon 
interpreting factors, however, marker variables are drawn together, so that implicitly a cluster 
anal ysis is taking place). 

The greater subtlety of the AB5C approach is best illustrated by considering marker 
variables for a factor. A simple-structure solution would take the highest loading variables, 
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without systematic attention to their loadings on other factors. In an ABSC solution, the 
primary loading of a factor-pure variable is guaranteed to be at least 3.73 times as high as its 
loading on any other factor, 3.73 being the cotangent of an angle of IS degrees: A variable 
with a greater angle gets assigned to a segment representing a mixture of factors. An inves­
tigator interested in finding marker variables for a simple-structure solution would therefore be 
well-advised to carry out the ABSC-procedure. 

Assignment to circumplexes. A similar argument applies with respect to two-dimensional 
circumplex solutions. The Interpersonal Circumplex (Wiggins, 1979) is now generally con­
sidered to consist of the Big Five Factors I and II (McCrae and Costa, 1989; Trapnell and 
Wiggins, 1990). However, if only one slice of the five-dimensional space is considered, trait 
variables may be included that have a higher projection on one of the nine other slices 
(Hofstee et aI., 1992). Thus even if theoretical reasons would lead one to single out a par­
ticular circumplex for consideration, the advice would be to run a complete ABSC analysis 
first. 

Both simple-structure and two-dimensional circumplex solutions are special cases of the 
ABSC model. Not only is the latter model superior in that technical sense, it also corrects 
certain shortcomings of the former models by taking their wider context into account. 

Facets. Through the use of duodecants rather than octants in dividing the circumplexes, 
facets of factors are formed through the admixture of other factors. For example, the segment 
containing trait variables with their highest loadi_ng on the positive pole of Factor I and non­
negligible secondary loadings on the positive pole of Factor II (the 1+11+ segment) forms a 
facet of Factor I; the 11+1+ segment forms a facet of Factor II. The six most representative trait 
adjectives (American-English ABSC solution, see Hofstee et aI., 1992, p. IS6/7) for these two 
facets, together with the factor-pure (1+1+ and 11+11+) segments, are listed below: 

1+1+ 1+11+ 11+1+ 11+11+ 
talkative sociable merry sympathetic 
extraverted social cheerful kind 
aggressive enthusiastic happy warm 
verbal communicative friendly understanding 
assertive spirited effervescent sincere 
unrestrained energetic jovial compassionate 

Potentially, each of the ten factor poles has eight facets resulting from the admixture of the 
positive and the negative pole of each of the four other factors, in addition to the factor-pure 
facet. Four of the remaining facets of Factor 1+ are listed below: 

1+I1I+ 1+I1I- I+IV+ I+IV-
active boisterous confident flirtatious 
competitive mischievous bold explosive 
persistent exhibition. assured wordy 
proud immodest uninhibited extravagant 

gregarious courageous 
demonstrative brave 

These facets do not come about by using a hierarchical model, which would violate the basic 
tenet that five dimensions are sufficient to cover the personality sphere (the violation consis-
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ting of postulating a separate factor for each facet): Each AB5C facet is contained within the 
five-dimensional space. As many of the facets that are constructed by authors using hierar­
chical models will easily be recognized as mixtures of the Big Five, the AB5C approach is 
more parsimonious. 

Chiasmic configurations. Finally, an intriguing taxonomic configuration usually referred to 
as the Peabody plot, appears to be subsumed and generalized by the ABSC model. Peabody 
(1967) constructed fourfold tables such as the following: 

generous thrifty 

extravagant stingy 

The left-right distinction is interpreted as substantive (in this case, ease of spending versus 
close-fistedness), whereas the vertical distinction is interpreted as social desirability versus 
undesirability. Opposite terms are found along the diagonals of the Table (generous versus 
stingy and thrifty versus extravagant). 

If one of the Big Five factors is taken to represent social desirability (or is made to do so 
through a target rotation), these chiasmic configurations could be constructed automatically. 
For example, pitting Factor I against Factor II (which tends to congrue most with social 
desirability) results in: 

I+ I-

sociable timid 
11+ social unaggressive 

enthusiastic submissive 

dominant unsociable 
11- domineering uncommunicative 

forceful seclusive 

Again, the left-right distinction is substantive, the common denominator being surgency versus 
lack of it; the vertical distinction may be interpreted in terms of social desirability (however, 
see below); opposite terms are found along the diagonals (e.g., sociable vs. unsociable; 
dominant vs. submissive). For each of the three remaining Factors, a similar set of chiasms 
could be constructed in principle. 

However, interpreting one of the five factors as social desirability is probably not a good 
idea, if only because purely evaluative terms are usually removed from the item set. Target 
rotation toward maximal congruence with the vector of item desirabilities will not work in the 
manner of rotating the factors toward biological sex: Social desirability is not a person 
variable, so it is not possible to have one of the factors coincide with it and remove all cor­
relation with the remaining factors. 

Abandoning the idea of a special function for one of the factors leads to a further 
generalisation of the chiasmic model: Any combination of two factors can be used to set up a 
chiasmic configuration. For example, take I and III: 
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1+ 

active 
competitive 
persistent 

boisterous 
mischievous 
exhibitionistic 

1-

reserved 
restrained 
serious 

unenergetic 
uncompetitive 
sluggish 
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There are 20 ordered pairs of factors, giving so many generalised chiasms. Not all of these are 
well-filled. However, I have demonstrated a fundamental correspondence between the chias­
mic, circumplexical, and AB5C taxonomic models. More precisely, chiasms are contained in 
circumplexes, which in their turn are contained in the AB5C configuration (as are simple­
structure solutions). 

Concluding Remarks 

In addition to the properties emphasized above, the AB5C model to some extent responds to 
the need for keeping the description of personality flexible, given the absence of cogent 
anchors for fixing the positions of the axes. For example, it conceives of sociability (1+11+), 
often confused with extraversion, as a mixture of extraversion (1+1+) and warmth (11+11+); it 
writes impulsivity (l1I-IV-) as a blend of disorderliness (l1I-III-) and moodiness (IV-IV-). The 
implication is that the axes could equally well be drawn through these mixtures, promoting the 
blends to factor-pure status and degrading other segments to bastard status. In fact, some of 
the labels that are traditionally used to indicate the Big Five Factors appear as blends in the 
ABSC solution, notably, Agreeableness (11+1-), Conscientiousness (III+II+), and Intellect 
(V +IV +), testifying inadvertently to the large margins of the factor positions. Furthermore, the 
facet structure takes away the need for postulating a new dimension for each favorite concept 
that is not precisely captured by a simple-structure solution: the chances are that it can be 
represented as a mixture. The solution is thus both flexible and robust. 

A price is paid for the abridgements applied to the full five-dimensional circumplex struc­
ture. If axes are rotated over angles different from 30 degrees, traits within a cluster do not 
stay together but are distributed over adjacent segments. Also, the sizes of the pure-factor 
segments differ somewhat from the sizes of the other segments. This problem is comparable to 
constructing a round leather ball, for which both hexagonal and pentagonal pieces are needed. 
However, these problems do not detract greatly from the ease with which rotations can be 
conceived. 

The AB5C structure is thus receptive to future findings concerning the anchoring of the 
factor space. I have expressed some doubts as to whether evolutionary psychology will be of 
much help in this respect. Behavior-genetic research may be more promising. 
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Abstract 

Children at risk show a profile of traits and response dispositions that deviate from the norm 
(of other children) in only marginal ways. While there may be no difference at all on some 
dimensions, on others the differences are sligh~ may not even be statistically significan~ but 
are reliably present. Nevertheless, this composite profile does predict subsequent anti-social 
outcomes for children who are so defined. 

Over time, originally small marginal deviations may be amplified and become significantly 
different from the pattern typical of peer cohorts. It is hypothesised that the causal path by 
which marginal deviations are transformed into macro-deviations includes: 
1) aggregation of disturbing effects on teachers and peers generated by the slig~tly deviant 

reactions; 
2) lack of awareness in both teachers and peers of what causes' the source ordisturbance 

which may break the continuity of the interpersonal relations; 
3) deviation amplifying mechanisms such as "contrast" associated with withdrawal and rejec­

tion. 

Introduction 

In these notes, I intend to develop further some previous reflections on early indicators of 
social relations (Caprara et aI., 1988; Caprara and Pastorelli, 1989). 

I intend, in particular, to consider the prominence that the notion of "marginal deviation" 
has come to assume in the development of a model with which to analyse and act upon the 
precursors and the moderators of psychological and social maladjustment. In fact, for some 
years now, my co-workers and I have been carrying out a range of observations and experi­
ments involving primary school children with the aim of discovering and understanding the 
factors that carry the risk of producing and consolidating maladjusted interactions. 

We began by focusing on aggressive behavior. Our main concern, at first, was to develop 
and validate tools for measuring the propensity to behave aggressively, emotional instability, 
and prosocial behavior orientation. Previous research activity on the process of regulating 
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aggression guided our choice both of the object of research and of a largely correlational ap­
proach. 

As regards research in the laboratory and with adults, a developmental perspective seemed 
to offer the key to a better and deeper understanding of the webs of affects, cognitions, behav­
iours and relationships that underlie the building and the perpetuation of aggressive behaviour. 

Previous research had shown that it was useful to distinguish, as far as possible, between 
displays of aggression in which a broad and often sophisticated involvement of cognitive 
regulatory process was apparent, as in the case of premeditated offense and vindictiviness, and 
displays of aggression in which, on the other hand, cognitive functioning was impaired in 
concomitance with the alteration of excitatory functions (Caprara, 1987). Findings of studies 
on emotional susceptibility and irritability had suggested investigating whether such dimen­
sions correlated as highly with aggression disposition among children as they had done among 
adults. 

The literature, for its part, led us to pay particular attention to the links between emotional 
stability and aggressive disposition, both because of the frequent positive correlations found 
between lack of emotional control and aggression, and because of the high predictive value 
attributed to both dimensions as regards subsequent deviant outcomes (af Klinteberg and Mag­
nusson, 1989; af Klinteberg et aI., 1990). The literature also suggested examining prosocial 
dispositions as counterpoise to aggressive disposition (Eron and Huessman, 1984; Parke and 
Slaby, 1983). 

A series of factorial analyses enabled us to identify our three constructs and to develop 
three scales with which to measure them, in the form of self-assessment questionnaires. 
Several replications confirmed the validity and reliability of the three self-assessment tools, 
even for seven-years-old children at the end of their second year of primary school. Other 
studies confirmed our expectations of high positive correlations between emotional instability 
and aggressive disposition, high negative correlations between aggressive disposition and pro­
social disposition, and a strong level of agreement among self-assessment, teachers' assess­
ment, parents' assessment and peer assessment (Caprara and Laeng, 1988; Caprara and Pas­
torelli, 1992). It therefore seemed plausible to identify children whom the various assessments 
agreed had a highly aggressive disposition, were highly unstable emotionally and whose proso­
cial disposition was slight, as "children at risk". 

This was the foundation for a new phase of research in which so-called "children at risk" 
were systematically compared with so-called "normally-adjusted" children in a variety of ex­
periments designed to investigate their possession and degree of development of particular 
cognitive and social skills in broad sense associated with the notion of "social intelligence" 
(Cantor and Kilstrom, 1986) which seemed essential for achieving and maintaining adequate 
interactions. 

To this extent we examined the following: the ability to recognize emotions from facial 
expression, following Ekman and Friesen's paradigm (1975); the ability to infer specific af­
fects from specific events, following Weiner's paradigm (1986) concerning the role of attribu­
tion processes in regulating emotions and motivation; and preferred forms of social influence 
and those felt to be most effective, following French and Raven's paradigm (1959). 

Since most of these studies have already been published, or at least reported in other pub­
lished studies (Caprara et aI., 1988; Caprara and Pastorelli, 1989), I do not feel that a detailed 
description here would be pertinent to what follows. Suffice it to note that: 



MARGINAL DEVIATIONS 229 

a. we used Weiner's paradigm to examine the ability to recognize the importance that an 
individual's degree of control over an event has in relation to the emotional reactions that 
such event is likely to arouse in other people; 

b. we used Ekman and Friesen's paradigm to examine the ability to distinguish the six basic 
emotions by recognizing the universal characteristics of their facial expression; 

c. we used French and Raven's paradigm to examine the ability to conform to the generally 
shared judgment that modes of social influence or power that require some type of "survei­
llance", such as reward and punishment, are less effective than those that are independent 
of any "surveillance", such as information or example. 

Marginal Deviations 

As can be intuited from the above, the original interest in studying indicators and precursors 
of aggressive behavior has developed into a broader interest in studying those processes and 
exchanges which, underlying the construction of social relations, also lay the foundations for 
having recourse to aggressive behavior, and hence supply the conditions for consolidating and 
perpetuating such behavior. Indeed, I am convinced that aggressive behavior is nothing more 
than an epiphenomenon of the dynamic, mutually determinant interaction between the individ­
ual and the enviromnent. Behavior itself, that which we register with our senses and which 
becomes the object of awareness and maybe even of measurement, is nothing more than an 
epiphenomenon of the network of exchanges that supports and articulates it. The behavior we 
notice is always something "intermediate", whose beginning and final outcome generally es­
cape our full awareness and control. 

To speak of precursors implies reducing the gap between beginning and appearance. As 
regards aggression, if I may be allowed to link it to illness, it implies acting upon incubation 
processes and not ignoring processes of convalescence if we want to avoid relapses. Focusing 
on the phenomena implies taking into account the plot of the exchanges: who does what, and 
what they get in return. It implies identifying the components and the results of continual 
interactions, combinations and aggregations. And it implies penetrating that flow of affects, 
cognitions and reactions which organize behavior and mark the building of experience through 
the feelings that they arouse in others and the opportunities which these feelings reveal and 
maintain. It is therefore inevitable that we go beyond manifest behavior to the processes by 
which it is built. 

At the same time, we have to reconsider the appropriateness of the models and units of 
measurement that have traditionally guided our research. This implies, as suggested by Mag­
nusson (1990), a change of paradigm from a variable approach to a person approach and a 
shift of focus from responses to processes. In this regard an original sensitivity towards that 
which is subtle, nuanced, tenuous, indistinct and marginal becomes crucial. Marginal devia­
tions from generally shared modes of functioning and systems of expectations may also prove 
crucial in a developmental process which is largely mediated by other people's expectations. 

Within an interactional perspective, whereas aggressive behavior figures as a symptom of a 
defect in the project of adjustment, which progresses along the sequence of transactions that 
take shape between the individual and the environment, the rejection by others that accom­
panies such behavior assumes a critical role as cause and effect in its production and reproduc­
tion. 
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The literature points out that aggression is one of our most stable personality characteristics 
(Olweus, 1979): an aggressive child is more likely to become an aggressive adult than a socia­
ble or conscientious child is to become an equally sociable or concientious adult. 

Rejection, for its part, is shown to be other people's most frequent reaction to aggression. 
A variety of data and lines of reasoning give equal support to hypotheses which see rejection, 
such as that by a mother (Olweus, 1980), as primarily a cause, and those which, in contmst, 
see rejection, for instance by peers (parker and Asher, 1987), as a highly common or probable 
effect. In the face of this dilemma, I believe that it is worth going beyond the objective mani­
festation of both aggressive behavior and of rejection to investigate the system of affects, 
representations, meanings, rules and shared expectations which constitute the subjective and 
relational web underlying the two behaviors, and which may explain the links between the two 
phenomena. 

At this point, the importance of the subtle, the nuanced and the marginal comes to the fore, 
because the components of the plot are not of the same order of magnitude as the noticeable 
behaviors; they are not equally visible, and they are not so easily accessible to consciousness. 

It is precisely to this web that our interest has turned: firstly, to the child's ability to 
become aware of the invisible rules which others share, and which it is presumed everyone 
should share in rejoicing, in worrying, in desiring, in inferring, in predicting; and secondly, to 
the extent to which the social environment is prepared to support the child's development of 
"social intelligence" (Cantor and Kilstrom, 1986). We thus began to examine the web of emo­
tional experience of "children at risk", especially their knowledge and possession of "social 
gmmmar", in other words of that set of shared rules that define how one should behave and 
how it is reasonable to expect others to behave. The first pointers to emerge from our data, 
and which we intend to examine more closely, suggest that "children at risk" are "ungmm­
matical" children: they know the language, but the use they make of it is not wholly ap­
propriate. 

Such pointers, however, fail to emerge from a tmditional-type reading of the data. Individ­
ual comparisons among groups only yielded significant differences in a limited number of 
experiments; and these, taken in isolation, would at most allow us to write further papers on 
the robustness of the effects predicted by Weiner's theory, and on the significant role that 
individual differences may play in extending the range of related hypotheses (Capram, 1987). 
The picture changes, however, when comparisons are made cumulatively, and when we dwell 
upon the "added value" due to the accumulations of deviations from the norm which, among 
children at risk, are genemlly in the less favored direction. 

Aggregate Effects 

Children at risk prove to be less sure in indicating the emotional reaction generally associated 
with the attribution of specific causes; they are more uncertain in recognizing emotions from 
facial expression; they attach greater importance to coercive strategies. Our studies have shown 
that generally normal children have an extremely clear understanding of rules regarding causal 
controllability (responsibility, accountability) (see for more details Weiner et aI., 1982; Weiner 
and Handel, 1985). 

Having a somewhat uncertain grasp of the links between effort and failure that may prompt 
reactions of blame (for failure through lack of effort) or else of indulgence (toward failure 
despite effort) is not especially worrying in itself, even though expecting blame for failure 



MARGINAL DEVIATIONS 231 

despite effort may preclude the possibility of taking advantage of other people's willingness to 
help. 

For the same-age children (7-9 yrs. old), our studies have also shown that normal children 
are in general capable of recognizing the six basic emotions (happiness, sadness, anger, fear, 
disgust, surprise) when presented the series of slides portraying the facial expressions (see for 
more details Ekman and Friesen, 1975). 

Being uncertain about recognizing the facial expression of an emotion like sadness is not 
worrying if it only happens a few times, even though, on those occasions, it may affect our 
ability to help other people. 

Children, like adults, are able to appreciate the different value of forms of social influence 
or power based upon informational, expert and legitimate means versus those of coercion and 
reward (see Schmidt and Raven, 1985). 

Overestimating the importance of "surveillance", as in the case of reward and punishment, 
may prove a barrier to trying out forms of persuasion, such as convincing through exchange of 
information, example and authoritativeness, which are definitively more economic, longer 
lasting and more "socially approved" modes. 

Furthermore, it is not necessary to deviate significantly from the norm to violate, however 
minimally, the system of shared expectations, and thereby eventually to annoy those with 
whom one interacts by introducing unforeseen elements of indeterminacy and hence of discon­
tinuity into social relations. 

For the most part, the nuisance generated by the accumulation of so many little imperfec­
tions, mistakes and uncertainties on the part of those who do not have a full command of the 
grammar of social relations is a subtle one. It is not merely a nuisance, however, for it com­
mits the interlocutor to continual corrections and translations. 

In recent years, the literature on personality has brought out the importance of aggregated 
measurements in counting for the stability and continuity of behavior (Epstein and 0' Brien, 
1985). Our own research has convinced us that equal importance should be accorded not only 
to the aggregation of situations, time intervals and individual reactions, but also to the ag­
gregation of the effects that these produce in other people. 

Micro-deviations along a variety of dime~ions of social interaction, in none of which the 
individual's behavior is significantly deviant, may, when aggregated, arouse feelings and reac­
tions in others that may eventually launch a carreer of deviancy. They introduce into relation­
ships elements of unpredictability which violate others' expectations of continuity. It is there­
fore plausible that the accumulation of elements of discontinuity provokes anxiety, which in 
turn generates reactions of avoidance and distancing if these may serve to reduce the unease 
and annoyance being felt. Withdrawal and avoidance are indeed effective, socially appropriate 
measures with which to express one's unease and intolerance especially when it seems impos­
sible to explain the cause of the feeling and hence to take alternative action against it. 

Ordinary people are not aware of the theory that attribution processes guide emotional 
reactions; but they intuitively know that failure because of lack of effort by those with ability 
is blameworthy and provokes anger in others, whereas failure because of lack of ability and in 
the presence of effort deserves indulgence from others. They are amazed when this does not 
occur, and their amazement turns into anxiety and intolerance when it repeatedly fails to oc­
cur. Ordinary people have no difficulty distinguishing happiness from sadness in other peo­
ple's facial expression, and in either case they know how to behave and how it is reasonable 
to expect others to behave. What, on the other hand, they do not know, or are inclined to 
overlook, is that it is less easy to conform to such expectations if one is uncertain about recog-



232 GIAN VITIORIO CAPRARA 

nizing happiness and sadness, due to an interpretation deficit and not to indifference or hos­
tility. The deficit that exposes an individual to risk is therefore not only that which underlies a 
deviance apparent to everyone; rather, it is also the micro-deficit that escapes most people's 
attention. 

The micro-deviation that carries little weight in itself becomes significant the moment it is 
added to other micro-deficits with which it becomes confused and whose anonymity it shares. 

Perversely, although the accumulation of various micro-deviations increases annoyance, it 
also further confuses the already difficult task of recognizing the individual elements causing 
it. Unfortunately, when other people's withdrawal and avoidance take the form of rejection, 
their effects are by no means innocuous. 

Continuity and Dliruption of Continuity 

Within the debate on the stability/continuity of behavior, concerning the validity of the notion 
of traits and the possibility of depicting the personality as a relatively stable, organized con­
figuration of traits or disposition, Caspi et aI., (1989) rightly draw attention to the retroactive 
and reflexive influences that behavior ultimately exerts upon itself as a result of the conse­
quences that it produces. With this in mind, they suggest making a distinction between cumu­
lative continuity and interactive continuity. The former refers to the kind of continuity which 
derives from an individual interactive style that leads the individuals into situations reinforcing 
that very style through the progressive accumulation of its consequences. The latter refers to 
the kind of continuity which establishes itself when an individual style evokes reactions in 
others that end up perpetuating that same style. Their example of cumulative continuity is the 
phenomenon examined by Patterson (1988) of the child whose displays of aggression provoke 
aggressive reactions by the parents, which in turn lead to more aggressive displays by the 
child in a spiral in which the child becomes both victim and architect of a coercive system. 
Indeed, the aggressive reactions with which the child responds to parental punishment ulti­
mately lead the latter to renounce any attempt at imposing discipline, thereby confirming to 
the child the effectiveness of his/her behavior and dissuading him/her for trying out other 
interactive strategies than that of aggression. Their example of interactive continuity is the 
phenomenon examined by Dodge (1986) of the aggressive child who expects others to be 
equally aggressive and accordingly acts toward them in a way that eventually provokes their 
aggression, thereby confirming the child's expectations and, implicitly, the validity of his/her 
strategy. The distinction between cumulative continuity and interactive continuity is a subtle 
one and by no means irrelevant. It fails, however, to explain how one type of continuity can 
turn into the other, as happens when a disposition is subsumed by another with different prop­
erties and connotations. 

Our own data suggest that teachers and children share a tendency to confuse emotional 
instability with aggression. Indeed what we are really dealing with are phenomena which are 
different despite connected features. In fact, there are substantial differences in terms of the 
causes and processes that determine and regulate their various reSpective manifestations, in 
terms of the social connotations that such manifestations may take on, and, consequently, in 
terms of the treatments to which they may be subjected. It is only as regards their effects that 
instability and aggression may be treated as the same, since both .are disturbing and as such 
they both may elicit from others the same aversive reactions. For their part, the frequent dis-
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ruption of the continuity of the shared rules of social relations that the child "at risk" occa­
sions through being "socially ungrammatical" is also disturbing. 

The continuity of relations that derives from stability of mutual expectations is just as 
important as the continuity and stability of behavior with respect to the need to generate and 
to maintain a shared interactive context. The marginal deviations discussed above may thus 
represent repeated attacks on the continuity of relations based on a system of shared rules. In 
this respect, it is possible to invoke the indulgence on the part of the interlocutors, so that the 
need for coherence will ensure that such micro-deviations are "normalized". I nevertheless fear 
that beyond a certain threshold, the value added by the accumulation of micro-deviations may 
trigger mechanisms which push the deviation further from the norm. When this happens, it 
becomes even more probable that a child who disturbs because she/he is ungrammatical or 
emotionally unstable will become an aggressive child largely independent of whether or not 
she/he is actually more aggressive than the norm. 

The label "aggressive" is in fact much more socially and cognitively "accessible" than the 
label "emotionally unstable" or other, even more sophisticated labels. Moreover, it is inevitable 
that the increase in the perceived deviation should raise the probability of isolation and rejec­
tion, and that these, in turn, should trigger counterreactions of withdrawal and aggression 
which further "confirm" the appropriateness of the label. A sort of collusion between the sub­
ject's behavioral inadequacy and the interlocutor's interpretative inadequacy therefore makes it 
possible for a disruption of continuity (in the relationship) to transform or subsume a dimen­
sion of individual continuity (emotional instability) into another dimension, in which it opens a 
career (aggression). Other people's reactions therefore assume a crucial position as mediators 
between an individual and his/her behavior. In the particular case of aggressive behavior at 
school, the processes underlying the reception and the reduction of deviations from normative 
standards, the processes of attributing causality and of labeling, and the reactions of accep­
tance or rejection that derive from such processes and accompany them, all appear to be im­
portant. 

AssimiIation, Contrast and the Cost of Adjustment 

The problem of how marginal deviations can be amplified or attenuated in relation to the 
environment and in connection with the reactions they give rise to is not new. In a broad 
sense this may be referred to more general phenomena of negative and positive feedback in 
the context of cybernetics speculations on mutual causal systems (Maruyama, 1963). Whereas 
negative feedback between their elements lead deviation- counteracting systems to restore and 
maintain previous equilibrium, positive feedback between their elements lead deviation-ampli­
fying systems to amplify unsignificant or accidental behavioral expressions, to build up devia­
tion and to finally diverge significantly from the initial condition. 

As noted by Maruyana (1963) "in contrast to the progress in the study of equilibrating 
systems, the deviation-amplifying systems have not been given as much investment of time 
and energy by the mathematical' scientist on the one hand, and understanding and practical 
application on the part of geneticists, ecologists, politicians and psychotherapists on the other 
hand" (p. 164). Nor have I found any reference to the processes which cognitively may medi­
ate the negative and positive feedback in terms of "contrast" and "assimilation". Indeed these 
seem to me pertinent psychological processes for providing an explanation of possible out­
comes in terms of attenuation or, rather, of amplification. These are processes originally inves-



234 GIAN VITIDRIO CAPRARA 

tigated in the context of perception of physical phenomena and which subsequently have been 
particularly extended in the context of perception of social phenomena (Helson, 1964; 
Pepitone and Di Nubile, 1976). In cases of series of phenomena the process of maintaining 
perceptual constancy by means of attenuation of differences has been called "assimilation"; 
and the symmetrical process of amplification of differences, "contrast". Apparently when vari­
ous cases are serially submitted to judgment, the judgment which precedes provides an anchor 
to the judgment which comes later and the discrepancy among the former and the latter deter­
mine the threshold with which shifts are assimilated and attenuated and by which shifts are 
contrasted and amplified. 

Dealing explicitly with social stimuli in their social judgment theory of attitude change, 
Sherif and Hovland (1961) have proposed that the judgment of a communicator's position on a 
pro-con extremity scale with respect to a given attitude issue is strongly influenced by the 
individual's own attitude position which serves as a standard of comparison or anchor. When 
there is an objectively large discrepancy between the communicator's and the individual's 
attitude position, i.e., when the former is outside the range of positions acceptable to the in­
dividual - the judgment of the communicator's position is displaced away from this "latitude 
of acceptance". When there is a small discrepancy between the communicator and individual, 
the former position is assimilated, i. e., judged to be within or near the latitude of acceptance. 

Apparently,with respect to an attitude position to which judgment becomes anchored, the 
latitude of acceptance represents the border within which shifts are assimilated and attenuated 
and beyond which shifts are contrasted and amplified. In the case of a child's conduct, where­
as the norm-anchor is likely to be what results from the average conduct of other children, the 
attitude position, which serves as standard of comparison, corresponds to what is held to be 
the prototypical child's conduct, on behalf of peers, teachers and parents in the various set­
tings. Therefore, it is likely that similar mechanisms of contrast and assimilation also affect the 
perception of children's conduct on behalf of peers and teachers. However, since the child 
finds itself acting in various contexts it is plausible that the same shifts are differently assimi­
lated or contrasted in the family, at school, and with playmates. 

Also it is evident that this diversity of treatment has notable implications with regard to a 
judgment of coherence, stability or continuity of conduct, and with regard to the perpetuation 
or amplification of the same shifts. Whereas the child's conduct is constantly confronted with 
the concrete expressions of other's behavior and with the mental representations and expec­
tations of various perceivers, the level of discrepancy which is tolerated in the various contexts 
differently may lead to an amplification of deviations via contrast or to an attenuation of devi­
ations via assimilation. 

It is plausible that affect and indulgence in the family provides ideal social support con­
ditions not so much for an encapsulation of the shift, as for an attenuation of the processes of 
stigmatization in favour of processes of gradual recovery and correction. Moreover, mecha­
nisms of denial cannot be excluded which end up leaving the child even more unprepared 
when his difficulties are noted and stigmatized outside of the family. The conditions in which 
relationships develop with playmates and in the classroom with the teacher and with school­
mates are likely to leave less room for indulgence. Resources in the form of the attention and 
patience of the educator are more limited; there is less space for gradual recovery action; the 
collective requests for adjustment are more pressing; risks of isolation and refusal and, thus, of 
an amplification of the shifts are greater. 

The situation is obviously critical because in the case of marginal deviations by definition it 
is difficult for the family and the educator to anchor their different perceptions of the child's 
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behavior to specific events, to find elements upon which to develop mutual understanding and 
accordingly to implement a common action aimed at a better support of the child. 

The situation becomes dramatic when the discrepancy between family indulgence and ex­
tra-family intolerance places the child in the critical situation of not knowing what to do and 
to whom to pay attention to avoid mistakes, because whatever he/she does he/she ignores 
someones' expectations and demands. It may happen in a similar fashion to what Watzlavick 
et al. (1967) have referred to in terms of "paradoxical communication": the child becomes the 
target of incompatible pressures he/she cannot avoid on behalf of relation systems upon which 
he/she depends. Since what disturbs the continuity of the relationship is not understood, the 
efforts of the child to meet the pressures of the world of companions and adults and the efforts 
of the educator to free the child's potential are in vain; and it is inevitable that the accumula­
tion 'Of discouragement ends up well beyond marginal deviations. In these cases the cost of 
adjustment becomes extremely high. 

Tacit Knowledge and Tacit Ignorance 

To go beyond conjectures into the sphere of action, my colleagues and I designed a study 
using material gathered on four "at risk" children and four "well-adjusted" children. Children 
at risk were selected on the basis of their extreme scores on aggression as rated by themselves, 
by peers and by teachers, and on the bases of high scores on rejection on behalf of peers. 
Similarly, well-adjusted children were selected on the basis of their low scores on aggression, 
as rated by themselves, by teachers and by peers, and high scores on popularity as rated by 
their peers. 

A record was prepared for each child including: a) questionnaires to assess emotional insta­
bility, prosocial behavior and physical and verbal aggression; b) the various answers provided 
by the children on the various tasks associated with: 1) inference of emotions, inference of 
anger in presence of lack of effort, inference of pity in presence of lack of ability; expected 
anger for controllable reasons and revealing uncontrollable causes in cases of a broken social 
contract, 2) recognition of facial expression of emotions (happiness, sadness, anger, fear, sur­
prise and disgust) ; 3) choice and efficacy of different forms of social influence (informational, 
referential, legitimate, expert, coercive, reward). In order to avoid phenomena of uncontrolled 
sequence, the various stimuli were presented in random order. 

Figures 1, 2, and 3 show the average profiles of "well adjusted" (popular) children and of 
"at risk" (rejected) children resulting from various tasks. 
Fig. 4 provides a summary picture of inferences given in terms of accuracy indices according 
to the rationale of each task. 
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AlE - anger-effort association 
AlA = anger-ability association 
PIA = pity-ability association 
PIE = pity-effort association 
PC - probability to reveal controllable causes 
PU - probability to reveal uncontrollable causes 
AC = expected anger for controllable causes 
AU = expected anger for uncontrollable causes 
ACC .. general accuracy index for Inference of emotions 

Figure 1. Inference of emotions (z scores) 



MARGINAL DEVIATIONS 

2 - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - _. 

1 .5 ............................................. -- ................................................................................... . 

0.5 

o 

-0.5 

-1 

-1.5 

- 2 

HI! 

Ha = happiness 
Sa = sadness 
Fe - fear 
An = Anger 
Su - Surprise 
Di - Disgust 

Fe Su 

... POPU.ARS -0- REJECTED 

REC - general accuracy index of recognition 

Di 

Figure 2. Recognition of Facial Expressions of Emotions (z scores) 
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Figure 3. Bases of social power (z scores) 
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Figure 4. Accuracy index for bases of social power, inference of emotions, recognition of 
facial expression of emotions (z scores) 

Since a detailed account of procedures and analyses are available in an other study (Caprara et 
aI., 1992), I will not give an extended description of them here. I would only note that the 8 
records were examined by various psychology students on three different occasions. 

Based on the records, subjects were instructed to form an idea of the personality of each 
child; name, age, and class of each child appeared on the front of the record. Subjects were 
instructed to assign to each record two numbers, from 1 to 8; their judgment was based on 
two criteria: "having adjustment problems" and "creating adjustment problems". 

On two occasions judgments were made by second year psychology students who individ­
ually examined the reports in a university classroom. In the first administration, 13 students 
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examined the completed records; in the second administration, questionnaire responses and 
tasks covering inference of emotion, social influence and facial expression of emotions were 
examined separately, by 22 and 22 students respectively. 

The examination of results in all situations showed that the "at risk" children were general­
ly differentiated from the "well-adjusted" children for both criteria and in the expected direc­
tion. The differentiation was both significant in the case of complete records (t = 5.66; p = 
.(00) and of separate records (questionnaires, t = 5.04; P = .000 and tasks, t = 3.12; p = .005). 

On the third occasion, judges were 10 students in the School of Specialization in Qinical 
Psychology, thus presumably more expert than the former in terms of diagnostic-clinical abil­
ity. The 8 records were given to them with the same instructions regarding individual exami­
nation; they were also allowed to take the records home. Following completion of the individ­
ual examination and assignment to each child of a position regarding the two criteria, subjects 
were subdivided into two groups (one group composed of 4 judges, one group composed of 6 
judges) and asked to come to a conclusion as a group about the rank to give to each child's 
record according to the two criteria. Also in this case both in the individual (t = 5.65, p < 
.001, n = 10) and in the group examination (t = 3.02, p<. 02, n = 4; t = 2.97, p<.03, n = 6) 
the "at risk children" were clearly differentiated from the "well-adjusted" children. 

For both psychology students and students specializing in clinical psychology it seemed 
plausible to acknowledge a form of "tacit knowledge" which led them to draw correct impres­
sions from the records concerning the psychological picture resulting from the child's simple 
responses and choices in the absence of any explicit diagnostic evaluation. However, when the 
criteria used for arriving at the correct solution were considered, in most cases (with some 
exceptions in the case of the questionnaires), recognition was almost completely lacking of the 
underlying rationale for the various tasks as well as recognition of the implications which the 
various responses or solutions given by the children might have for the judgment of more or 
less problematic adjustment. A rationale was not lacking, but this seemed to be the result of 
the application of a variety of "implicit theories" of personality to a series of impressions 
rather than the result of the examination of objective elements that could be extracted from the 
various tasks for a detailed evaluation of the child's psychological-social functioning. 

Thus, it seemed reasonable to acknowledge a form of "tacit ignorance" in the incongruous 
application to a series of impressions of a variety of judgments and labels which are com­
pletely divorced from any awareness of what determines those impressions. 

If this is similar to what happens in the case of children where marginal shifting through 
aggregation generates non-specific impressions of discomfort and disturbance, the prognosis 
can only be alarming. In fact, there is the risk that the various impressions take the form of 
completely functional judgments for whomever makes them; but they are extremely dangerous 
for whoever they are destined. There is the risk of burying with a judgment feelings which 
warrant attention; of precluding by a false explanation the possibility of removing the elements 
which impede the complete psychic functioning of the subject and undermine the continuity of 
social relations; finally, there is the risk of participating in the initiation of a marginal career, 
of isolation, and deviance, by a variety of more or less rash interventions which may derive 
from premature judgments and false explanations. 
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From Rtik Factors to Mechanisms of Risk 

In the most recent perspective (Caprara and Laeng, 1988; Rutter, 1988; Robins and Rutter, 
1990), research on mechanisms of risk represents the necessary development of traditional 
research on risk factors. Even if the paradigm of the risk factor, understood as the favouring 
condition, has represented an important step in the examination of the precursors of discomfort 
and maladjustment, today this paradigm appears to be surpassed by a conception which aims, 
on one side, at a more precise contextualization of individual risk factors and, on the other, at 
a more thorough examination of the processes supporting and regulating risk factors and pro­
tection factors. Above all it seems crucial to identify what determines and what results from 
the unfolding of the individual-environment relationship in various phases and various situa­
tions. 

Risk mechanisms include cause and effect relationships, sequences and circularities, mutual 
causal processes which, at the level of basic mechanisms, set the premises and maintain the 
conditions for types of emotional and cognitive organization, and conduct and interactions 
capable of compromising the individual's development and psychological and social 
equilibrium. Even though the notion of psychological risk is primarily associated with specific 
conduct, to lose sight of the whole limits the possibility of identifying the meaning of in­
dividual behavior, singling out the factors which determine and maintain it, and the possibility 
of reconstructing the sequences which lead to it. 

The multicausality of phenomena and circularity of causal processes lead to a revision of 
the traditional notions of continuity and stability of conduct, since what appears to be relevant 
is not so much conduct per se as the role it plays in the individual's constellation of relation­
ships with the environment. The picture which results from the number of variables in play 
and from their aggregations, combinations and integrations reveals levels of complexity which 
impose more sophisticated interpretative models than those anchored to traditional taxonomies. 
Whereas complexity supports the plausibility of various theories, at the same time it denoun­
ces the limits of individual theories in providing an exhaustive explanation of the entire range 
of phenomena in play. This leads to a reformulation of a conception of personality whose 
components assume importance primarily for the organization which results from them due to 
pressures and social attributions. 

The notion of "fitting" moves attention from the characteristics of the individual and the 
environment to the characteristics of the relationships and exchanges which take form and 
work out in time between the two in terms of compatibility and reciprocity. The person is 
received and influenced by an environment which, in turn, is profoundly modified and influ­
enced by him/her. On the individual side, what happens in terms of modulation of affects, 
development of cognitive structures and in terms of ability to satisfy requests and expectations 
of the environment appears crucial. On the environmental side, what is expected, what is re­
ceived and what is offered in terms of care, solicitations, and support appears crucial. Thus, all 
those elements which break or impede "compatibility "are elements of risk; and all those 
mechanisms which amplify and exasperate marginal misfits are mechanisms of risk. 

Small shifts or delays with respect to an expected normative model, in the development of 
language, in motor development, in cognition and in mood can be elements of risk when they 
compromise the attachment relationship; when they break the acceptance of the child by who­
ever is delegated to care for him; when these are associated in others with feelings of inade­
quacy and refusal; and when they are accompanied by negligence, abandonment or isolation. 
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To adhere to the program which derives from this new conception of relationships between 
person, environment and conduct leads us beyond most traditional controversies and imposes a 
broadening of perspective to the more subtle expressions and effects of behaviors. 

In this regard, the notion of marginal deviations, of aggregate effects, of disruption of con­
tinuity, of assimilation and contrast may contribute to a better and deeper understanding of 
mutual causal relationships in the morphogenesis of deviance. 

Conclusions 

The development of some types of social maladjustment in children is viewed from the per­
spective of a cyclical interaction over time of personality and social psychological processes. 

Children, identified as being "at risk", because they exhibit high levels of aggression and 
other forms of social maladjustment, differ initially from their peers only marginally on se­
lected socially relevant tasks. However, this profile of originally small, marginal deviations is 
a risk indicator of eventual significant deviations in social behavior. Aggregation of effects 
may, in fact, amplify these small deviations until they are salient enough to result in stigma­
tization, peer rejection, and conflict with authority systems. Lack of awareness of microdeficits 
on behalf of educators makes children's relations with others less easy, on the one hand; and 
different responses to them in different settings, on the other band, further raise the cost of 
child adjustment. As a consequence, prevention strategies should be implemented at any of a 
number of points in cycle in order to prevent the spiralling which from the aggregation of 
effects of marginal deviations may end into amplification of deviations, misattribution, rejec­
tion and stigmatization. 

A number of issues remain to be further clarified. Of particular interest is identifying the 
variables involved in the transition phase from assimilation and minimalization of marginal 
deviance to contrast and highlighting it. Some candidates are: a) intensity and frequency of 
deviations; b) obvious, salient physical characteristics of the child, such as appearance in terms 
of his/her size, deformities, race and ethnic features; c) educator characteristics and values 
such as: authoritarian, rigid, controlling, "burned out"; d) characteristics of the situation, such 
as: excessive demands on educators, strict discipline demanded by the school system, poor 
moral of educators, size of the classroom, conflicts and scarce collaboration between school 
and family. 
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Marginal Deviations 

Caprara's contribution presents a number of important ideas for improving research outcomes 
in the area of early indicators of social maladjustment and social deviation. His suggestions 
focus on a process as opposed to a trait orientation and challenge major assumptions under­
lying the trait approach to personality. Caprara's conceptual framework is mainly based on 
social psychological theories and emphasizes the social rather than the biological approach to 
individuality . 

Trait oriented research (Olweus, 1979) has demonstrated that childhood aggressiveness, as 
measured by peer nominations and ratings by parents and teachers, is a stable trait that 
predicts adult social maladjustment and deviation. Moreover, Caprara points out that "an ag­
gressive child is more likely to become an aggressive adult than a sociable or conscientious 
child is to become an equally sociable or conscientious adult" (p. 4), and thus acknowledges 
that trait aggression is one of the more stable traits. 

To increase our understanding and to improve detection of children at risk, Caprara argues 
that it is "worth going beyond the objective manifestation of aggressive behaviour and of 
rejection to investigate the system of affects, representations, meanings, rules and shared ex­
pectations" (p.4). More importantly, he asserts that "an original sensitivity towards that which 
is subtle, nuanced, tenuous, indistinct and marginal becomes crucial" (p.3). 

Caprara's plea for studying marginal deviations is in tune with basic assumptions under­
lying developmental psychology. Development is conceived as a process of increasing dif­
ferentiation from birth to adulthood. Looking at development in retrospect, it seems logical to 
assume that major deviations in adulthood, must have been reflected by minor or marginal 
deviations at some point in development. Case studies often document marginal childhood 
indicators that escaped the attention of teachers and parents. No matter how conV:incing such 
studies may be, it cannot be ruled out that retrospective evidence is often unieliable and 
blurred by hindsight (Halverson, 1988). The crucial evidence needed to establish the sig­
nificance of marginal deviations has to come from prospective or longitudinal stud~es. Caprara 
suggests that assessment of certain process variables, in addition to the asSessment of 
childhood aggressive behaviour, would increase our understanding of the underlying 
mechanisms and improve risk assessment and prediction of adult deviation. It is difficult to 
judge the value of this approach without longitudinal data. Moreover, marginal deviations are 
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by definition minor deviations and evidence about the intra-individual stability of these mar­
ginal deviations should be supplied. Furthermore some rule should be given to distinguish 
"marginal" from "major" and "insignificant" deviations. Only intra-individually stable marginal 
deviations will provide the cumulative effect that Caprara expects from the aggregation of 
marginal differences. 

The more important question is not whether and how marginal deviations should be studied 
but which marginal deviations should be assessed. Caprara's selection of process variables is 
in tune with current issues in person perception research: attribution of emotions (Weiner, 
1986), recognition of facial expressions (Ekman and Friesen, 1975) and perception of various 
forms of social influence. These variables emerge from social psychological theories that focus 
on effects of experimental conditions and tend to ignore inter and intra-individual differences. 
The validity of these variables as indicators of reliable individual differences is not yet es­
tablished. Moreover, it is difficult to link these variables to taxonomies of individual differen­
ces such as the five-factor model or Eysenck's PEN-model. This of course does not impede 
the value of these variables but given the growing consensus about the value of such 
taxonomies for establishing nomological networks (Costa and McCrae, 1992), new variables 
are more readily accepted when they can be linked to such a conceptual network. 

Aggregation of Effects 

One of the more interesting assertions from attribution theory is that lay perceivers tend to 
match the size of cause and effect (Kelley, 1%7). Minor effects are produced by minor causes 
and hence major effects require major causes. Caprara suggests that major effects can be 
caused by the cumulative effect of minor deviations. Trait approaches are inclined to explain 
major behavioral effects by looking for major deviations on one or a few traits. In principle, 
trait theories could attribute major effects to an accumulation of effects produced by minor 
deviations on many traits. Trait theories do not adopt this strategy because they are based on 
structural analysis. Factor analysis groups related "minor" traits in "major" or broad band fac­
tors. Process oriented approaches, such as the one propdsed by Caprara, tend to ignore struc­
tural analysis of relationships among variables derived as process indicators. It would be useful 
to look at the structural relations between the person perception variables proposed by Caprara. 
If accuracy of attribution of emotions, decoding of facial expressions and preferred social 
influence style correlate to some extent, then aggregation of these variables into a broad band 
process variable such as accuracy of person perception is indicated and the presumed 
contradiction between the process and the trait approach could be reduced. Moreover, ag­
gregation of process variables into a broad band process variable such as accuracy of person 
perception, would perhaps transform the observed minor deviations into a major deviation on 
the broad band variable. Structural analysis of these process variables together with traditional 
trait measures might also reveal significant relationships with Eysenck's PEN-model variables 
and those included in the five-factor model. 

Disruption of Continuity 

Caprara states that "teachers and children share a tendency to confuse emotional instability 
with aggression" (p.7). My own research «Mervielde 1991, De Fruyt and Mervielde 1992) 
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about teacher ratings of kindergarten as well as primary school children shows that teachers 
make independent judgements of emotional stability, agreeableness, conscientiousness and 
extraversion. Aggression is usually subsumed under the broad band trait unagreeableness in 
the five-factor model or psychoticism in the PEN model and is therefore conceived as in­
dependent from emotional instability or neuroticism. My research with peer nominations (De 
Fruyt and Mervielde, 1992) suggests that, at least for nominations on negative items, children 
from the third to the fifth grade do not make independent nominations for "most unfriendly, 
most quarrelsome, most difficult" and "most restless, most nervous and least patient". Sixth 
graders, however, already make the distinction. Peer nominations for positive traits reveal in­
dependent judgements for agreeableness and emotional stability from the fourth grade on­
wards. 

The disruption of relations is conceived by Caprara as the result of a continuous attack on 
shared rules. Within the five-factor model this would correspond to the negative sides of 
agreeableness and conscientiousness. Agreeableness is known to be the factor that correlates 
most with social desirability. Many of our shared rules define socially desirable behaviours 
and persons that do not conform to those rules tend to be labelled with traits that cluster at the 
negative pole of the agreeableness factor such as uncooperative, aggressive, unagreeable, dif­
ficult, quarrelsome and unfriendly . A similar argument can be made for the broad band factor 
conscientiousness that refers to traits such as : orderly, persistent, hard working, careful and 
attentive. The psychoticism factor of Eysenck's PEN-system is known to be inversely related 
to both agreeableness and conscientiousness (McCrae and Costa, 1985). The disruption of the 
continuity of relationships by repeated attacks on shared rules therefore seems to be similar to 
what in traditional trait approaches is referred to as the negative side of agreeableness and 
conscientiousness or as psychoticism in the PEN model. 

Tacit Knowledge Versus Ignorance 

To substantiate his ideas, Caprara provides a summary of a series of studies on clinical 
judgement. The main purpose of these studies is to illustrate that people take into account 
marginal deviations but are unaware of the factors that influence their judgements. Question­
naire responses and answers on person perception tasks from eight cases are presented (4 
popular and 4 rejected children) to students who are asked to judge to what extent the children 
will have adjustment problems and create adjustment problems. The average differences bet­
ween the four popular and the four rejected cases, as depicted in fig. 4, are by no means mar­
ginal: more than two standard deviations for judgments of "social power", about two standard 
deviations for inferences of emotions and about one standard deviation for recognition of 
emotions. Given the rather small samples of judges (13, 22), a t-value of 5.66 (p = .(00) for 
perceived differences between both groups is not a "marginal" effect. Smaller effects are ob­
served when students are not provided with the questionnaire responses of the cases. On p. 9 
Caprara states that "Children at risk were selected on the basis of their extreme scores on ag­
gression as rated by themselves, by peers and by teachers, and on the basis of high scores on 
rejection on behalf of peers". The questionnaires assessed "emotional instability, pro-social 
behaviour and physical and verbal aggression" and hence are more related to the criteria for 
dividing the eight cases into "popular" and "rejected" cases. The studies summarised in this 
paper are not very relevant as tests of the hypothesis that aggregation of marginal deviations 
will improve the prediction of major social effects. Moreover, I disagree with Caparara's 



248 IVAN MERVIELDE 

conclusion that these studies illustrate "tacit ignorance". The studies show that even small 
samples of judges generate different average ratings for "popular" and "rejected" case groups. 
If tacit ignorance cannot explain the performance of the judges how can it be explained ? 
Research on person perception has shown that likableness or social desirability is a major 
dimension of person perception. When judges have to integrate multi-dimensional information, 
they tend to ignore descriptive meaning and integrate evaluative meaning (Mervielde, 1986). 
The students' judgments can be explained by a similar process. When they have to judge the 
expected extent of adjustment problems, an undesirable characteristic, they encode the 
presented case information into "degree of undesirability". According to Anderson's (1971) 
information integration theory, the general impression of the case will be similar to the 
weighted average of the social desirabilities of the presented information. This general impres­
sion can subsequently be used as anchor for the judgment of "adjustment problems". 

Conclusion 

The utility of marginal deviations has to be confirmed with data from prospective, longitudinal 
studies. Moreover, a clear criterion should be provided to distinguish among marginal, major 
and insignificant deviations. 

Process variables indicating marginal deviations should be subjected to structural analysis 
in order to test whether they are independent variables or merely different measures of a broad 
band "process" factor such as accuracy of person perception. 

The disruption of continuity of relations, as conceived by Caprara seems rather similar to 
the negative poles of conscientiousness and agreeableness or to psychoticism as measured by 
Eysenck's EPQ-R. 

The studies on clinical judgment are not directly relevant as tests of the utility of marginal 
deviations. Instead of providing evidence for "tacit ignorance" of the judges, the data can also 
be interpreted as showing the power of simple information integration strategies for making 
so-called clinical judgements. 
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REPLY TO I. MERVIELDE 

Gian Vittorio Caprara 

In my reply to Mervielde first of all I will clarify my basic conception of personality. The 
assumptions from which my reasoning derives imply that personality is an open system whose 
main properties are to be self reflexive and self regulatory. In great part these properties 
emerge from the encounters of the individual open system with other analogous open systems 
in the realm of the social environment. In this view focusing on "process" does not imply 
underestimating stable dispositions or predispositions. Rather, the dynamic properties of traits 
as emerging characteristics of individuation are underlined. The construction of personality 
appears to be the result of bio-social processes which are in great part transactional and 
irreversible. 

Whereas I agree with Mervielde on the critical importance of longitudinal data, our 
experience suggests we may rely upon longitudinal data to investigate the effects of ag­
gregation of marginal deviations only in part. Experimentation is a crucial complement of 
longitudinal research, given the great number of factors which transform, disappear, overlap 
and intermingle with each other over time. Since the relevance of marginal deviations, in­
tended as marginal perturbations, broadly depends on normative values or baselines and 
related latitudes of acceptance which may change over time, experimentation may extend our 
control over sources of variations which longitudinal research risks to miss or to confound. 

The recommendation of Mervielde to examine the latent structure of the various aspects of 
social intelligence that have been considered is well taken. Indeed, I don't see any contradic­
tion between trait and process oriented approaches. In this regard the present research as well 
as all my previous research attest to the validity of pursuing the study of invariants of person­
ality, integrating the study of individual differences with the study of more basic processes. 
Whereas in previous research individual differences have often been used instrumentally to 
amplify and to clarify general regularities, in the present research regularities associated to 
what in broad sense has been referred to as social intelligence have been used instrumentally 
to clarify the emergence and the maintenance of individual differences. 
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Since Allport and Lewin we have been used to considering the study of individual differen­
ces as an indispensable avenue to the search of general regularities. It is likely that various 
processes associated with attribution of emotion, with recognition of facial expressions of 
emotions, with social influence can be reduced, at least in part, to a common latent construct 
such as "social intelligence". Also it is likely that both attenuation and amplification of mar­
ginal deviations can be examined, at least in part, as aspects of individual differences as­
sociated with a tendency to assimilate or to contrast. 

However, I doubt that processes which emerge from transactions between individuals as the 
ones referred to in terms of "aggregation of marginal deviations", "disruption of continuity", 
"amplification of deviance" all be reducible to the notion of trait. If this were the case the 
notion of trait should no longer be referred to as property of persons, but as property of inter­
actions or transactions. By all means I don't think that processes can be subsumed under traits. 

Regarding aggression and emotional instability my arguments are sustained by the findings 
of over twenty years of research that have been amply documented, among others, in the 
European Journal of Personality and in Personality and Individual Differences. 

By ignoring the section on "Assimilation, contrast and the cost of adjustment", concerning 
the phenomena of attenuation and amplification of deviance via assimilation and contrast -Le. 
via negative and positive feedback respectively- Mervielde fails to capture not only the impli­
cations of my reasoning but also the essence of the study that is presented. This section is 
critical to bridge the section on "continuity and disruption of continuity" with the section on 
"Tacit knowledge and tacit ignorance" and with the section on "Risk factors and risk mecha­
nism" which in addition seems to have been unfortunately ignored. 

Since the rationale of the presented study seems to have been missed, I must recommend a 
closer scrutiny of the material presented and of the documentation to which reference has been 
made explicitly. The study offers sufficient evidence, although indirect, of how marginal devi­
ations aggregate in the mind of the perceiver to lead to decisions which are coherent with our 
theoretical expectations: children who have been rejected by their peers are identified correctly 
as "children at risk of maladjustment" by different judges and in repeated studies; however, the 
rationale the judges subsequently provided to explain their correct decisions suggested that the 
judges were able to appraise the effects but were incapable of recognizing their causes. 
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Abstract 

Various personality models are reviewed and the theoretical foundiltions and histories of the 
associated perspectives are discussed. In light of these, it is suggested that while the 
contributions to personality made by social and biological factors are of crucial importance, 
psychological factors must be incorporated in both theory andresearck Mechanistic and 
dynamic models of interactionism are discussed, and an interactional mode~ which acknowl­
edges the mutual influences existing both between and within persons and situations, is pre­
sented. It is suggested that personality researchers must recognize the inherent complexity of 
human experience and, relevantly, exercise caution when interpreting their field's research 
findings. General recommeruifJtions are offered for JUture research attempted under an interac­
tional perspective, and conclusions are drawn regarding directions for scientific progress. 

Introduction 

Personality is probably the most complex, ambiguous, and challenging area within the field of 
psychology. Much of the research in this area has raised more questions than answers. Never­
theless, some progress is slowly being made. Unfortunately, the crises discussed in the 1970s 
and early 1980s have not been easily resolved, and criticisms about the area voiced at that 
time are just as relevant today in the 1990s (Carlson, 1971; Carson, 1989; Magnusson, 1990b; 
and Sechrest, 1976). Endler and Parker (1992a) have noted that many current personality re­
searchers have ignored the previous unresolved crises and have simply continued doing their 
own research. Endler (1982) stated that "a major problem with respect to personality research 
during the 1950s, 1960s and 1970s is that it has been basically piecemeal, and ad hoc, rather 
than programmatic" (p. 215). To a great extent this was true in the 1980s and continues to be 
true in the 1990s. 

However, at least two research programmes, one representing a longitudinal approach (cf. 
Magnusson, 1992b) and one representing a cross-sectional or cross-situational approach 
(Endler, 1983; 1988) to interactionism, are notable exceptions to this trend. Magnusson's lon­
gitudinal project on "Individual Development and Adjustment" is being conducted with his 
colleagues in Sweden (Magnusson, 1992b) and Endler's cross-situation project in "The Interac-
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tion Model of Stress, Anxiety and Coping" is being conducted with his colleagues in Canada 
(Endler, 1988; Endler and Parker, 1990, 1992a). Both research programmes, which will be 
discussed shortly, are derived from theoretical perspectives on personality. 

Personality Modek 

Historically, both personality research and theory have been directed by four major models: 
traits or the study of individual differences, situationism, psychodynamics and interactionism 
(Endler, 1983; Endler, in press; Endler and Magnusson, 1976; Endler and Parker, 1991, 1992a; 
Magnusson, 199Ob). 

THE TRAIT MODEL 

For the most part, and beginning with Galton (1884), personality psychology has been a psy­
chology of individual differences, and has been dominated by the trait model. The trait model 
postulates that traits, or stable and latent dispositions, are the primary determinants of 
behaviour. Cattell (1957), among other trait theorists, believed that traits are predispositional 
bases for response-response consistencies of behavior in various situations. Allport (1937), a 
major North American trait psychologist, conceptualized traits as tendencies (predispositions) 
to respond in a particular fashion, and these predispositions were not linked to specific stimuli. 
Rather, they were general and enduring tendencies. The various trait theorists mentioned did 
not agree exactly on what a trait is, nor did they agree as to the exact number, names and 
kinds of traits. However, most trait theorists agree that traits are internal factors and that they 
account for behavioural consistency across a variety of different situations. What was true in 
the 1930s is true in the 1990s, as evidenced by the controversy between the big five (Costa 
and McCrae, 1992a, 1992b, 1992c) versus the big three (Eysenck, 1992a, 1992b, 1992c). Al­
though a discussion of the big five (openness, conscientiousness, extraversion, agreeableness, 
and neuroticism) or of the big three (psychoticism, extraversion, neuroticism) is beyond the 
scope of this chapter, we will return to a discussion of the role of traits in personality theory, 
later in this chapter. 

The historical roots of the investigation of personality traits in North America stem from at 
least two sources, both of which had a practical function: the intelligence testing movement 
(Danziger, 1990; Parker, 1990, 1991), and the investigation, via personality inventories, of 
emotionally disturbed Army recruits during World War I (Hilgard, 1987; Nunnally, 1984). 
Both intelligence tests and personality tests evolved out of practical concerns. Binet's intel­
ligence test was initially developed to identify mentally retarded children. The first personality 
inventory aimed to identify World War I Army recruits in the United States who were 
emotionally disturbed. Woodworth (1918) developed an "adjustment inventory" called the Per­
sonal Data Sheet. The U.S.A Armed Forces wanted to weed out persons who were emotion­
ally unfit, before they were sent overseas. Prior to this, screening had been conducted by 
psychiatric interviewers to assess everyone; in a sense, Woodworth had each person "interview 
himself". The development of intelligence testing had a significant impact on personality as­
sessment, which in turn profoundly influenced the definition of personality research as a field. 
As Endler and Parker (1992a) note, starting in the 1920s, psychologists began investigating 
personality traits in order to improve the prognostic ability of existing intelligence tests. At-
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tempts were made to determine those traits that were most important for success in schools, 
colleges, and/or in business or occupational areas. 

During the 1920s, investigators conducting research on various traits were not especially 
interested in developing personality theory; they were more interested in focusing on technical 
questions related to the development of useful tests with practical applications (Danziger, 
1990). Psychologists attempted to collect empirical data from as many diverse samples and 
populations as they could (cf., Symonds, 1924). During the 1920s and early 1930s, most 
researchers were not concerned with the conceptual and theoretical confusion revolving around 
the various trait concepts (cf., Allport, 1927; Krout, 1931). 

However, during the late 1930s a number of personologists attempted to develop trait 
theories (e.g., Allport, 1937; Cattell, 1945; Stagner, 1937), and some of them (e.g., Cattell, 
1946) also attempted to develop associated personality trait measures. The trait theories were 
about personality structure and said nothing about personality dynamics or personality devel­
opment. They focused on personality description rather than explanation. To a great extent this 
is still true today, in the 1990s. 

Personality theories developed from the trait model tend to focus on specific constructs, 
most frequently those associated with particular scales (cf. Endler and Parker, 1992a). For 
example, Eysenck's Extraversion-Introversion and Neuroticism-Stability scales (Eysenck, 
1947), first developed in the late 1940s, and Costa and McCrae's (1992c) recent NEO-PI­
Revised Scales measuring the Big Five are examples of trait scales designed to assess limited 
sets of variables, and generative of numerous empirical papers. These empirically "robust" 
constructs (e.g., anxiety or neuroticism) are usually significantly related to many other 
constructs (e.g., depression, anger). 

Endler and Parker (1992a), in a crude sampling of research published in the 1989 volume 
of Personality and Individual Differences, found that for studies using either the EPI or the 
EPQ, the extraversion construct correlated with such other variables as "purpose of life", "inte­
rnal locus of control", "affect intensity", "depression", "emotional inhibition", "alexithymia" 
and with "self-monitoring", with the correlations ranging from -0.37 to 0.51. It would tax the 
imagination to develop a theoretical model, with extraversion as the focus, that would offer an 
explanation or integration of such a diverse set of variables. The construct's practical and 
theoretical utility thus seems rather limited. Nevertheless, investigators will continue to con­
duct research, with such "robust" constructs, explaining and sharing modest amounts of 
variance with other variables, measures, and scales. 

Current personality research focuses on the study of single traits or personality dimensions, 
and sometimes on a few traits (cf., Rorer and Widiger, 1983; Wiggins, 1980). The decision as 
to which traits to use is not commonly determined by theoretical considerations. Rather 
choices are often made, to a great extent, by the availability of personality measures assessing 
specific traits and by the zeitgeist as to "the flavour of the month", or what traits are currently 
in fashion (cf. Endler and Parker, 1992a). The choice of which cluster or pattern of personality 
traits to assess is a complex matter. Deciding what traits to study was a problem in the 1930s 
(Allport and Odbert, 1936; Vernon, 1933) and continues to be a problem in the 1990s. What 
traits should one include? What trait should be excluded? 

During the late 1980s and early 1990s, many personality psychologists (e.g., Angleitner et 
aI., 1990; Cochran, 1984; Peabody, 1987) have proposed developing taxonomies of traits 
which could serve as a focal point of personality research and theory. Some personality resear­
chers believe that they have discovered the "holy grail" embodied in the big five personality 
dimensions. That is, a number of investigaors have noted that the natural language for 
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describing personality can best be summarized in terms of five basic dimensions, with dif­
ferent terms used by different investigators (for reviews see Digman, 1990; John, 1990) . 
Nevertheless, the five dimensions are often referred to as "openness", "conscientiousness", 
"extraversion", "agreeableness" and "neuroticism", which readily form the acronym OCEAN. 

Parallel to the research on the big five based on the use of natural language, a number of 
researchers (cf. McCrae, 1989; McCrae and Costa, 1986), reviewing the literature on factor 
analytic studies of various personality measures and scales, have suggested that five basic 
factors can be derived from commonly used personality measures, namely the same five fac­
tors named above - OCEAN. McCrae and Costa (1986) thus proposed that the "big five" 
model "offers a universal and comprehensive framework for the description of individual 
differences in personality" (p. 1(01). Digman (1990) has noted that the big five model 
presents a theoretical basis for personality research. We would suggest that the big five 
provides an important starting point for personality structure, but is not a theory per se. 
Hofstee (1990) has noted that it is an open question "whether the natural language of per­
sonality provides an adequate point of departure for the construction of a scientific system of 
personality categories" (p. 78). It is also not clear at this point whether personality structure 
can best be described by the big five or by Eysenck's (l992a, 1992b, 1992c) big three. The 
generalizability and stability of the big five (or for that matter the big three) to and for diverse 
cultural groups is still an open question (cf. Briggs, 1989; Hofstee, 1990). An important 
theoretical advance has been made by Hofstee et al. (1992) in their attempt to integrate 5-
dimensional simple structure and 5-dimensional circumplex models of personality. 

Nevertheless, the big five does not provide a comprehensive personality theory. As Endler 
and Parker (1992a) have noted, the solution to problems associated with traits is neither better 
classification systems for existing traits nor the development of more elegant and sophisticated 
research and/or statistical procedures for assessing these traits. The solution would seem to lie 
in the direction of developing comprehensive, meaningful and relevant personality theories. At 
present, personality research seems to be trait driven (in terms of currently fashionable traits) 
rather than theory driven. 

Most of the research, theory and crises have been dominated by the trait and situationism 
models, fuelled initially by the person vs. situation controversy (see Mischel, 1968). Although 
psychodynamics (primarily psychoanalysis) has had a profound influence on Western society 
and culture, especially in literature and the performing arts, it has had remarkably little sus­
tained impact on persomlity research and theory (Bakan, 1977). A discussion of the 
psychodynamic model is beyond the scope of this chapter. 

THE SmJATIONISM MODEL 

The trait model has focused on internal person factors. Situationism proposes that external 
environment factors are the major determinants of personality and behaviour. Modem 
situationists or social learning theorists, however, are cognizant of the role of individual dif­
ferences in personality. 

During the 1920s, concurrent with the expansion of research on individual differences, 
there were a number of investigations of the effects of environmental or situational factors on 
both animal and human behaviour (Endler and Parker, 1992a). According to Buckley (1989), 
although this research was initially disjointed, isolated and fragmented, under the direction of 
such prominent psychologists as Thorndike, Watson, Tolman and Hull, it evolved into the 
systematic body of knowledge and theory regarding learning in the 1930s and 1940s. Parker 
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(1990, 1991) has noted that during the 1920s and 1930s, personality researchers focused on 
studying individual differences, while learning researchers, using a different methodology, 
collected reams of data on the systematic effects of environmental variables on behaviour. 
Danziger (1990) has pointed out that the experimental methods fostered by learning theorists 
were imitated by most psychologists. During the late 1930s and early 1940s, learning theorists 
such as Guthrie (1944) proclaimed that "laws of learning", derived from experimental learning 
studies of behaviour, created a solid foundation for the understanding of personality. 

On the basis of research on learning, a number of investigators developed systematic 
theories about personality (e.g., Dollard and Miller, 1950; Miller and Dollard, 1941; Tolman, 
1932; Thorndike, 1940). These personality theories, derived from learning experiments ob­
viously had a broader scope than those proposed by trait theorists (e.g., Cattell, 1946) in the 
1940s and early 1950s. 

During the 1950s the classical social learning theorists (Dewey and Humber, 1951; Dollard 
and Miller, 1950; Rotter, 1954), who represented a heterogeneous set of viewpoints, developed 
theories, which included organismic variables, that had an impact on personality research. 
During the 1970s behaviour theorists (e.g., Bandura, 1971; Mischel, 1973; Rotter, 1975) 
proposed theories that were basically concerned with the person's behaviour rather than with 
traits, attributes and motives. Nevertheless, these theorists included person factors in their 
theories. In the 1980s, Bandura's (1986) revised cognitive social learning theory, which 
included the concept of self-efficacy, originally proposed in the 1970s, was basically a transac­
tional or interactional theory. 

It should be noted that by the mid-l960s the dominant position of the trait personality 
model started to be challenged by situationism. The amount of research, at least in North 
America, on the effects of situational factors on personality rivalled research in the personality 
trait area (Endler, 1983). In the 1970s, there were actually suggestions by some investigators 
(cf. Mischel, 1973) that the trait or individual differences personality research area might be in 
trouble. This prediction decline, however, was premature. Not only did the trait area not 
decline; it thrived during the 1970s and 1980s, and continues to do so in the 1990s. The per­
son vs. situation debate, a conflict of two major traditions - viz. trait psychology and social 
learning theory - was more than a disagreement about how to interpret research results. As 
Endler and Parker (1992a) note, the debate was about the primacy of particular research 
theories and methodologies. It was also about different theoretical perspectives. 

With respect to the resolution of the person-situation controversy, Kenrick and Funder 
(1988) have commented that "as with most controversies, the truth finally appears to lie not in 
the vivid black or white of either extreme, but somewhere in the less striking gray area" (p. 
31). Although many personality researchers believe that this crisis has largely been resolved, 
and proclaim an adherence to an interaction perspective to personality, this is true in the 
abstract, but not in practice. Trait theorists, in their research, rarely examine the role of 
situations systematically; situationists rarely examine the role of individual differences 
variables systematically in their research. Furthermore, situationist research usually has limited 
generalizability. While multivariate analyses are more frequent today than in the 1950s, Cron­
bach's (1957) American Psychological Association Presidential address is still relevant today. 
"No experimenter would deny that situations and responses are multifaceted, but rarely are his 
procedures designed for a systematic multivariate analysis. The typical experimental design 
and the typical experimental law employs a single dependent variable" (p. 676). Although 
situationists have reformulated their theories and research, much of it does not capture the 
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dynamic quality of interactionism, and should be differentiated from the type of programmatic 
research proposed by interactionists (cf. Endler and Parker, 1992a). 

THE INTERACI10NISM MODEL 

As Endler and Edwards (1986) have noted, the concept of interactionism can be traced back to 
the time of Aristotle (cf. Shute, 1973), Descartes and other philosophers. Furthermore, early 
examples of interaction models can be found in the physical sciences, i.e., Hooke's law which 
states that "within the elastic limit, strain is proportional to stress" (Harris and Levey, 1975, p. 
845); elasticity has a different meaning for fluids and gases. This suggests that the elasticity of 
any substance is an interactive function of the degree of situational stress, and the nature of 
the material. Is there a Hooke's law for personality? 

Interactionism, which has a long history (cf., Ekehammar, 1974; Endler and Edwards, 
1986), began to have some impact on the field in the mid-I97Os (Endler, 1983; Endler and 
Parker, 1992a). Researchers on interactionism (Bowers, 1973; Endler, 1988; Endler and Mag­
nusson, 1976) attempted to reconcile the trait and situationism models. Nevertheless, as Endler 
and Parker (1992a) have noted, the influence of interactionism in the personality field has 
been primarily rhetorical. Personality researchers have paid "lip-service" to interactionism, but 
in practice much of the research has been of little reI'evance to this approach, with a few , 

notable exceptions (e.g., Endler and Parker, 1990; Magnusson, 1992a). Prior to discussing 
interactionism in more detail, let us review biological, psychological and social perspectives in 
personality. 

Biological, Psychological and Social Perspectives 

The NATO Advanced Research Workshop on Biological and Social Approaches to Individ­
uality (Personality) on which this book is based is timely, but a third factor should have been 
included: psychological approaches. I will return to this shortly. Although, as I have noted 
above, there has traditionally been a great deal of research on social approaches (e.g., situa­
tionism) to personality (e.g., Mead, 1934; Miller and Dollard, 1941), the role of biological and 
genetic factors has been relatively neglected (cf. Endler, 1989; Eysenck and Eysenck, 1985) 
until the 1980s, especially in North America. Recently, it has been suggested that in order for 
personality theories to be heuristically useful they must explicitly include both biological and 
social factors (Endler, 1989; Endler and Parker, 1992a; Magnusson, 1990a; 1992a; Van Heck, 
1991). "Obviously no behavior can be independent of an organism's heredity, by the same 
token no behavior can be independent of an organism's environment" (Endler, 1989, p. 158). 
Analogously, no behavior can be independent of either biological or social factors; these fac­
tors are not additive but are interactive. 

BIOLOGICAL F ACIDRS 

In the late 1980s and early 1990s there have been a number of books that have focused on the 
role of biological factors in personality (e.g., Eaves et aI., 1989; Zuckerman, 1991). Amongst 
other types of constructs, biological factors include genetic, constitutional, physiological and 
biochemical variables. Although genetic factors obviously playa role in personality we do not 
inherit behaviours. We do, however, inherit· genes, and they regulate the proteins endemic to 
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the structure and function of the nelVOUS system. Genes may selVe as a predisposition to traits 
and consequent behaviours via the control of neural growth and development, but there are 
many factors that modify and regulate both the genetic mechanism, the traits, and their behav­
ioural expression. In short, "there is many a slip twixt the cup and the lip". 

Nevertheless, there is both direct and indirect evidence for the role of biological factors in 
both personality development and regulation. Bouchard et al. (1990) in their "Minnesota Twins 
Reared Apart" Study, have reported "evidence for the strong heritability of most psychological 
traits" (p. 223). However, they recognize the value of "parenting, education and other 
propadeutic intelVentions" (p. 223). Eaves et al. (1989) have concluded that there is a strong 
genetic component to the psychoticism, extraversion and neuroticism personality dimension of 
the Eysenck PEN model. Zuckerman (1991), going beyond the contribution of genetic factors, 
presents evidence for the additional role of biochemical and biophysical processes in per­
sonality development and functioning. None of these investigators ignore the role of environ­
mental or social factors in personality; they merely conclude that biological factors playa 
greater role. It should be noted that biological factors include physiological, biochemical, and 
genetic variables. 

Stelmack (1990) has provided electrodermal and electrocortical activity as empirical 
evidence to indicate that introverts manifest greater physiological reactivity to sensory 
stimulation than extraverts. Zuckerman (1991) has provided evidence for relationships among 
endocrines, pharmacological and other physiological factors and individual differences or 
personality. Cox et al. (1983), in discussing the psychological and endocrine responses related 
to stressful experiences, indicate the complexity of the field. For example urinary adrenaline (a 
catecholamine) secretion generally increases as a function of stress. However, physical activity, 
posture, gender, personality variables and other factors may affect the adrenaline level. We 
would suggest that excreted adrenaline levels may be affected by many factors including diet, 
steroids, drugs, alcohol, and genetic factors. 

There is also a difference between basal levels and transient response measures, especially 
in indices of arousal; as exemplified by the difference between trait and state physiological 
response (cf. Lader, 1983; Stelmack, 1990). Thus, excreted adrenaline levels may not always 
be a reliable index of autonomic reactivity and one should be cautious about making conclu­
sions about psychological variables and personality on the basis of physiological measures. 

SocIAL FACIDRS 

Social factors have been strongly implicated in personality development and functioning (e.g., 
Bandura, 1986; Endler, 1988; Miller and Dollard, 1941). Although biological factors playa 
crucial role in personality, the role of stimuli, situations and environments, the social factors, 
cannot be ignored. As I have stated elsewhere, "the environment is the general and persistent 
background or context within which behavior occurs; whereas the situation is the momentary 
or transient background. Stimuli can be construed as being the elements within a situation" 
(Endler, 1981, p. 364). Note that this distinction is analogous to the trait-state differentiation, 
i.e., environments as traits, and situations as states. For a more detailed exposition of the dif­
ferences among stimuli, situations and environments, the reader is referred to PelVin (1978). 

Social factors, particularly situations, have an effect on personality. Such factors may have 
a profound effect in extreme cases as witnessed by the sUlVivors of Hiroshima, the Holocaust 
and the children in Ethiopia and Somalia. Although individuals react to situations they also 
affect the situations with which they interact, there is a constant and continuous interaction 
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between persons and situations. Furthermore, in addition to having situations or social factors 
imposed on us, we often select the situations or stimuli we encounter. All of us experience 
complex situations in our daily lives, at all levels of functioning. As Endler (1983) has noted 
"stimulation affects behavior both in terms of information being processed at the moment, and 
also by interacting with information that has previously been stored" (p. 170). Magnusson 
(1978) has noted that the total environment with which we interact includes a very complex 
system of social, cuJtural-and physical-geographical factors. He also maintained that "the total 
environment influences individual development and behavior [but] the influence of environ­
ment is always mediated via the actual situations" (Magnusson, 1978, p. 1). 

Usually, when one uses the concept differential psychology it is in reference to individual 
differences. Both Endler (1983) and Magnusson (1978) have suggested the need for a 
complementary differential psychology of situations, wherein one systematically scales and 
classifies situations, and determines their important dimensions. But this has to be founded on 
a sound theoretical basis. In fact, no one has found a major impact of situations on per­
sonality, for evidence derived from studies of twins reared apart (Bouchard et aI., 1990) does 
not necessarily mean that personality is basically due to hereditary factors. It may mean we 
have not yet developed the tools to systematically and coherently investigate the role of 
situation (environmental) factors for twins reared apart. Thus, we need to develop strategies 
for systematically investigating situations. Although we have a fairly advanced differential 
psychology of individual differences, our differential psychology of situations is still in the 
dark ages. Nevertheless, it is readily apparent that social factors do have an impact on per­
sonality. The nature of this impact is not yet clearly known. 

PSYCHOLOGICAL FACIDRS 

The perception of a situation can be an important determinant of personality. One can consider 
perceptions as psychological factors involving the interactions of persons and situations. That 
is, in addition to biological and social factors, psychological factors must be addressed by 
personality research and theory. These include cognitive and phenomenological factors. The 
meaning one attributes to a situation or how one perceives one's physiological reactions are 
important determinants of behaviour (Endler, 1988; Magnusson, 1992b). As Magnusson 
(199Ob) has noted tithe cognitive-interpretation of events in the present situation guides 
thoughts and actions and evoke physiological systems that, in tum, influence psychological 
events, thoughts, and emotions" (p. 6). 

With respect to the psychological significance or meaning of situations, it is extremely 
important to distinguish between the situation perception attribute and the situation reaction 
attribute. Two persons may perceive the same situation as threatening, yet one person may 
react by attacking it, and the other individual may react by withdrawing from it. As Endler 
(1983) has noted, temporal factors are important: at time A a person may react to perceived 
stress by attacking, and later at time B the same person may react by withdrawing. Motiva­
tional and contextual factors also play a role in mediating the relationship between perception 
and reaction. Information processing and cognitions are also important aspects of personality. 

Thus, biological, social and psychological factors, and their interactions all play important 
roles in personality development and functioning. 
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InteractioUim: Between and Within 

Prior to discussing longitudinal and cross-situational approaches to interactionism in detail, let 
me present the various meanings of interactionism as well as an interactional model, within 
which, I think, longitudinal and cross-sectional approaches can be incorporated. 

VARIOUS MEANINGS OF INlERACIlONISM 

There are two basic different types of interactions, namely mechanistic (or structural) interac­
tion and dynamic (or process) interaction. Nevertheless, the concept of interaction has been 
used in numerous ways. For example, Carson (1991) in discussing a social-interactional per­
spective, is essentially referring to interpersonal relationships, i.e., interactions with other per­
sons. In our schema, this would be a subset of person by situation interactions, where other 
persons are part of one's situation. Olweus (1977) has discussed four meanings of the interac­
tion concept: (1) in a general sense, conceptualizing how situations and persons combine, or 
"unidirectional interaction"; (2) in terms of the interdependency of persons and situations; (3) 
in terms of reciprocal action, and (4) in terms of its use in the analysis of variance. Basically, 
Olweus (1977) is presenting three types of interaction: (a) unidirectional (mechanistic); (b) 
reciprocal (dynamic); and (c) a third type where it is not possible (methodologically), at 
present, to separate situations from persons. Thus, we are left with two meaningful and tes­
table conceptions of interaction: mechanistic and dynamic (cf. Endler, 1983). 

Mechanistic Interaction. The mechanistic model of interaction focuses on the interaction of 
main effects (e.g., person and situation) on behaviour. It uses the analyses of variance as its 
measurement model, is unidirectional, and makes clear and precise distinctions between .in­
dependent variables (e.g., person and situational factors) in determining behaviour (a depen­
dent variable). It is not concerued with the interaction between independent and dependent 
variables. The "interaction is between causes and not between cause and effect" (Overton and 
Reese, 1973, p. 78). 

Dynamic Interaction. The dynamic model of interaction focuses on the reciprocal interaction 
between behaviour and both situational events and person factors. Furthermore, situations 
affect persons and vice-versa; a reciprocal relationship exists (cf. Endler, in press). Dynamic 
interaction is multidirectional, process oriented and refers to interactions between independent 
variables, as well as interactions between independent and dependent variables. "Reciprocal 
Causation means that not only do events affect behavior of organisms but the organism is also 
an active agent influencing environmental events" (Endler and Magnusson, 1976, p. 969). 

Let us now discuss the "between and within" interaction model of personality that we men­
tioned above. Figure 1 presents a "between and within" person by situation interaction model. 
Note that there are four phases in this Figure A, B, C and D, and there are both squares and 
circles. The squares represent large categories of phenomena. Therefore, if we examine phase 
A, we note that there are two categories of phenomena, person variables and situation 
variables. The interaction of person variables and situation variables, which affects the percep­
tions of situations in phase B, we refer to as between interactions. The sub-categories within 
the person variables and situation variables in phase 1 (the circles) can also interact with the 
biological variables to influence perceptions. In addition, within the circle of biological 
variables, various systems can affect one another. These we call within interactions. For 
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example, the cardiovascular system can affect the autoimmune system or the respiratory sys­
tem can affect the number of red blood cells. Biological factors can affect psychological fac­
tors and vice versa. Therefore, one may identify various levels of interactions; between 
(represented by squares) and within (represented by circles). The more molecular one's 
interests, the greater the number of within-subjects subcategories that are required. 
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Figure 1. Between and Within Person by Situation Interaction Model. 
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Note that phase A refers to person variables, such as trait anxiety and heredity, as well as 
situation variables as stressful events, phase B to perceptions or cognitions, phase C to chan­
ges in arousal level, and phase D to reactions to these changes in arousal. This may be con­
ceptualized as a feedback loop, so that phase D can affect the person and situation variables in 
phase A. Phase D may also be seen as affecting phases Band C. Note that this is a process 
oriented model, and we are dealing with "movies" not with still "snap shots", it is an ongoing 
multidimensional process. If one wanted to take a life-span developmental approach, as has 
Magnusson (1992b), one would add antecedents to phase A and consequences to phase D in 
Figure 1. Block (1971, 1977) has focused on a longitudinal trait approach. 

Magnusson's (1992b) research has focused on the longitudinal approach; my own research 
(Endler, 1983, 1988; Endler and Parker, 1992b) has focused on a cross-sectional or cross­
situational approach. I believe that these are complementary orientations. 
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Longitudinal Approaches to Interactioum 

Magnusson (l992b) presents a general overview of the Orebro or "Individual Development 
and Adjustment (IDA)" project which he and his colleagues have been working on for almost 
30 years - since 1965. One of this project's major studies focuses primarily on the relationship 
between autonomic reactivity (as measured by adrenaline excretion based on urine samples) 
and antisocial behavior (as indexed by registered criminal activity, i.e., the number of official­
ly registered instances of law-breaking in Sweden). Magnusson (1986) has discussed this phase 
of the IDA project in greater detail. 

The theoretical orientation, which presents an interactional perspective, has much merit and 
it should be pointed out that this labour intensive project has both important theoretical and 
practical implications. Furthermore, the investigators in this project or research programme are 
among the minority of personality researchers who have investigated biological as well as 
psychological and social variables, and their interactions. 

One important aspect of this research program has focused on the role of the sympathetic 
nervous system (a biological marker) in both social and antisocial behaviour. The general 
assumption has been that low autonomic physiological reaction in males (as indexed by 
catecholamines, specifically adrenaline levels in urine samples) is related to antisocial 
behaviour. However, Magnusson (1986, 1992b) found that the relationship between adrenaline 
levels at age 13 and antisocial behaviour at age 30 was more complex. The relationship of low 
adrenaline levels in urine and antisocial behaviour was tested in three groups of males: (1) 
non-crime (N=48), teen crime but non-crime in adulthood (N=13) and teen crime plus adult 
crime (N=ll). The low levels of adrenaline secreted in urine at age 13, was related to an­
tisocial behavior at age 30, but only for the teen plus adult crime group. It did not hold for the 
teen crime only group, thus indirectly suggesting the possibility for an interactive relationship 
between biological and social factors. 

This is quite a robust and impressive finding, considering some of the possible 
methodological and empirical problems involved, including the small size of the samples and 
possible reliability and validity difficulties regarding the two major variables measured: an­
tisocial behaviour and autonomic reactivity. As indicated earlier in this chapter, excreted 
adrenaline levels (the measure of "autonomic reactivity") may be affected by many factors 
including diet, steroids, drugs, alcohol, and genetic factors. The "antisocial behaviour" 
variable, defined in terms of "registered criminality" includes a heterogeneous set of possible 
antisocial activities, such as: (a) offense against property; (b) offenses against persons; and (c) 
moral offenses (e.g., drug and alcohol offenses). Are these offenses functionally and psy­
chologically equivalent? Are there differences in "autonomic reactivity" between individuals 
registered for one offense as compared to those registered for multiple offenses? Are there 
differences between murderers and those charged with breaking and entering? At what age 
was the crime committed? Furthermore, attempting to predict criminal behaviour at age 30 
from urine samples collected at age 13 is like attempting to predict how fast a feather dropped 
from a height will fall during a hurricane! 

Despite the methodological and measurement problems, discussed above, which would tend 
to attenuate the results, the findings are quite impressive and compelling. Nevertheless, a more 
direct test of interactionism, within a longitudinal perspective, would be useful. However, the 
theory is sound and the IDA project (Magnusson, 1986, 1992b) has made very important 
contributions to our understanding of personality. 



262 NORMAN S. ENDLER 

The relevance of a longitudinal approach has also been demonstrated by Block (1971, 
1977) who, in a longitudinal study from a trait perspective, has found consistency in per­
sonality (stability) between early adolescence and middle to late adulthood. Nevertheless, there 
are two additional interpretations beyond the one of consistency - (1) since people select and 
maintain those situations they find rewarding, stabilities may also be influenced by the 
similarities of situational encounters at various stages of life; and (2) if everyone changes in 
the same way throughout life, e.g., if everyone "mellows", then stability coefficients would be 
high and significant. These interpretations supplement the consistency or stability hypothesis, 
and in no way negate Block's (1971, 1977) impressive findings. 

Cross·Situational Approaches to Interactionism 

In our own research, within the context of an interaction model of stress, anxiety, and coping 
(Endler, 1983, 1988; Endler and Parker, 1990), we have evaluated interactionism from a cross­
situational or cross-sectional perspective. Elsewhere (Endler, 1983; Endler et al., 1991; Endler 
et al., 1989) we have summarized the research on stress and anxiety, and we have recently 
extended this to include our research on coping (Endler and Parker, 1990; 1992a). Basically, 
as detailed in the next section, we have assessed persons in both non-stressful and stressful 
situations (measuring their perception of the situations), and we have found that persons (as 
assessed by multidimensional measures of that anxiety) interact with situational stressors to 
induce increases in state anxiety. Using real life situations (e.g., actors and actresses in plays, 
athletes performing, classroom examinations, etc.), we have . found confirmation for the interac­
tion model of anxiety (Endler, 1983; Endler et aI., 1989, 1991; Endler and Parker, 1990, 
1992a). We have recently extended this model to examine the consequences of increases in 
anxiety, such as coping (Endler and Parker, 1990, 1992a), and this will be discussed in the 
next section. 

Like longitudinal studies, cross-sectional studies also have problems in terms of represen­
tativeness of situations, paucity of statistical procedures, for analyzing processes, few studies 
using biological markers, and representativeness of sampling, etc. Some of these problems are 
explicated in the next section. 

Future Directions for Research on Interactioum 

One of the most difficult problems with research on the interaction model of personality invol­
ves the inadequacies of the methodologies used to study the constructs, the variables, and their 
interrelationships (Endler, 1991; Endler and Parker, 1992a). This is especially true in assessing 
biological factors, as Magnusson (1992a), and Plomin (1990) have noted. We have to go 
beyond correlational techniques and simple analysis of variance (ANOV A) designs. As Mag­
nusson (l990a) has stated elsewhere, an essential feature of the interaction model of per­
sonality is its assumption "that the characteristic functioning of an individual in the dynamic 
person-environment interaction process depends on and influences the continuous reciprocal 
process of interaction among psychological and biological subsystems" (p. 202). Endler (1983, 
1989) has pointed out that it is extremely important to assess both the interaction between 
systems (e.g., persons vs. situations or biological vs. psychological) and the interactions within 
systems (e.g., the various biological subsystems). Depending on the level of analysis a within 
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system can be conceptualized as a between system. For example, biological and psychological 
systems are within the person variable (Phase A in Figure 1). However, we can discuss 
interactions between the biological vs. psychological systems or within the biological system 
(respiratory vs. cardiovascular) or within the psychological systems (emotions vs. cognitions). 
There have been recent attempts by others (in addition to those by Magnusson and myself) to 
develop new interaction models. The biosocial interaction model developed by Kenrick (1987), 
and the open-systems adaptation model proposed by Hettema (1989a; 1989b) are illustrative. 
For both these heuristic models, personality research is conceptualized in terms of the study of 
behavior as a function of three potentially interrelated basic factors: cognitive processes, 
physiological reactions and situational factors (Hettema and Kenrick, 1989). Specific studies 
may give differential weights to the role of these three factors. However, valid, reliable, and 
theoretically sound models must include biological, social, and psychological factors. 

In our own work (Endler, 1991; Endler et aI., 1991; Endler and Parker, 1992b; Endler et 
aI., 1992) we have been conducting programmatic research on an interaction model of stress 
anxiety and coping. Using Figure 1 as a guide, the person variables we have been studying are 
trait anxiety interacting with stressful situations (Phase A) to affect perceptions of danger or 
threat (phase B). This leads to increases in state anxiety, or changes in arousal, (Phase C) with 
consequent coping reactions, including coping with illness, and physiological and biochemical 
reactions (Phase D). These in tum affect the person variable and stressful situations (Phase A). 

In effect we have a feedback loop and continuous processes. We can assess various aspects 
of the model or the model as a whole (Endler, 1988; 1991). As our research program con­
tinues, the model will have to be modified and the theory revised. We see this as a perpetual 
rough draft wherein we have to constantly juggle many changing variables simultaneously. 
However, this may be regarded as a challenge rather than as a problem. 

Conclusions Regarding ScientifIC Progress 

As Endler and Parker (1991) have noted, "The study of personality is influenced by theories 
and models, existing methodologies, and sociopolitical factors" (p. 258). Nevertheless, the 
dynamic yeast for growth and progress in any science, especially the complex and ambiguous 
one of personality psychology, stems from competing ideas, theories, and honest disagree­
ments. No one point of view has a monopoly on the truth and thus intellectual conflict, honest 
disagreements and resulting experiments and research based on theories can yield progress. 
Conant (1947) has maintained that "science emerges from the other progressive activities of 
man to the extent that new concepts arise from experiments and observations, and the new 
concepts in tum lead to further experiments and observations (p. 24)". Conant (1947) also 
noted that the test of any new idea is not only in relating existing facts, but more importantly 
its role in stimulating further research. "This dynamic quality of science viewed not only as a 
practical undertaking but as a development of conceptual schemes seems to me to be close to 
the heart of the best definition" (Conant, 1947, p. 24). 

The field of personality is very complex and there are no simple answers. Obviously 
biological, social and psychological factors all play a role in personality development and 
functioning (cf. Endler, 1989). To paraphrase what a colleague once told me, "To every 
complex problem, there is a simple answer. And it is wrong!" 
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Behavior in Context 

All behavior takes place within a context. This is in a nutshell the distinctive leading motive 
of the interactional approach to personality. No behavior can be independent of either 
biological or social factors. Psychologists in general, and personality psychologists in par­
ticular, do not really call these views in question. From the early history of personality 
psychology, students of personality have sought to describe the characteristic psychological 
differences between people in terms of how they might be expected to react under particular 
circumstances. In Freud's conception the ego deals with reality and the superego represents the 
internalization of important features of the environment. Adler, Horney and others all explicit­
ly emphasized the contribution of the social world in the development of personality and the 
production of behavior. Allport's definition of personality comprises the expression "unique 
adjustment to the environment". But also Sheldon, the proponent of constitutional psychology, 
was well aware of environmental determinants of behavior, witness items from his Tempera­
ment scale like 'love of being with others', 'fear of social involvement' and 'need of people 
when troubled'. Moreover, even the ancient prerunners of personality psychology focused on 
behavior in situ. The 30 characters of Theophrast, for example, without exception consist of 
striking contextual portrayals of types of people. Cattell and Eysenck, the two pioneers in the 
factor/trait approach, both strive for the improvement of predictions of what individuals will 
do in given situations. I believe that the history of personality psychology can be reconstructed 
as having been consequently aware of the contextual nature of behavior. 

The major quest of the trait approach during the last few decades has been the taxon­
omizing of the differentiating psychological characteristics of people. Because the trait ap­
proach is the dominant one within personality, Endler has implicitly misnamed and misclas­
sified this persistent and longtime endeavour, by stating (see also Endler, 1982) that per­
sonality research has been and still is "basically piecemeal, and ad hoc, rather than program­
matic". Within the taxonomic program, lively controversies such as that between the Big Five 
and the Eysenck's P.E.N. model sometimes turn out to be biting events, though, it must be 
admitted, the recent discussions in this regard reflected more rapprochement than ever before. 
In no way, however, such a debate endangers the program. Quite the contrary, they form the 
confirmation of an enterprise at work. 
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What does it mean to say, for example, that a person is impulsive? According to Endler, 
trait theorists would view impulsivity as an internal factor accounting for consistently occur­
ring impulsive behaviors. This definition, it should not be forgotten is, like any definition, a 
summarizing description of the characteristics of a concept. What is summarized, in my view, 
is the way people are consistently like themselves and different from others (cf. Peterson, 
1992). If this description is somewhat vague, it better remains that way. It is meant to express 
the adherence to an observation that is smashingly evident to most people: although visibly 
changing in time, people remain recognizably the same in their essential characteristics, even 
across years. Definitions can easily be changed, and they should be, in the light of improved 
insights. The summary conception of traits (Hampson, 1984) seems most apt to the definition 
above. Calling a person impulsive thus means to summarize descriptions of behaviors of a 
varying nature taking place in divergent situations: 'instead of saying Nancy drives through 
red lights, buys the first pair of jeans she sees and says things without thinking, we say that 
Nancy is "impulsive"'. Traits, according to Hampson (1989), are shorthand terms for behaviors 
plus their ascribed social significance. 

The Crisis 

Personality psychology is said to have gone through a crisis by the mid 1960s, and according 
to Endler the crisis is not over yet. What are the characteristics of a crisis? One possible 
meaning of crisis is that of a serious disturbance or persistent disease. Another meaning is that 
of a decisive stage or turningpoint. Common to these two readings of a crisis in personality 
psychology is that, given the state of the art, the answers are considered to fall short of expec­
tations, in that they are judged inadequate for coping with the contemporary demands. Was 
personality psychology seriously ill? Had personality psychology been arrived at a stage where 
it had to demonstrate its ultimate competence? These questions are mainly rhetorical, but so is 
the presumed suggestion of a crisis. At times, personality psychology may have looked a bit 
palish, but that is far behind now. Also, there was never any need to put the competence of 
personality psychology to a final test. The conclusion is that the diagnosis of a crisis with the 
matching suggestions was wrong. With such a conclusion it becomes important to ask who did 
the diagnosis, which question in itself again emphasizes the rhetorical nature of the diagnosis. 

The interactionist critique, as particularly expressed Mischel, was not a negation either of 
personality as a field or of individual differences as a phenomenon. The focus was on the 
unique interactions of each person with the specific contexts of his or her life (Mischel 1990). 
I will not deny here that persons can be said to be unique and incomparable. For example, 
Nancy may be said to be impulsive in a manner that nobody else is, because her impulsivity is 
embedded in a personality structure all her own; to call her impulsive is to reshape the 
meaning of impulsivity. Strictly speaking, the extension of the uniqueness argument makes all 
comparisons between people impossible. Eysenck's old shoe is unique. Of course, shoes are 
not persons. It is important to take into account the distinction between persons considered as 
objects and persons considered as discourse partner (Kouwer, 1973). As an object the in­
dividual is not systematically different from other objects. Humans, however, are distinct from 
other entities because they are the ones we talk with. The unique person is the one to talk 
with, not to describe and treat as an object. The conclusion is that a scientific approach to 
uniqueness is impossible (for a more extensive documentation of the argument, see Hofstee 
and De Raad, 1992). 
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Major Mode~ 

Endler enumerates traits, situationism, psychodynamics, and interactionism, as the four major 
models in personality psychology. Situationism, strictly spoken, denies personality as a deter­
minant of behavior, and is therefore not a model of personality. The other three models have 
in common the general notion that individuals can be differentially characterized in such a 
way that particular distinct behaviors are to be expected from different individuals in certain 
contexts. Personality psychologists do differ in emphasis they give to personality characteris­
tics, and in the ways they conceive of the essential features of personality. These different 
conceptualizations, more than the four mentioned above, are the proper alternative models of 
personality: traits, temperaments, adaptive mechanisms, projects, capabilities, and more. They 
all try to capture alternative, sometimes overlapping, features of the differentiating characteris­
tics of people, all with the promise to account for different niches and levels of personality. 
What is basic here is that the mainstream personality approach, and I prefer to reserve the 
denominator "trait approach" for this, has been very consistent, with known drawbacks all 
right, and flourishing more than ever, witness the Big Five boom. 

The Big-Five Model 

Peabody and Goldberg (1989) relate the Big Five to five different realms of life: sets of con­
texts to which the Big Five are supposed to refer: Power (I), Love (II), Work (III), Mfect 
(IV), and Intellect (V). This conclusion does not stand alone. Throughout the taxonomic 
tradition, investigators have consistently referred to particular contexts to which the trait 
dimensions refer, and have pursued to show the importance of the trait dimensions for those 
contexts. One of the most interesting developments in this regard is the evolutionary per­
sonality psychology (Buss, 1991), which approach not only confirms the contextual connected­
ness of the personality factors as 'most important dimensions of our social adaptive 
landscape', but also provides an explanatory framework for their differential role. 

Trait descriptive expressions, personality adjectives, nouns, phrases, are not to be con­
sidered as concepts liberated from context. Quite the contrary, the majority of trait words, used 
in personality taxonomies, not only capture important personality characteristics, but also 
represent contextual information. According to Au (1986), an interpersonal verb is }Vorth a 
thousand words, referring to the contextual meaning that is implicitly accounted for by, the use 
of certain verbs. For example, in John amazed Mary, John gave rise to the amazement and is 
therefore the stimulus. But in John feared Mary, Mary gave rise to the fear and is therefore 
the stimulus. In the same vein, personality descriptors should be conceived of as carriers of 
implicit contextual meaning. For instance, the expression John is impudent means that a 
situation is captured in which John expresses himself to a superior. That situation is implicit in 
the word impUdent. 

In John is easily frightened, the situation is the stimulus, but in John is shy, John is the 
stimulus. In going through the Dutch AB5C scheme (De Raad, Hendriks and Hofstee, 1992), 
the interesting criterion is whether personality adjectives more ore less directly evoke a certain 
context or not. The 1+1+ terms, exuberant, spontaneous, open, probably do not. Toleran~ 

peacefUl, forgiving (11+11+), give rise to certain context, and so do carefU~ promp4 meticulous 
(l1I+III+). The personality descriptors resonate a differential aptness for use in particular con­
texts. Terms referring to accuracy, precision, etc. belong to the context of WORK, many Fac-
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tor I terms have meaning, particularly in the context of DOMINANCE, and so on. Actually, 
the use of certain descriptors in a different environment, in tum may give presence to the 
matching implicit contexts of use. Being precise, accurate, industrious at a party (the context 
for extraverts), evokes the WORK connotation for that person. The complete test is not pur­
sued here, but probably the majority of the adjectives spontaneously evoke certain contexts 
and a minority does not. The argument is that the taxonomic enterprise implicitly captures 
context. Because of its comprehensiveness, the taxonomy approach captures an enormous 
variety of contextual features of different levels and of varying relevance. 

An interesting observation here is related to those terms from the AB5C scheme that do not 
spontaneously evoke contexts of application. Examples are active, lively, quie~ gentle, 
dynamic, etc. The terms are scattered over the scheme. I suggest that the distinction that comes 
to the fore here between context evoking and context free terms parallells that between 
Strelau's distinction between content and form, respectively (Strelau, 1987). The suggestion is 
that to the extent that adjectives do not evoke associated contexts of application, they are 
temperamental in nature. It would be an interesting task to scrutinize personality descriptors 
for their distinctive contextual features, and to systematically investigate the temperamental 
(form) characteristics of (a subset of!) personality descriptors. 
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