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Preface

Ten or fifteen years ago, a major problem that the writer of a review paper
on reaction times and their relationship to intelligence would have encoun-
tered would have been the dearth of recent material pertaining to the topic.
Indeed, given the lack of interest that most differential psychologists paid re-
action times at this time, it is unlikely that it would have occurred to anyone
to undertake such a project. Had they done so, with few exceptions, all of the
references would have been pre-1930, and the majority of the discussion
would have centered on the role of reaction times in the theories of such turn
of the century luminaries as Sir Francis Galton and Charles Spearman.

Much has happened in the past decade, however, and it is now doubtful
that a single review paper could do justice to the abundance of research and
theorizing that exists on the contributions of reaction times, mental speed,
and speed of information-processing to individual differences in intelligence
and mental abilities. Much of this research is reviewed and discussed in the
present volume, by contributors who either are actively involved in research
on reaction times and intelligence or whose perspective on these topics pro-
vides a valuable commentary on the role of speed-of-processing in theories of
intelligence.

In the first four chapters, attention is paid to recent reaction time research,
including studies of the heritability of measures of speed of information-
processing, neurophysiological correlates of reaction times, the role of atten-
tion in reaction time performance, and a comprehensive meta-analysis of re-
action times in the Hick paradigm. Chapters five through eight provide
critical commentaries on reaction time research and offer a number of inter-
esting interpretations regarding the place of mental speed in intelligence theo-
ries. Chapter nine is devoted to research on inspection times and provides the
most thorough treatment of this topic that has appeared to date. Finally, in
chapter ten, the “last word” is reserved for “The Next Word on Verbal Abil-
ity”: an exhaustive account of this topic by one of the leading contributors to
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the field. Regrettably, a chapter devoted to reaction times and mental retar-
dation was not delivered in time to be included. This, however, is perhaps the
only topic that has not received the attention it deserves.

Thanks are due, first and foremost, to the contributors to this volume,
who devoted much time and effort to their respective topics. Thanks for her
assistance and patience is well-earned by Barbara Bernstein of Ablex. Special
thanks to my secretary, Carol Meyer, without whose skills and assistance this
project would have been hard-pressed to meet its deadlines. And, finally,
thanks to my father —Philip E. Vernon—for his many contributions and
continued encouragement.



CHAPTER 1

New Developments in
Reaction Time Research

Philip A. Vernon

Department of Psychology
University of Western Ontario
London, Ontario, Canada, N6A 5C2

Research on the relationship between reaction time (RT) and mental ability
has had a checkered history. At first, it appeared to some that RTs and other
simple perceptual and sensory discrimination measures held great promise as
a means to revealing and elucidating the mysteries of human intelligence. As
early as 1904, for example, Charles Spearman claimed that “general sensory
discrimination” and “general intelligence” were essentially perfectly corre-
lated. The optimism that this may have generated would be short-lived, how-
ever, as other workers failed to replicate Spearman’s results or to support his
conclusions (e.g., Thorndike, Lay, & Dean, 1909). Indeed, even before
Spearman, Wissler’s (1901) report of a correlation of only — .02 between RTs
and estimates of ability anticipated the paradigm’s impending desuetude.
Thereafter, for some 50 or 60 years, the use of RTs in the study of intelli-
gence was an isolated practice (e.g., Lemmon, 1927; Peak & Boring, 1926),
regarded by most to be of little interest or consequence. Introductory Psy-
chology students by the thousands must have heard that Galton and Spear-
man were wrong — RTs and mental abilities had been proven to be unrelated.
Given the prevalence of this belief, the recent attention that RTs have en-
joyed, and the concomitant recognition that they are a potentially important
correlate of intelligence, may be regarded as one of the great comebacks in
psychology (only somewhat less modest, perhaps, than the rediscovery of the
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brain following the reign of Behaviorism!). Several aspects of this comeback
are addressed in the present volume.

Following a brief introduction, this chapter will focus on three somewhat
disparate issues: the relationship between RTs and intelligence test scores ob-
tained under timed or untimed conditions; the heritability of RTs; and sex
differences in RTs. Each of these has received some attention in the litera-
ture, although, with the exception of the first, their discussion here will center
around previously unreported studies and results. Clearly, these topics will
not provide an exhaustive account of all of the new developments and recent
research on RTs and intelligence. To attempt such an account would, among
other things, involve unnecessary duplication of material presented in some
of the other chapters. The topics are, however, indicative of the sorts of is-
sues that researchers in the area have found fruitful to explore and, hope-
fully, they will at least implicitly raise questions towards which further re-
search may be directed.

THE “NEURAL-EFFICIENCY” MODEL

Reviews of research on RTs and intelligence, such as Jensen (1982) and
Vernon (1985), have concluded that the two are moderately highly cor-
related — zero-order correlations range from about —.30 to — .50, though
multiple Rs in the .70s have been reported —and have attempted to account
for the relationship in terms of what might be called a model of “neural effi-
ciency.” The essence of this model is that the human short-term or working
memory has a limited capacity to store and to process information, and that
the information that it can hold is subject to fairly rapid decay or loss in the
absence of continuous rehearsal. During problem-solving, or performance
of any intellectual task sufficiently complex to result in individual differ-
ences, as information is taken into the system and the task’s requisite compo-
nent processes are carried out, there is some probability that the capacity of
the system will reach its threshold. Presumably, were this to happen, the indi-
vidual would be unable to solve the problem or, at least, would need to back-
track or to start again. The probability of this occurrence would be lowered,
however, if the system had some way to overcome its limitations. Rapid exe-
cution of the requisite cognitive processes is proposed as one such way of
“beating the system.”

Information entering working memory would quickly fill up its limited
storage capacity unless it could (at least) equally quickly be recoded and
stored as a small number of chunks. Information retrieval from long-term
memory (LTM), necessary for the task’s solution, could, unless performed
quickly, be accompanied by the decay or inaccessibility of the earlier-stored
information. The retrieved information must itself be held in working mem-
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ory, contributing to the bulk of the material being stored, while at the same
time rehearsal processes and the component processes involved in the task’s
solution must be carried out. Speed may not be the only factor operating to
reduce the probability that the system will be overloaded but a substantial
amount of research—described in detail in the previously cited reviews by
Jensen (1982) and Vernon (1985)— has demonstrated that it is an important
factor.

SPEED OF INFORMATION-PROCESSING AND
TIMED VS. UNTIMED MEASURES OF INTELLIGENCE

To what extent might the relationship between RT measures of speed of
information-processing and intelligence be attributable to the fact that many
tests of intelligence are themselves speeded or contain timed subtests? Some
authors (e.g., Carroll, 1981; Schwartz, Griffin, & Brown, 1983; Sternberg,
1984) have suggested that the answer to this question is “quite a lot,” while
others (Vernon & Kantor, 1986; Vernon, Nador, & Kantor, 1985) have taken
the contradictory and seemingly counterintuitive position that RTs might ac-
tually correlate more highly with untimed than with timed IQ scores. Fast
information-processing is useful during a timed test because, in order to an-
swer a large number of items in a short period of time, an individual must be
able to “work”—that is, to perform the cognitive operations demanded by
the items — quickly and efficiently. During an untimed test, the individual
may no longer appear to have to work quickly but, according to the neural ef-
ficiency model described previously, speed of information-processing is still
important. The reason is that items on intelligence tests are typically arranged
in order of increasing difficulty, and that later items, which untimed individ-
uals are more likely than timed individuals to reach and attempt, will, be-
cause they are more difficult, place increasing information-processing
demands on the individual, an increasing burden on the individual’s informa-
tion-processing system, and thus result in an increasing need for fast speed of
information-processing to ameliorate the situation.

Results supporting this position were reported by Vernon et al. ( 1985) and
by Vernon and Kantor (1986). In the first of these studies, 81 subjects were
given a multiple-choice, paper-and-pencil intelligence test (the Multidimen-
sional Aptitude Battery [MAB]; Jackson, 1983) under both timed and un-
timed conditions. On each of the 10 subtests of the MAB, subjects were in-
structed to work as quickly as they could for 5 minutes, recording their
answers with a blue pen. At the end of each 5-minute period, subjects
switched to a red pen and continued working for as long as it took them to
finish the subtest. Subsequently, each subject’s timed score was computed as
the number of correct answers marked in blue, while the total number of cor-
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rect answers marked in blue or red became their untimed score. Multiple re-
gression analyses, in which these timed and untimed scores were regressed on
RTs, yielded multiple Rs of .605 and .504, respectively. These correlations
are not significantly different from each other, and it was concluded that
speed of information-processing is an approximately equally good predictor
of untimed as of timed intelligence test performance.

This study has been criticized by Sternberg (1986), who points out that
zero-order correlations between the MAB and RTs were consistently higher
with the timed than with the untimed scores. In fact, of 21 RT measures, 20
correlated more highly with timed than with untimed MAB scores. Sternberg
omitted to report, however, that the magnitudes of the differences between
the correlations were mostly quite small: averaged across the 21 measures,
the difference was only .06. Of more concern (as Sternberg, 1986, also points
out) is the fact that the so-called “untimed score” is only partly untimed, since
it was computed as the sum of subjects’ timed and untimed scores. The effect
that this may have had on the scores’ correlations with RTs was investigated
by Vernon and Kantor (1986).

In this study, 113 high school students were randomly assigned to one of
two groups: one was allowed only 5 minutes to work on each subtest of the

TABLE 1
Zero-order correlations between reaction times? and Full-Scale, Verbal,
and Performance MAB scores in each group

SD2 DIGIT DT2 Words DT2 Digits CATMATCH SA2 DT3 Words

Timed —.265 —.452 -.379 —.437 -.523 —.493 —.484
Full-Scale

Untimed —-.336 -.353 —.230 —.161 —.440 —.508 —.541

Timed —.184 -—.351 —.295 —.353 -.391 —.446 —.461
Verbal

Untimed -.378 -.337 —.298 -.174 —.516 -.519 —.541

Timed —.282 —.434 —.362 —.402 -.521 -.395 -.360
Performance

Untimed —.228 -.304 -.114 —.117 -.278 —.401 —.440

aReaction time tests are described in detail in Vernon, Nador, and Kantor (1985). Briefly,
they are: SD2: Same-different words

DIGIT: Sternberg probe-recognition

DT2: Same-different words + DIGIT

CATMATCH: Category matching

SA2: Synonyms and antonyms

DT3: Synonyms and antonyms + DIGIT

TRFAL: True/False sentence verification

DT4: Arithmetic problems + DIGIT
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MAB; the other was given unlimited time. Subsequently, all subjects were ad-
ministered the same battery of RT tests used by Vernon et al. (1985) under
standard conditions. Regression analyses yielded multiple Rs of .559 and
.662 when timed and untimed MAB scores, respectively, were regressed on
RTs. Note that the untimed MAB yielded the larger correlation. This was re-
flected by the finding that zero-order correlations between the MAB subtests
and individual RT tests were, on average, slightly larger in the untimed than
in the timed group. As in Vernon et al. (1985), the differences are mostly
quite small but, unlike the first study, the majority (61 of 110) of the correla-
tions are higher with the untimed MAB.

Interestingly, Verbal and Performance subtests behaved quite differently
in terms of the conditions under which they were administered and their re-
sulting correlations with RTs. At the level of individual subtests, 38 of 55 cor-
relations between Verbal subtests and RTs were higher in the untimed than in
the timed group. In contrast, 32 of 55 correlations between Performance
subtests and RTs were higher in the timed group. At the Scale level, as can be
seen in Table 1, untimed Verbal Scale scores correlated more highly than
timed scores with 8 of 11 RT tests, while untimed Performance Scale scores
correlated more highly than timed scores with only 3 of the 11 RT tests. Per-

Correlations with:
First
Factor
DT3 Digits TRFAL DT4 Math  DT4 Digits Average Loadings Mean RTs

-.410 -.370 —-.369 -.376 —.414 157 .166
—-.350 —.482 -.339 —.353 -.372 .085 332
-.355 -.300 —-.206 -.273 -.329 .686 -.001
—-.346 —.480 -.397 -.327 -.392 -.019 .507
—.348 —-.338 —.454 —~.384 -.389 .493 372

—.287 —-.393 —.214 -.313 —-.281 192 .105
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haps some of the later Verbal items —those attempted more frequently by
subjects in the untimed than in the timed group —are sufficiently complex to
place a high premium on fast speed of information-processing. This might be
true of Arithmetic items, for example, the later, more difficult of which
would be expected to impose considerable information-processing demands
even in the absence of a time-limit. Performance items, in contrast, may be
relatively less complex and more amenable to solution when unlimited time is
provided. This would be particularly true of Digit Symbol, in which subjects
merely have to match increasingly lengthy strings of digits and associated
symbols, and to a lesser extent, perhaps, of Spatial items. Inspection of the
average zero-order correlations between each subtest and the 11 RT tests in
Table 2 in fact reveals that Digit Symbol and Spatial are the two Performance
subtests whose correlations with RTs are markedly larger in the timed than in
the untimed group. For Picture Completion, the correlations are approxi-
mately equivalent in the two groups, while both Picture Arrangement and
Object Assembly actually correlate somewhat higher, on average, with RTs
in the untimed group. All of the Verbal subtests correlate more highly, on av-
erage, with RTs in the untimed than in the timed group but the difference is
largest in the case of Arithmetic.

Referring back to Table 1, it is also evident that there is a not inconsidera-
ble range in magnitude among the MAB and RT correlatidns within each
group. The correlations with untimed Full-Scale scores, for example, range
from —.161to —.541; with timed Performance Scale scores, from —.282 to
— .521. Furthermore, the variations that exist within the timed and the un-
timed tests appear to be attributable to quite different sources. Factor analy-
sis of the intercorrelations among the 11 RT tests yielded a strong general fac-
tor, accounting for 75.6% of the variance. In the second column from the
right in Table 1, the correlations between the RT tests’ loadings on this gen-
eral factor and their correlations with the MAB Scale scores are reported. As
can be seen, these are all positive and quite high for the timed scores (.757,
.686, and .493 for Full-Scale, Verbal, and Performance, respectively) but are
negligible, and in one case negative, for the untimed scores. Evidently, the ex-
tent to which a RT test correlates with timed MAB scores is quite highly re-
lated to the test’s loading on a general speed factor, but this loading is
unrelated to the test’s correlation with untimed scores.

Somewhat more important for untimed scores is the relative complexity of
the RT tests, as operationally defined by their mean latency. In the far right
column of Table 1, correlations between the means of the RT tests and their
correlations with the MAB are reported. For untimed Full-Scale and Verbal
scores, the correlations of .332 and .507, respectively, are positive and mod-
erate in magnitude, while the corresponding correlations of .166 and —.001
with the timed tests are much smaller. For these tests, then, it appears that the
relative complexity of a RT test is related to the degree to which it correlates



TABLE 2
Mean zero-order correlations between each MAB subtest? and 11 reaction time tests in the timed and untimed groups

INFO COMP ARITH  SIMS VOCAB DGSYM  PICO SPAT PICARR OBJASS

Timed Group —.294 -.251 -.149 —-.356 —-.256 -.379 -.350 -.234 —-.203 -.257
Untimed Group —.364 —-.285 -.291 -.390 —.265 ~.204 =315 -.141 —.296 -.304

#MAB subtests, in the order listed above, are: Information, Comprehension, Arithmetic, Similarities, Vocabulary, Digit Symbol, Picture
Completion, Spatial, Picture Arrangement, and Object Assembly.
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with untimed but not with timed tests. This pattern does not hold for Per-
formance scores, however, which correlate more highly with the RT tests’
means in the timed condition.

Taken together, these results indicate that timed and untimed tests of men-
tal ability impose rather different information-processing demands on test-
takers, but that the speed with which they can execute the different cognitive
processes that each requires is related approximately equally highly to the
probability that they will handle the demands successfully. Timed intelli-
gence test performance appears to be most highly related to general speed of
information-processing, reflecting the fact that a high timed-test scorer must
be able to perform a wide variety of cognitive processes quickly and effi-
ciently. A high score on an untimed test, however, is not related to this gen-
eral speed factor but, reflecting its own reliance on the ability to answer later,
more difficult items, is positively correlated with the relative complexity of
the RT tests. The finding that this holds for Verbal but not for Performance
Scale scores supports the earlier contention that later Performance items
may —at least in some subtests —be relatively less complex than some later
Verbal items.

THE HERITABILITY OF MEASURES
OF SPEED OF INFORMATION-PROCESSING

To what degree do RT tests tap what might be referred to as the “hardware”
of the brain? That is, to what extent are individual differences in RTs attribu-
table to differences in biological or neurophysiological properties of the
brain that may be hypothesized to underlie both the speed with which persons
can process information and their intelligence? One step (among several) that
may be taken in an approach to this question is to obtain estimates of the
heritabilities of different RT tests —i.e., to estimate the proportion of the to-
tal variance in RTs that is attributable to genetic variance —and to determine
whether these heritabilities are sufficiently large to warrant the inference that
individual differences in performance on the tests are in part determined by
underlying biological processes or mechanisms.

The first, and, to my knowledge, only published study to investigate this
was conducted by McGue, Bouchard, Lykken, and Feuer (1984). In this
study, 34 pairs of monozygotic twins that had been reared apart (MZA) and
13 pairs of dizygotic twins reared apart (DZA) were administered three dif-
ferent RT tests and a battery of psychometric tests. The RT tests were factor
analyzed to yield three factors — overall speed of response, speed of informa-
tion-processing, and speed of spatial processing —and intraclass correlations
between the MZA twins were computed. Briefly, none of the MZA correla-
tions involving speed of specific cognitive processing was significant,
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whereas the correlation for overall speed of response (r = .456) was signifi-
cant. The authors concluded: “the results reported here support the existence
of a general speed component underlying performance on most experimental
cognitive tasks which is strongly related to psychometric measures of ‘G’, and
for which there are substantial genetic effects” (p. 256).

Over a period of approximately 10 months, I have collected RT and MAB
data from 32 pairs of MZ twins and 35 pairs of DZ twins living in southwest-
ern Ontario. With the exception of one of the MZ pairs who were separated
at birth until 12 years of age, each of the twin-pairs had been raised together
at least until the age of 15 years. The MZ twins ranged from 15 to 37 years of
age (mean = 24.5, SD = 6.5). Twenty eight pairs were female, four male.
The DZ twins ranged from 15 to 40 years of age (mean = 22.2, SD = 6.9).
Fifteen pairs were female, 5 male, and 15 mixed-sex. The zygosity of the
same-sex pairs was determined by means of a questionnaire developed by
Nichols and Bilbro (1966). According to these authors, the questionnaire is
93% accurate relative to blood sample analyses, and may thus be considered
a fairly valid tool for its purposes.

Table 3 presents the results of a series of multiple regression analyses, de-
signed to show both the overall relationship between RTs and full scale MAB

TABLE 3
Summary of adjusted Rs obtained in regressions
of full-scale MAB scores on RTs within
MZ and DZ samples

Sample R, di Average
Total Sample (n = 134) .635
All MZ subjects (n = 64) .685
All DZ subjects (n = 70) .562
Within MZ subjects?:
Twin 1/Twin 1 .672 700
Twin 2/Twin 2 727 :
Twin 1/Twin2 .629 647
Twin 2/Twinl .664 :
Within DZ subjects
Twin 1/Twin 1 .561
Twin 2/Twin 2 723 642
Twin 1/Twin 2 .296
Twin 2/Twin 1 324 310

#Regressions performed in which each twin’s MAB score
was regressed on either his/her own (twin 1/twin 1 and
twin 2/twin 2) RTs or on his/her twin’s (twin 1/twin 2 and
twin 2/twin 1) RTs.

YThis correlation is the averageof .672and .727, i.e., the
average R obtained when each twin’s MAB is regressed on
his/her own RTs.
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scores in these twin samples, and to provide a preliminary indication of the
degree of similarity that exists among MZ and among DZ twin-pairs in RTs
and intelligence. The first correlation (R = .635) is the shrunken multiple R
obtained from the regression of all subjects’ MAB scores on their RTs. In
other words, this correlation was obtained by ignoring the fact that the sub-
jects were twins and treating them simply as a sample of 134 subjects. The
magnitude of this correlation is similar to that obtained in previous studies
that have used the same tests (e.g., Vernon et al., 1985; Vernon & Kantor,
1986). If age is controlled, all the zero-order RT/MAB correlations are in-
creased and the resulting shrunken multiple R is .678. The next two correla-
tions in Table 3 (R = .685 and .562) were obtained in the same manner as the
first, but within the MZ (treated as N = 64 subjects) and DZ (N = 70)
samples. For these samples, at least, the relationship between RTs and intelli-
gence appears to be stronger among the MZ than among the DZ subjects.

The next set of four correlations was obtained by arbitrarily designating
one member of each MZ twin-pair as “Twin 1” and the other as “Twin 2.” Re-
gressions were then performed in which each twin’s MAB score was regressed
on his or her own RTs (resulting in R = .672 and .727 for the 32 Twin 1 and
Twin 2 subjects, respectively), and in which each twin’s MAB score was re-
gressed on his or her ¢twin’s RTs (resulting in R = .629 and .664). Note that
each of these four analyses yields a correlation that is of approximately the
same magnitude as those obtained from all 64 of the MZ subjects and from
the total sample of 134 subjects. Among the MZ twins, then, approximately
the same degree of relationship between MAB scores and RTs is found even
when one twin is substituted for the other.

The final set of four correlations in Table 2 shows what happens when the
DZ twin-pairs are treated in the same fashion. When each DZ twin’s MAB
score is regressed on his or her own RTs, correlations of .561 and .723 are ob-
tained. The average of these (R = .642) is still approximately the same as
those obtained in all the previous analyses. When each DZ twin’s MAB scores
is regressed on his or her twin’s RTs, however, the resulting correlations (R =
.296 and .324) are markedly lower. Unlike MZ twins, it is not possible to sub-
stitute one DZ twin for the other and observe the same degree of relationship
between MAB scores and RTs. In fact, the correlations are only about half as
large.

The greater similarity among MZ than among DZ twins, both in mental
abilities and in speed of information-processing, is shown clearly in Table 4.
Here, the intraclass correlations obtained from the MZ and the DZ samples
are reported for each of the MAB subtests, the MAB Scale scores (Verbal,
Performance, and Full-Scale), and for 11 RT measures. With only one excep-
tion, all of the intraclass correlations are larger in the MZ than in the DZ
samples, and a simple estimate of heritability (2[r,,,, — r,,]) reveals that
both the MAB and many of the RT measures have a substantial heritable
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TABLE 4
Intraclass correlations obtained from MZ and DZ twins for
MAB subtests, MAB Scale scores,? and RT variables, and
heritability estimates (h?) based on these correlations

Variables MZ correlations DZ correlations h?
INFO 734 .588 292
COMP 750 .568 364
ARITH .638 .495 .286
SIMS 717 233 .968
VOCAB .843 .523 .640
DGSYM 729 —.019 —b
PICO 471 344 .254
SPAT 710 .226 .968
PICARR .630 .156 .948
OBJASS .743 .345 .796
VERB .905 544 722
PERF .866 .254 -
FULL-SCALE 923 .470 .906
SD2 .706 .298 .816
DIGIT .578 .408 .340
DT2 Words .550 .508 .084
DT2 Digits .690 .256 .868
CATMATCH 513 .156 714
SA2 .688 244 .888
DT3 Words 720 .298 .844
DT3 Digits .461 321 .280
TRFAL .610 518 .184
DT4 Math .379 .095 .568
DT4 Digits .326 .365 -

aMARB subtests are as described in Table 2. The Scale scores are
Verbal, Performance, and Full-Scale.
®h? estimates > 1 or < 0 are not reported.

component. In these samples, the heritability of the full-scale MAB is .906,
and heritabilities of the RT measures range from .084 to .888, with a mean of
.559.1

Within the MZ and DZ samples, correlations among the 11 RT tests
referred to in Tables 1 and 4 were submitted to principal factor analysis. In
each sample, a single factor with an eigenvalue greater than one was yielded,
accounting for 74.1% and 66.9% of the variance among MZs and DZs re-
spectively. All of the variables had high positive loadings, ranging from .734
to .923 among the MZs and from .677 to .889 among the DZs. The loadings
for MZs and DZs were themselves correlated .872, and the factors are inter-

'This mean is based on the 10 RT tests for which heritabilities could be computed with this
formula.
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preted as representing general speed of information-processing.? Intraclass
correlations between factor scores on these factors were .685 and .429, for
MZ and DZ twins respectively, yielding a heritability estimate (applying the
same formula as before) of .512.

Finally, intraclass correlations were computed for three speed-of-process-
ing variables derived from the 11 RT tests. These variables include two esti-
mates of speed of scanning information in STM; two estimates of speed of re-
trieval of information from LTM; and three estimates of storage-processing
trade-off in STM. The way in which these variables are derived is described in
Vernon et al. (1985; Table 3). The first two (STM scanning and LTM re-
trieval) represent processes that are similar to those tapped by McGue et al.’s
(1984) speed of information-processing factor, and, as in their study, MZ
(and DZ) intraclass correlations for these variables are small and non-
significant. For the two STM scanning variables, the average MZ correlation
in the present study was .267. The corresponding correlation for the DZs was
.183. For LTM retrieval, the average intraclass correlations were .304 for
MZs and .275 for DZs. In contrast, the storage-processing trade-off mea-
sures —which are hypothesized to measure the extent to which subjects can
store one type of information (usually strings of digits) in STM while simulta-
neously processing other information (e.g., synonyms and antonyms or sim-
ple arithmetic problems) —yielded larger MZ and smaller DZ intraclass cor-
relations (the average across the three estimates was .429 for MZs and .103
for DZs), which in turn yield a fairly substantial estimate of heritability: .652
using the average correlations.

In sum, the results of the present study support those of McGue et al.
(1984) in showing that some measures of RT and speed of information-
processing have a substantial heritable component, while others appear to be
less influenced by genetic factors. Currently, I am continuing to collect twin
(and other kinship) data and, as larger samples are obtained, more stable esti-
mates of the variables’ heritabilities will be provided. These, in turn, will al-
low other interesting questions to be addressed, such as what factors are re-
lated to the variability among the tests’ heritabilities. Will the heritabilities be
related, for example, to the tests’ loadings on the general speed factor? Or to
their correlations with measures of intelligence? For the moment, it will be
sufficient to conclude that individual differences in the speed with which per-
sons can perform certain cognitive operations are in part attributable to ge-
netic differences, and to infer that RT measures of speed of information-
processing are (albeit indirectly) tapping biological or neurophysiological
properties of the brain.

2Despite their names, these factors are not directly comparable to the factor that McGue et al.
(1984) labelled “speed of information-processing.” Their factor was defined by three variables
derived from the S. Sternberg and Posner tasks.
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SEX DIFFERENCES IN
SPEED OF INFORMATION-PROCESSING

Sex differences in mental abilities have been subjected to extensive investi-
gation, but studies in this area have yielded few unambiguous results. It is
probably safe to say that representative samples of males and females will
differ very little, if at all, on Full-Scale measures of general intelligence or,
more importantly, since many of the tests themselves have been designed to
minimize sex differences, on g factor scores derived from heterogeneous
batteries of tests, but that females will tend to obtain higher scores than
males, on average, on certain verbally-loaded tests and that males will tend to
obtain higher scores than females, on average, on certain spatially- and/or
numerically-loaded tests. These generalizations, which apply primarily after
puberty, have been sufficiently well-replicated to be considered reliable em-
pirical phenomena. The question of what factors are responsible for the phe-
nomena is, however, an unresolved one that has generated much research but
few uncontested answers. Cultural sex-role socialization practices, genetic
factors, hormonal factors, and anatomical differences between the brains of
males and females have all been proposed as possible sources of between-sex
variance in abilities, but the conclusions that can be drawn from the research
that each has generated are at best equivocal.

Sex differences in RTs have also received some attention in the literature,
but the results of studies that have investigated these are even more inconclu-
sive. Landauer, Armstrong, and Digwood (1980), for example, recently re-
ported that females obtained significantly faster simple and choice RTs than
did males, and Landauer (1981) suggested that this might indicate that fe-
males “have greater cognitive abilities” (p. 90). Similar results were reported
by Fairweather and Hutt (1972), in which girls up to the age of 12 years per-
formed faster than boys on choice RT tests. Results contrary to these, how-
ever, were reported by Hodgkins (1963), Coles, Porges, and Duncan-
Johnson (1975), and Bell, Loomis, and Cervone (1982), each of which found
males to have faster RTs than females. Finally, Botwinick and Thompson
(1966), Crabbe and Johnson (1979), Yandell and Spirduso (1981), and
Jensen (1984) have all reported no significant differences between males and
females in RTs. Although there are plausible methodological reasons for
these discrepancies — for example, the use of very small samples in some stud-
ies and the failure to differentiate between reaction time and reaction-time-
plus-movement-time in others — it is nonetheless clear that the results are suf-
ficiently inconsistent to warrant further investigation. In addition, rather
than focussing on RTs to simple visual stimuli (e.g., lights on a panel), as
many of the studies in this area have done, it would seem to be potentially
more useful to measure RTs to verbal, spatial, and numerical stimuli and to
vary the extent to which each RT test requires primarily short-term or long-
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term memory processes. If this were done, it might be possible to identify and
isolate sex differences in speed of execution of specific cognitive processes
applied to specific types of information.

In my own studies (e.g., Vernon, 1983; Vernon et al., 1985), sex differ-
ences have been rare both on psychometric measures of ability and in RTs. In
Vernon (1983), for example, the mean WAIS Verbal IQ scores for males (n
= 35) and females (n = 65) were 124.74 and 121.34, respectively. The corre-
sponding Performance IQ scores were 119.34 and 118.34. Neither set of
means is significantly different. The largest difference between the mean RTs
of males and females on seven RT measures was 19.57 ms. (on a test requiring
synonym/antonym judgments), which yields a ¢ of .50! Marginally more in-
teresting results were observed in Vernon et al. (1985), in which males ob-
tained significantly higher untimed Performance Scale scores (on the MAB)
than females and were consistently faster on RT tests involving scanning digit
strings or performing simple arithmetic operations. Only the latter test
yielded a significant difference, however, and interpretation of the results is
muddied by the finding that males also obtained higher Verbal Scale scores
than females but did not obtain significantly faster RTs on any of the RT
tests involving verbal stimuli.

Further analyses of these data included inspecting the RTs of males and fe-
males who scored one standard deviation (SD) or more above or below the
mean on either the Verbal or the Performance Scale of the MAB. Large dif-
ferences were observed between the mean RTs of high and low Verbal and of
high and low Performance females. Averaged across 11 RT tests, high Verbal
females obtained a mean RT of 669.32 ms., compared to 1113.86 ms. for low
Verbal females: a difference of 444.54 ms., or 1.67 SD units. The largest RT
differences appeared on tests involving verbal stimuli. Similarly, the mean
RT for high Performance females was 696.52, compared to 1019.41 for low
Performance females: a difference of 322.89 ms., or 1.12 SD units. The
largest difference here occurred on tests involving numerical stimuli. High
and low Verbal males obtained mean RTs of 670.21 and 774.27, respectively,
averaged across the 11 tests: a smaller difference than was observed for the
females, but still amounting to .78 SD units. Again, the largest differences
appeared on tests involving verbal stimuli. Finally, high and low Perform-
ance males obtained mean RTs of 749.28 and 726.26, respectively: a differ-
ence of — .19 SD units. These results, it must be noted, are based on small
subsamples but, if replicated, have interesting implications. High verbal abil-
ity appears to be associated with faster RTs, particularly on tests involving
verbal stimuli, for both males and females. High performance ability, how-
ever, is associated with faster RTs (particularly on tests involving numerical
stimuli) for females but not for males. On the contrary, the high Perform-
ance males were actually very slightly slower, on average, than the low Per-
formance males.
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Pursuing this, and the issue of sex differences in speed of information-
processing in general, one of my graduate students — Sue Nador — has admin-
istered a large battery of paper-and-pencil tests of verbal, numerical, and
spatial abilities, and 10 RT tests involving verbal, numerical, and figural
stimuli, to samples of male and female university undergraduate students.
The paper-and-pencil measures included a vocabulary test, a test of arithme-
tic and mathematical reasoning, the space relations subtest (Form A) of the
Differential Aptitude Test (Bennett, Seashore, & Wesman, 1947), and the
Harshman Figures (Harshman & Harshman, 1983)—a measure of percep-
tual closure. The RT tests were designed to require subjects either to scan ver-
bal, numerical, or figural stimuli in short-term memory or to access and to re-
trieve verbal or spatial information from long-term memory. Tests of the
former included variants of S. Sternberg’s (1966) probe-recognition test, and
a test requiring subjects to recognize rotations or mirror images of abstract
shapes and figures. Tests of the latter included variants of Posner’s letter-
matching task (Posner, Boies, Eichelman, & Taylor, 1969), and a test which
required subjects to make true/false decisions about geographical-location
statements of the form: “Canada is north of America” or “Ontario is west of
Alberta” (all subjects were Canadians, to whom the information in these
items was very familiar). The main hypotheses were that males and females
would differ significantly, in the usual directions, on the paper-and-pencil
tests, and that these differences would be reflected by differences in the speed
with which they could process specific types of information. We also wished
to explore the extent to which sex differences in RTs would occur on tests
requiring primarily short-term or primarily long-term MEmory processes.
Might it be the case, for example, that females can retrieve verbal informa-
tion from LTM more quickly than can males, but perhaps are no different in
their speed of scanning verbal stimuli in STM? Or that males can scan figural
stimuli or perform mental rotations in STM more quickly than can females,
but are no quicker in the speed with which they can retrieve spatial (geograph-
ical) information from LTM?

The first analyses — simple ¢ tests between the males and females —yielded
disappointing results, in that sex differences failed to appear on any of the
variables, paper-and-pencil or reaction time. This may be attributable to the
fact that all subjects were university students, although reliable sex differ-
ences have been observed on several of the same paper-and-pencil tests in
similar samples (e.g., Harshman, Hampson, & Berenbaum, 1983). As be-
fore, then, further analyses were conducted within selected subsamples, to
investigate the extent to which males and females of above or below average
verbal, spatial, or mathematical ability might differ in RTs. Because the
sample sizes were relatively small (50 males and 50 females), “high” and “low”
ability subjects were operationally identified as those who scored half a
standard deviation or more above or below their group mean. Thus, high and
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low ability subjects, so defined, differ by at least one SD unit on each paper-
and-pencil measure.

First, within the female sample, high verbals obtained considerably faster
mean RTs than low verbals on tests involving scanning verbal stimuli (letters)
in STM, and retrieving verbal information (about synonyms and antonyms)
from LTM. In SD units, the differences between their means on these tests
were 1.17 and 1.09, respectively. In contrast, high verbal females were only
slightly faster than low verbals (.34 SD units) in the speed with which they
could make spatial rotation judgments. The reverse effect was observed for
high and low spatial ability females, the former being .75 SD units faster than
the latter, on average, on the rotations RT test but essentially no different
(.07 SD units faster) on the synonyms test. Finally, females with high math
scores were faster than low math-scorers, on average, in the speed with which
they could scan figural stimuli (shapes) in STM (1.04 SD units), and retrieve
spatial/geographical information from LTM (.88 SD units), but were hardly
different (.11 SD units faster) on the verbal RT tests.

A very different pattern of results emerged within the male sample, the
most marked discrepancy being that lower ability males were somewhat
faster than higher ability males, on average, on several RT tests. In addition,
while high verbal males were faster than low verbals in retrieving verbal in-
formation from LTM, the difference between their means was small (.33 SD
units) and not much larger than the corresponding difference in their speed
of scanning figural stimuli in STM (.26 SD units). Similarly, high spatial
males were only very slightly faster than low spatials in scanning figural
stimuli (.16 SD units), and showed a difference of similar magnitude (.10 SD
units) in speed of retrieving verbal information from LTM. In one of the few
instances in which males produced results comparable to those of the fe-
males, high math-scoring males were faster than low math-scoring males, on
average, on the geography RT test (.69 SD units), and on the spatial-rotations
RT test (.54 SD units), but were only very slightly faster (.15 SD units) on the
verbal RT tests.

A final series of analyses compared the RTs of high ability females with
those of low ability males, and of high ability males with those of low ability
females. First, high verbal females were significantly faster than low verbal
males on speed of retrieval of verbal information from LTM, but were no
faster at scanning verbal (or figural) stimuli in STM. High spatial males,
however, were no faster than low spatial females on any of the RT tests, and
the largest difference between these groups’ means, although appearing on
the spatial-rotations RT test, amounted to only .37 SD units. High math
males, in contrast, did show significantly faster mean RTs than low math fe-
males in retrieval of spatial/geographical information from LTM, and in
scanning figural and numerical stimuli in STM. These groups did not differ
on any of the RT tests involving verbal stimuli. Finally, to see what would
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happen if the typical sex-differences in abilities were reversed, high math and
high spatial females were found to be no faster than low math or low spatial
males, respectively, on any of the RT tests, and the only test on which high
verbal males were found to be faster than low verbal females was the one that
involved retrieval of geographical information from LTM.

In summary, while it is clear that the samples tested here were far from
ideal as sources of information regarding sex differences in abilities, the ob-
served results nonetheless indicate that RT studies involving a variety of tests
may be able to shed some light on the issue. Specifically, insofar as the pres-
ent results are generalizable, it appears that females who are above average in
verbal, spatial, or mathematical ability will obtain faster RTs than lower abil-
ity females, on average, on tests involving the processing of verbal, spatial, or
figural information or stimuli, respectively. High verbal females also obtain
faster mean RTs than low verbal males on tests involving accessing and
retrieving verbal information from LTM, but not on tests involving figural
stimuli or the scanning of verbal stimuli in STM. High verbal and high spatial
males do not consistently process verbal or spatial information faster than
low verbal or low spatial males, respectively, although high math-scoring
males are faster than low math-scoring males, on average, on RT tests
involving geography recall and spatial-rotations. High math-scoring males
are also faster on these RT tests than are low math-scoring females, on aver-
age, but are no different on RT tests involving verbal stimuli.

Again, the relatively small size of some of the subsamples of high and low
ability males and females must be emphasized, but an interesting pattern of
results appears to be emerging. Most salient are the differences that appear
between high and low ability subjects within each of the sexes: the RT differ-
ences between these groups being considerably more pronounced among fe-
males than among males. Secondly, there are some notable consistencies in
the data, such as the finding that high verbal or spatial or mathematical abili-
ties are not associated with faster mental speed per se, but are associated (par-
ticularly within females) with faster RTs on tests that were designed with spe-
cific types of stimuli to tap specific types of cognitive operations. Thirdly,
comparisons between the high and low subsamples of males and females
(i.e., high male-low female and high female-low male) again indicate that
high scores on specific ability tests tend to be associated with faster RTs on
specific tests rather than with faster mental speed in general. Fourthly, high
verbal males, and high spatial and mathematical females, do not differ from
low verbal females, or low spatial or low mathematical males, respectively, in
the same manner that high verbal females, and high spatial and high math-
scoring males, differ from low verbal males, and low spatial and low math-
scoring females, respectively. In other words, it appears that sex is an impor-
tant mediating variable in terms of the degree to which differences in abilities
will be reflected by differences in RTs.
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SUMMARY

In conclusion, this chapter has focussed on three issues pertinent to the
study of reaction times and their relationship to intelligence and mental abili-
ties. The results generated by research into each of these issues may be sum-
marized briefly as follows. First, RTs and speed of information-processing
are reliably and quite highly correlated with measures of intelligence. Sec-
ond, this correlation obtains, and to approximately the same degree, both
when the measures of intelligence are administered under timed conditions
and when they are administered under untimed conditions. Third, several RT
tests and the general speed factor extracted from the tests’ intercorrelations
have a substantial heritable component. Only one of three specific speed of
information-processing variables —STM storage-processing trade-off —was
found to be heritable. Measures of speed of STM scanning of information,
and of LTM retrieval of information, showed low MZ and DZ intraclass cor-
relations, replicating the results of the only other study to have investigated
this issue (McGue et al., 1984). Fourth, sex differences in mental abilities —
specifically, verbal, spatial, and mathematical ability — may be related to dif-
ferences in the speed with which males and females can perform specific cog-
nitive operations on specific types of stimuli, but further research employing
more representative samples is needed before any definitive conclusions can
be drawn.

To repeat a point that was made in the introduction, RT research is en-
joying increased recognition by researchers on intelligence. To be sure, not
all researchers are equally enthusiastic about the potential of RT work in the
study of intelligence; indeed, several of the authors in this volume are quite
critical both of the work that has been done and of theoretical positions that
place more importance on speed of information-processing than they believe
is deserved. This notwithstanding, the results of recent research on RTs have
challenged a number of long-standing “truths” about intelligence, and it is
surely not unrealistic to suppose that future studies will continue to advance
our understanding of the nature of individual differences in mental abilities.
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CHAPTER 2

Speed of Information
Processing, Reaction Time,
and the Theory of Intelligence

H. J. Eysenck
Institute of Psychiatry

THE TWO PARADIGMS OF
“INTELLIGENCE” — GALTON VS. BINET

The theory that “mental speed” is fundamental to cognitive processes, and is
correlated with intelligence, goes back to the very beginnings of modern em-
pirical studies of intellectual processes, as is clearly indicated in Berger’s re-
view (1982). The debate centering upon this issue cannot be understood ex-
cept with reference to two major points of view relating, respectively, to the
existence of different definitions and conceptions of cognitive psychology,
which require to be carefully distinguished, and the opposite attitudes taken
by two great schools, namely those of Galton and of Binet, towards the con-
ception and measurement of intelligence.

Hebb (1949) and Vernon (1979) have distinguished between Intelligence A,
Intelligence B, and Intelligence C, referring, respectively, to biological intel-
ligence, underlying all cognitive processes and differences therein; social in-
telligence, i.e., Intelligence A applied to everyday life affairs, and inevitably
mixed up with a large number of different noncognitive factors, such as per-
sonality, socio-economic status, education, experience, etc.; and last, Intelli-
gence C, which refers to the psychometric measurement of intelligence, i.e.,
the IQ.

21
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Figure 1 shows the implications of these terms, and the relation between
the three concepts. Additionally, the center part of the “Biological Intelli-
gence” circle shows some of the measures used to define it, e.g., EEG, aver-
aged evoked potentials, contingent negative variation, etc. Notations outside
the circles suggest some of the variables which have been shown to influence
and shape the various types of “intelligence.” Sternberg (1982, 1985) may be
taken as a representative of the very popular school which identifies “intelli-
gence” with Intelligence B, and disregards Intelligence A completely. In the
subject index of Sternberg’s Handbook of Human Intelligence, there is no
entry for reaction time, and none for evoked potentials which have been
found to be good measures of Intelligence A (Eysenck & Barrett, 1985).

I would argue that the usual practice of science is to analyze complex con-
cepts into their constituent parts, so that we should regard Intelligence B as
the dependent variable, and study the influence on it of independent varia-
bles such as Intelligence A, neuroticism, extraversion, psychoticism, socio-
economic status, education, experience, age, learning, strategy, and the
many other factors which may play a role in determining individual differ-
ences in this variable. While Intelligence B probably corresponds fairly
closely to popular conceptions of intelligence, this can hardly be the criterion
for a choice which should be based on scientific rather than popular consider-
ations.

The role of IQ tests is interesting, because they seem to stand half-way be-
tween Intelligence A and Intelligence B, being intended for the most part as
measures of Intelligence A, while being afflicted with some of the same diffi-
culties as is the measurement of Intelligence B, namely the intrusion of
unwanted environmental factors. Sternberg (1985) has mentioned the curi-
ous tendency of many psychologists to use IQ as a criterion of intelligence
even though they are trying to supplement it, or even to substitute some other
measure for it. This, however, is not as unreasonable as it sounds; there is
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FIGURE 1. Relations between biological, psychometric and social conceptions of
intelligence.
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good evidence that IQ, despite its imperfections, does measure general cogni-
tive ability to a reasonable extent (Eysenck, 1979), so that it can be used as an
admittedly imperfect criterion against which to test novel measures which are
being suggested as being more closely related to Intelligence A. When
Torricelli first produced a thermometer, he left the top open, thus leading to
ameasurement which was a mixture of temperature and barometric pressure.
Pascal demonstrated that closing the top would give a better measure of tem-
perature; yet, if the new thermometer had not shown high correlations with
the old, it would have been very difficult to establish it as a proper index of
temperature.

In this chapter we shall be mainly concerned with Intelligence A, and its re-
lation to IQ; this is not to say that such investigations as those summarized in
Sternberg’s Handbook are not of interest and indeed of considerable value.
The practical application of human intelligence (i.e., biological intelligence)
to everyday life problems is obviously of considerable practical and theoreti-
cal interest, and as long as it is realized that we are not dealing here with Intel-
ligence A, but with Intelligence B, such studies are obviously both scientific-
ally and practically valuable, and add to the body of theory which is being
built up around the concept of human intelligence.

Sir Francis Galton and Alfred Binet are essentially the originators of the
two major streams of research and theory which have led to countless empir-
ical investigations, and an understanding of the differences between them,
and the resulting differences in attitude, conception, and investigation, is of
fundamental importance. Galton, essentially, was concerned with Intelli-
gence A (Galton, 1892, 1943), Binet, more with Intelligence B (Binet, 1903,
1907). Reeves (1965) has given a good sketch of their divergent approaches.

In the first place, Galton believed in the meaningful postulation of a gen-
eral concept of “intelligence” which was fundamental to all cognitive proces-
ses, and which mediated differences between people in the degree to which
these processes could be made to work successfully. Binet, on the other hand,
thought of intelligence as a statistical artifact, namely a mere average of a
number of independent or semi-independent faculties, such as memory, sug-
gestibility, emotion, verbalization, etc. In other words, Binet really should
not have used the term intelligence at all, as he considers the concept an arti-
fact, but, of course, foolish consistency, as Emerson remarked, is the hob-
goblin of little minds.

In the second place, for Galton differences in intelligence were almost en-
tirely caused by genetic factors, whereas Binet was far more interested in en-
vironmental factors, which is not unnatural in an educationalist whose pri-
mary concern was the improvement of children’s achievements.

The third major difference between Galton and Binet lies in the type of
measurement which they suggested as being appropriate to the concept of in-
telligence. Galton, in line with this physiological and biological conception of



24 EYSENCK

Intelligence A, advocated such rather primitive types of measures as reaction
times, sensory discrimination, etc. Binet, in line with his conception of Intel-
ligence B, suggested problem-solving, following directions, learning, and
memorizing as being typical of the application of intelligence to scholastic
and other problems shown by children.

It cannot be said that either Galton or Binet won this particular battle; in-
deed, in view of the fact that we are talking about different conceptions of in-
telligence, they were really not contradicting each other. There is little doubt
now that the data almost force us to adopt the conception of a general factor
of intelligence, labeled “g” by Spearman (1927), thus supporting Galton.
However, it is also now necessary to recognize the existence of a number of
group or “primary” factors, such as visuo-spatial ability, verbal ability, nu-
merical ability, memory etc., closely resembling some of those put forward
by Binet (Eysenck, 1979). Similarly, with respect to the genetics of IQ, the
evidence strongly supports Galton in postulating that heredity plays a very
important part, but the evidence is equally clear that environmental factors
too have a powerful effect on individual differences in IQ (Eysenck, 1979).
As far as the measurement of intelligence is concerned, it has been shown,
and will be argued in detail in this chapter, that IQ and Galton-type measures
of intelligence are indeed quite closely related, as indeed would be expected
from the type of relationship suggested in our Figure 1. Thus, in a very real
sense, both were right in what they asserted, and wrong in what they denied.

There does remain one interesting difference, however, which is of consid-
erable importance. Galton and his successors insisted on an experimental ap-
proach to the problem of intelligence, i.e., the formulation of an explicit
theory, and its testing by the use of specific types of tasks. Binet and his fol-
lowers, on the other hand, essentially adopted the psychometric approach,
i.e., relying on correlational studies to suggest theories, and to produce some
kind of taxonomic order in what at first sight appeared to be chaos. This dis-
tinction is less absolute than it might appear at first, and some investigators
appear on both sides of the fence. Spearman and Burt, as we shall see, started
out on the experimental side, and then switched to psychometric studies.
Nevertheless, the distinction is an important one, and, as it is very relevant to
a consideration of speed as a fundamental variable in intelligence, it may be
worth documenting, particulary as theories of mental speed were among
those postulated by Galton and some of his early followers.

THE EARLY DEVELOPMENT OF RT-1Q RESEARCH

It has already been mentioned that Galton suggested the use of reaction time
measures, sensory discrimination, and similar elementary investigations as
useful measures of intelligence. Spearman (1904) has reviewed a number of
early studies along these lines, and has contributed his own investigation of
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sensory discriminations in the fields of sound, light, and weight, using rat-
ings as his criterion of intelligence. When properly corrected for attenuation,
these correlations approach unity, thus suggesting the correctness of Galton’s
hypothesis. Work on the Seashore (1913) test of pitch discrimination has
given significant correlations with IQ ranging from .14 to .58, and averaging
around .35. More recent work by Stankov and Horn (1980), Buktenica
(1971), Westphal, Lentenegger, & Wagner (1969), and others suggests that
Spearman’s hypothesis might have been along the right lines. Most important
here is the recent work of Raz, Willerman, and Yama (1987), which is
methodogically the most sophisticated, rules out alternative explanations
and gives very positive results supporting the Galton-Spearman hypothesis.

Burt (1909) similarly used sensory tests such as touch discrimination,
weight discrimination, sound discrimination, and comparison of lines, and
motor tests such as tapping, card dealing, card sorting, and alphabet sorting;
also used were association tests of immediate memory, a mirror drawing test,
and an early version of the now popular “inspection time” (IT) type of meas-
ure, called by Burt “spot pattern.” It is interesting to note that the “spot pat-
tern” test has a correlation with intelligence of .83 (corrected for attenua-
tion), but that the sensory tests appear relatively valueless. It is curious that
neither Spearman nor Burt followed up these promising results, and that
both turned to psychometric investigations, abandoning the experimental
field entirely. In fairness to Binet, it should be added that he, too, in his
earliest attempts at measuring intelligence, used tests of sensory discrimina-
tion, reaction times, and other factors in which rate of response was an im-
portant element (Peterson, 1925). He, too, just like Spearman and Burt,
abandoned this type of elementary measure of individual capacity to switch
over to the type of complex cognitive test which has become associated with
his name.

Many other psychologists in those early days took seriously the “mental
speed” hypothesis, and a good review of this early work is available in
MacFarland (1928). Among these early studies were those of Gilbert (1894),
Bagley (1901), Wissler (1901), Aikins, Thorndike, and Hubbell (1902),
Brown (1910), Wyatt, (1913), McCall (1916), Anderson (1917), Gates (1924),
Freeman (1923), Garrett (1922), Chapman (1924), Bernstein (1924), High-
smith (1925), Peak and Boring (1926), Sisk (1926), and Travis (1925).

There is little agreement in the results of these various studies, and
Hunsicker (1925) is correct in drawing attention to the lack of methodolog-
ical sophistication apparent in many of the reports. Nevertheless, McFarland
(1928) concludes that: “In the six more recent studies of the past four years
where investigations have been conducted under carefully controlled condi-
tions, the evidence, although contradictory, decidedly tends to favour the ex-
istence of a positive relationship between rate and ability in mental tests”
(p. 610). Of particular interest is a finding by Travis (1925) of a very high cor-
relation between mental ability and rate of conduction of the nerve impulse
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in a reflex arc. It is worthwhile quoting the final statement by McFarland in
full. “It should be clearly noted that the more refined and objective the inves-
tigation, the more convinced the experimenter becomes in each case. . . of a
vital relationship between rate and mental abilities as tested by the intelli-
gence test. . . . Itisevident. . . that further research confined to laboratory
techniques is necessary in order to clear the issue and to establish negative or
positive significance of this important psychological problem” (p. 610.)

Unfortunately, interest in the experimental study of intelligence began to
wane, and this recommendation was not followed. There was, indeed, a brief
interest in the problem of speed as opposed to power in mental testing,
exemplified by the early work of May (1921) and Ruch and Koerth (1923).
These and many subsequent investigators correlated scores of groups of
subjects on IQ tests when strict time limits were imposed, with scores ob-
tained when these time limits were expanded, or unlimited time was allowed.
The findings in general were that very high correlations were obtained be-
tween timed and untimed test scores, suggesting that speed was of the es-
sence. These studies, too, can be subject to criticism (McFarland, 1928), but
they did lead to the fundamental investigation of the problem by Thorndike,
Bregman, Cobb, and Woodyard (1927), which may be said to constitute an
important theoretical advance (Berger, 1976).

Thorndike suggested that ability should be analyzed into level, range, and
speed. While acknowledging that IQ tests combining speed, level, and range
in unknown amounts might be practically useful, “for rigorous measure-
ments . . . it seems desirable to treat these three factors separately, and
to know the exact amount of weight given to each when we combine them”
(Thorndike et al., 1927, p. 75). He never really followed up these distinc-
tions experimentally, but his incisive discussion of the problems involved
in IQ measurement, combinedm Spearman’s (1927) criticism of the
“hotch-potch” procedure employed in scoring intelligence tests, suggested to
the writer the need for more careful dissection of intelligence test scores
(Eysenck, 1967, 1973). The theoretical analysis he offered of the IQ was the
result of over 10 years of empirical and theoretical work, carried out first in
conjunction with Furneaux (1952, 1961) and later on with White (1973,
1982). Important contributions to the model were also made by Iseler (1970).
The genesis of the model is explained in detail in Eysenck (1982).

A MODEL FOR MENTAL
SPEED-INTELLIGENCE REACTIONS

In essence, the model asserts that there are three major components to the
concept of the IQ, all relatively independent of each other. The first of these,
and probably the most fundamental, is mental speed, the speed with which
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cognitive functions are accomplished, and a conception possibly identical in
nature with the speed of information processing. The second variable is per-
sistence, i.e., the degree to which the search process assumed to be funda-
mental to problem solving is continued over time; this may be a personality
variable interacting with mental speed. The third variable postulated is some
process of error checking or error recognition, i.e., a tendency to eliminate
errors from the final solution offered in the test. The studies quoted present
some empirical evidence for the validity of this separation, but it should be
noted that the independence of the factors depends very much on parameter
values such as the difficulty level of the items; the instructions given to sub-
jects, e.g., with reference to guessing; the mode of presentation, i.e.,
increasing difficulty level or randomized difficulty level; the time limits
imposed (or not imposed, as the case might be); and so forth (Berger, 1976;
Brierley, 1961.) :

The major point to be noted about this model is the primacy given to men-
tal speed as the most fundamental variable in accounting for individual dif-
ferences in intelligence (Eysenck, 1967). This is a revival of the early work
summarized by McFarland, and the theorizing of Galton and his successors,
but it also presents many new features, both theoretical and experimental.
Apart from the division of IQ into three major aspects, of which only one
(mental speed) could be regarded as fundamentally cognitive in nature, both
persistence and error checking being more closely related to personality,
there are three major points which emerge from the research. In the first
place, it gives rise to a “structure of intellect” model (Eysenck, 1953), which
specifies a variety of mental processes, such as reasoning, memory, percep-
tion etc.; a variety of test materials, such as verbal, numerical, and spatial;
and, finally, a quality dimension going from speed to power. Figure 2 illu-
strates this model, which of course bears some relation to the later Guilford
model (Guilford & Hoepfner, 1971). The “quality” continuum is not in-

.tended to suggest a fundamental qgualitative difference between speed and
power; it is merely descriptive of the fact that some tests rely exclusively on
the measurement of speed, all subjects being able to solve correctly all the
problems in the test, whereas the so-called power tests contain items which
some subjects could never solve, however long the time allowed. The inability
of some subjects to solve some items in the power test was assumed to be due
to differences in speed, as shown below; this was supposed to be the funda-
mental variable in all cognitive processes.

Furneaux (1961) took up the suggestion contained in some of the early ma-
terial that the proper unit of analysis should be time spent on each item, and
demonstrated a very important relationship between time taken to correctly
solve an item and the difficulty level for that item. This observed relationship
is shown in Figure 3, taken from Eysenck (1953). It shows the relation be-
tween difficulty level of test items and time (A) and log time (B) needed for
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solution. Alpha, beta, and gamma are three imaginary subjects of high, me-
dium, and low mental ability, respectively. The solid lines reflect the actual
solution times; the stippled lines suggest how long solution times would have
been for more difficult items had the individuals in fact succeeded in solving
them (i.e., had greater persistence).

It will be seen that all three lines in B (log time) are in fact straight and par-
allel; this is an important empirical finding which explains why so-called
speed and power tests are so highly correlated. If, indeed, all regression lines
of log time on difficulty level are straight and parallel, then clearly the inter-
cepts at the 100% solution level, i.e., the level of items having the lowest pos-
sible difficulty, would be sufficient to predict solution log times at all other
difficulty levels. How long an individual continued to search for a solution
would of course be a question of his or her persistence, not itself a cognitive
variable. As only correctly solved items are used for the purpose of con-
structing these diagrams, error checking, while important for total number
of successes, is irrelevant here. Later work (e.g., Berger, 1976; Brierley, 1961)
has only partially confirmed these results, but, in the absence of any knowl-
edge of the necessary parameter values to properly define the relations, par-
tial success is all that is to be expected until we have a much better under-
standing of all the factors involved.

If there is any truth in this postulated relationship, then it should follow
that choice reaction times, inspection times and similar measures should have
high predictive value for much more complex problems and for IQ tests gen-
erally; such reaction time tests clearly lie at the 100% solution level of diffi-
culty, i.e., near the intercept, and should therefore be highly predictive of so-
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FIGURE 3. Relation between difficulty level of test items and time (A) and log time (B)
needed for correct solution. (Eysenck, 1953).

lution times for items of much higher difficulty level. This, at least, was the
argument put forward by Eysenck (1967) for taking seriously work on reac-
tion time such as that of Goldfarb (1941), Roth (1964), and others.

The third major point of the Eysenck-Furneaux model was the use of
Hick’s law (Hick, 1952) in postulating a search mechanism that would ex-
plain the observed relationships. Hick, in his paper, had shown that the rela-
tionship between the time taken to react in a multiple-choice situation and the
complexity of the choice situation could be expressed in the following form:

RT = K log M,

where RT is a choice reaction time, K is an individual constant, and M is a
function of the complexity of the choice situation. According to Hick, this is
the relationship one would expect to observe if multiple-choice activity in-
volved successive binary classifications. As the brain seems to consist of a
vast number of nearly identical units, he argued that it might be possible to
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posit that all its activities involved sequences of elementary operations of like
kind and duration. Such a device might well function by carrying out succes-
sive binary switchings, with each “switch” taking the same time and involving
the same sort of simple basic activity. Furneaux (1961) argued that this hy-
pothesis of Hick’s seemed to imply that multiple-choice reaction-time is a
measure of the time required for a search to be completed in the brain for the
set of “connections” which would initiate a required behavior. He further ar-
gued that problem-solving behavior should perhaps be regarded as a special
case of a multiple-choice reaction, and that it would be possible to postulate,
within problem-solving processes, the repeated occurrence of some elemen-
tary activity which requires a substantially constant time for completion.

The theory is best stated in Furneaux’s own words (Furneaux, 1961,
pp. 185-186).

The brain structure of any individual, P, includes a set of p” neural elements
which participate in problem-solving activities. It is not necessary at this stage
to adopt any particular view as to the nature of these elements, which might be
either single neurones or much more complex structures. The solution of a par-
ticular problem, 4, of difficulty, D, involves bringing into association a particu-
lar set, pN,, of these elements, interconnected in some precise order. (The terms
‘bringing into association’ and ‘inter-connected’ should not necessarily be inter-
preted literally after the manner of, say, an electrical circuit. For example, the
almost simultaneous firing of two otherwise independent units could constitute
one method of bringing them into association, provided some device existed
which could detect the simultaneity, while the exact order of firing might repre-
sent the mode of interconnection.) When problem # is first presented single ele-
ments are first selected, at random, from the total pool p” and examined to see
whether any one of them, alone, constitutes the required solution. A device
must be postulated which carries out this examination —it must bring together
the neural representations of the perceptual material embodying the problem,
the rules according to which the problem has to be solved, and the particular or-
ganization of elements whose validity as a solution has to be examined. It must
give rise to some sort of signal, which in the case of an acceptable organization
will terminate the search process and will initiate the translation of the accepted
neural organization into the activity which specifies the solution in behaviour
terms. Alternatively, if the organization under examination proves to be
unacceptable, a signal must result which will lead to the continuation of the
search process. It will be useful to refer to this hypothetical device under the
name of ‘the comparator’.

If D # 1, the comparator will reject each of the p” trial solutions involving
only a single element, which, when correctly interconnected, might constitute a
valid solution. Suppose D # 2, then all possible organizations of the p” ele-
ments taken two at a time will also be examined and rejected, after which we can
imagine that the search will continue among sets of three, four, five, etc. If D =
r, then the comparator will reject in turn all the organizations involving from 1
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to (7 — 1) elements, so that there will be a time 7 El E sec within which a solu-
s

tion cannot occur, where:

T = the time required for completing a single elementary operation
within the search process.

T rzl E =  the number of clementary operations involved in the search
process up to the level of complexity (r-1).

1

Similarly, after a time 7 21 E sec all possible organizations embodying r el-
Fa

ements will have been examined, so that correct solutions to problems of diffi-
cultly r will alwayls arise within the period defined by the two limiting times

T E Eand 7 Y E. In terms of such a hypothesis, therefore, V7, is in no
r—1 r
sense a function of error of measurement but results mainly from the range of

times required to set up all possible modes of neural organization at a particular
level of complexity. It is perhaps worth noting, in passing, that within the
framework of such a hypothesis, error would be accounted for by positing that
during the search process organizations arise at levels of complexity 7 — oy, 1 —
0z. . ., etc., which satisfy most, but not all, of the requirements of a true solu-
tion to a problem of difficulty r. If the comparator has characteristics analo-
gous to those of “band-width” in electrical and mechanical discriminators, i.e.,
if its discriminating powers are such that neural organizations which closely re-
semble the organization representing a correct solution may be accepted as the
required organization, then the possibility of error arises. The frequency of er-
ror, thus conceived, will be a function of the band-width of the comparator,
and since the number of “nearly-correct” organizations will increase as D is in-
creased, the likelihood of error will increase with D.

This probability is clearly dependent on the exact nature of the search process.
Finally, continuance is easily defined in terms of such a “search” hypothesis; it
is a measure of the length of time during which, following the initiation of
search, the comparator remains “set” for a particular problem.

This theoretical conception links our theory with later Al (artificial intelli-
gence) theories such as those popularized by Newell and Simon (1972) and
the book on human problem solving by Winston (1984). Our model antici-
pated features of the computer which were to be used in Al theories, as, in-
deed, had Hick in his original model, and recent work on artificial intelli-
gence in general, and the search process in particular (Barr & Feigenbaum,
1981, 1982; Cohen & Feigenbaum, 1982) has thrown much light on the prop-
erties of the search process, properties which could with advantage be
transferred from computer models to the study of human intelligence.
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THE ERLANGEN SCHOOL

It was thus, after 40 years of almost complete neglect (from 1925 to 1965,
approximately) that reaction time began to enter again the field of intelli-
gence measurement, and a great deal of important empirical and theoretical
work was done by two major schools. One of these, the Erlangen school in
Germany, has not received anything like the attention it deserves, probably
because its findings were published in German and appeared in journals
which, even in Germany, are not frequently and widely read by psycholo-
gists, such as the Grundlagenstudien aus Kybernetik und Geisteswissen-
scharten, or the Kybernetische Pidagogik. The other, much better known,
school is that of Jensen (1982a, b). It is noteworthy that the two schools
worked in complete independence of each other, but that they obtained strik-
ingly similar results, and came to strikingly similar theoretical conclusions.
We will begin our discussion with the Erlangen school, and then go on to the
Jensen school. Thereafter, we shall consider the criticisms made of this work,
in the light of our own investigations.

The work of the Erlangen School (Frank, 1960; Lehrl, 1983) takes its em-
pirical grounding from the work of Roth (1964), who used the Hick paradigm
to argue that what should correlate with IQ would be the slope of the Hick re-
gression line (b). Lehrl (1983) illustrates Roth’s findings in Figure 4, which
shows the increase in reaction time with larger number of choices (bits), ac-
cording to the IQ of the subjects, in a simplified diagrammatic fashion. Actu-
ally, the correlation of the angle of this regression line for Roth’s 58 subjects
is only — .39 with the Amthauer (1955) intelligence test; i.e., the less intelli-
gent subjects showed a greater increase in reaction time compared with the
more intelligent subjects. In this experiment, Roth used reaction time +
movement time, rather than separating the two as Jensen and others have
since done.

Bieger (1968) repeated the study on 50 university students, and obtained a
correlation of —.21, which goes to —.33 on correcting for restriction of
range. It thus seems that we have here a replicable phenomenon, although
Amelang (1985) has pointed out a number of weaknesses in these studies.

Other studies of the Erlangen School have been reported by Oswald (1971)
and Oswald and Roth (1978), using complex types of reaction tests, such as
sorting playing cards according to different aspects such as color, number of
points, or both together. As Burt (1909) had already found, sorting was
highly correlated with intelligence. Oswald and Roth (1978) used the number
sequence test, in which numbers are printed in a random manner ona sheet of
paper and the subject has to connect them in sequence, i.e., drawing a line
from 1to02, 2to 3, 3 to 4, etc. This test has in the past been found to be a good
measure of reminiscence (Eysenck & Frith, 1977), so that the possibility of ir-
relevant factors entering into the measurement cannot be ruled out. Lehrl
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(1980) has published a special Kurztest fiir Aligemeine Intelligenz (KAI), in
which subjects are given series of 20 letters. Subjects are asked to speak the
letters aloud in sequence as quickly as possible, and the time taken is the score
on the test. Lehrl reports high correlations with intelligence, and Figure 5 is
quoted from this study to show the relationship between IQ (ordinate) and
the KAI score used by Lehrl on the abscissa.

This score is based on some arguments deriving from information-
processing theory. He starts with the stochastic independence of the 20 letters
used in the test, which means that the recognition of the single letter requires
between 4.7 and 5 binary decisions (bits). Accordingly, the 20 letters contain
approximately 100 bits of information, and, from the time taken to read the
20 letters, Lehrl calculates the duration of what he calls the “Subjektive
Zeitquant” (SZQ), which, according to Frank (1960, 1971), corresponds to
the duration of one psychological moment. Dividing these “psychological
moments” by the number of seconds gives the values on the abscissa. If it
takes a given person 5 seconds to read the 20 letters, that would give an indi-
vidual SZQ of 1-20 bits divided by seconds, i.e., a duration of 50 milli-
seconds. For the average adult, the typical SZQis 1/15 or 1/16 bit/ sec, which
corresponds to 57 to 63 milliseconds, respectively.
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On findings such as these, Lehrl (1983) has based the Erlangen model illu-
strated in Figure 6. Information about changes in the outer world, or in the
body, reaches the cortex by the way of the sense organs and the sensory
nerves, transmitting in each second between 10° and 10! bits. Of these, of
course, only a small proportion can be received by the cortex, and this flow of
information (Ck) amounts to between 15 to 16 bits per second in the average
adult. In other words, there is a maximum of 15 to 16 bits of information that
can be consciously received by the cortex, giving information about the outer
world or the body, or consisting of memory retrieval data. This capacity also
forms the upper limit of the amount of information used in cognitive activi-
ties, such as changes of combination of items of information through think-
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formation. After Lehrl (1983).

ing or creative activity, as in problem-solving. Part of this information finds
a place in long-term memory, where it can be stored and can be accessed at
any time.

In addition to the speed of information-processing, Frank and Lehrl rec-
ognized as important the duration of short-term memory (TR), which corre-
sponds to the time during which information is readily accessible before ei-
ther being forgotten or being transferred through a consolidation process to
long-term memory. On the average, T amounts to between 5 and 6 seconds,
and information offered during the period of this duration would be avail-
able to the person concerned without effort.

According to the Erlangen theory, it is the product of Tg and Ck which is
identified as a cause of differences in phenotypic intelligence, i.e., IQ scores.
As Eysenck (1985) has pointed out, the great advantage of this new way of
looking at the problem of individual differences in intelligence is that all the
values entering into the equation can be measured directly in terms of objec-
tive and absolute units (bits and seconds), rather than, as in the case of IQ
measurements, in terms of relative values and percentiles. Lehrl’s theory of

intelligence is clearly based on two elements, rather than on one single ele-
ment. C, representing the speed of processing of information, is opera-
tionalized through the speed of reading 20 letters. TR, representing the dura-
tion of short-term memory, is operationalized by through the number of let-
ters or digits that can be correctly reproduced after intervals of 1 second.

What can be said in criticism of the theory? In the first place, the number
of subjects used in these studies is not large enough to give one confidence
that the correlations observed give an accurate value for the total population,
apart from the fact that populations are not always clearly identified. In the
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second place, the methods used are not described in sufficient detail to make
replication easy, or even possible. In the third place, factors of learning and
experience are disregarded. Taking the measurement of Tg, it is known that
unpracticed subjects are able to reproduce between 7 and 10 digits, respec-
tively. Paul Baltes and his colleagues at the Max Planck Institute in Berlin
have shown that, by using appropriate techniques of mnemonics, any adult
of average intelligence can be taught to reproduce something like 90 letters or
digits (Baltes & Kliegl, 1985.) Similarly, it is likely that the speed of reading 20
letters can be improved greatly by practice.

It is important to draw attention to the possibility of learning and environ-
mental variables generally, because Lehrl (1983) has brought his informa-
tion-processing theory of intelligence in direct contact with the rather novel
genetic theory of intelligence recently advanced by Volkmar Weiss (1982;
Weiss & Mehlhorn, 1982). According to this hypothesis, differences inintelli-
gence are mediated by a single pair of alleles; one of these (M) is connected
with a high level of intelligence, and has a frequency in the population of
20%, whereas the other (M) is connected with low levels of intelligence, and
has a population frequency of 80%. Assuming assortative mating amounting
tor = .50, the probability of an individual inheriting both the alleles fa-
voring high intelligence would be 5%, i.e., producing a pure genotype of
M, M,. The opposite pure genotype giving rise to low IQ (M:M.) would occur
with a frequency of 68%. The remainder of the population, i.e., 27 % , would
form a mixed type (M1 M;). Weiss argues that the M, M, type processes twice
as much information as the pure genotype M,M,, with the mixed type lying
exactly between these two values.

The mean IQ of people with the genotype MiM,; would be around 130,
whereas the other pure genotype, M:M,, would have a mean IQ of 94, with a
mixed type of M;M; averaging an IQ of 112. Weiss has pointed out that, be-
cause of the relative nature of the IQ measurement of intelligence, his hy-
pothesis could only be tested by means of measures of information proces-
sing. This has been done (Lehrl & Frank, 1982), and their findings seemed to
verify the Weiss hypothesis. According to their findings, the M>M; type
shows a short-term memory store amounting to 70 bits, the M; M2 type one of
105 bits, and the M;M, type one of 140 bits. The simple relationships ob-
taining between these values (1:1.5:2) suggest, according to Lehrl, that the
behavioral, genetic, and information-processing approaches to intelligence
are on the point of discovering some very simple laws of nature.

Lehrl (1982) also attempts to demonstrate quantitative equivalence of SZQ
and some measures derived from evoked potential determinations taken
from Ertl (1971). He claims remarkable congruence between the SZQ values
and the event-related potential, but it should be remembered that there is no
rationale to allow us to identify intelligence with the measure of evoked po-
tential taken from Ertl in what appears a rather arbitrary manner. In addi-
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tion, the measures taken by Ertl showed only a low correlation between IQ
and AEP, and there are many different choices that could be made within his
measurement system, other than those used by Ertl and Lehrl. Lehrl does not
give any particular reasons for his choice, and goes on to say that “attempts
to explain the observed phenomena belong within the competence of neuro-
physiologists” (p. 182). Without some such explanatory hypothesis, it is dif-
ficult to accept the equivalence of Lehrl’s SZQ and the evoked potential mea-
sures singled out by him. Lehrl (1983) also quotes Oswald and Seus (1975) as
demonstrating correlations between IQ and averaged evoked potential, but
this also does not seem to justify the particular choice or identity made by
him.

THE JENSEN MODEL

Jensen bases his rationale of the importance of a time element in mental ef-
ficiency on a few well-established concepts and principles of cognitive psy-
chology. The first of these is that the conscious brain acts as a one-channel or
limited capacity information processing system. It can deal simultaneously
with only very limited amounts of information, as also postulated by the
Erlangen School. This limited capacity also restricts the number of opera-
tions that can be performed simultaneously on the information that enters
the system, from external stimuli or from retrieval of information stored in
short-term or long-term memory. As Jensen points out, speediness of mental
operations is advantageous in that more operations per unit of time can be ex-
ecuted without overloading the system.

Secondly, there is rapid decay of stimulus traces of information, so that
there is an advantage to speediness of any operations that must be performed
on the information while it is still available. Thirdly, to compensate for lim-
ited capacity and rapid decay of incoming information, the individual may
resort to rehearsal and storage of the information into intermediate or long-
term memory (LTM), which has relatively unlimited capacity. However, the
process of storing information in LTM also takes time, and therefore uses up
channel capacity, so there is a trade-off between the storage and the proces-
sing of incoming information. The more complex the information and the
operations required on it, the more time will be required, and consequently
the greater the advantage of speediness in all the elemental processes in-
volved. Loss of information due to overload, interference, and decay of
traces that were inadequately encoded or rehearsed for storage or retrieval
from LTM results in breakdown and failure to grasp all the essential relation-
ships among the elements of a complex problem needed for its solution. The
speed of information processing should, accordingly, be increasingly related
to success in dealing with cognitive tasks to the extent that their information



38 EYSENCK

loads strain the individual’s limited channel capacity. These hypotheses could
easily be accommodated within the requirements of the Erlangen model.

The measurement of reaction time has not always been uniform, but, inre-
cent years, it has become fairly standardized around the procedure used by
Jensen (1982a, b). The subject sits in front of a panel in the center of which is
a button which he or she is required to press down with his or her index fin-
ger. Around the perimeter are eight lights, arranged in the form of a semi-
circle; in front of each light is another button. When one of the lights lights
up, the subject is required to remove his or her index finger from the button
he or she is pushing down, and press down the button in front of the light that
has gone on. Two times are recorded; one is the reaction time (RT), which is
measured from the moment the light goes on to the moment the subject re-
moves his finger from the button. The movement time (MT) is the time span
from the moment the subject removes his or her finger from the original but-
ton, to the moment he or she depresses the button in front of the light that has
gone on.

It is possible on this apparatus to measure simple and various types of
choice reaction time. When simple reaction time is measured, a cover is
placed over seven of the lights, so that only one is visible. When there is a
choice between two lights, all the others are obscured by a cover. Similarly,
when there is a choice between four lights, the remaining four are covered. It
is only for the choice between eight lights that all the lights are uncovered.

Jensen (1982a, b) gives a thorough discussion of the literature to that date,
including his own contributions, and formulates a number of conclusions.
The most important of these are the following: (a) Simple reaction time
shows some slight correlation with intelligence, usually around —0.2 to
—0.3. (b) Simple movement time shows negligible correlation with intelli-
gence. (c) Choice reaction time shows more substantial correlations with 1Q
than does simple reaction time. (d) Choice movement time shows significant
correlations with IQ. (e) As the number of choices in the array (bits) in-
creases, the correlation of RT with IQ increases. (f) The angle of the Hick
slope (b) is negatively correlated with IQ. (g) The variability of RT measure-
ments is negatively correlated with IQ, and this correlation is higher than that
of any of the other RT or MT variables considered so far. This is an impor-
tant finding, although of course there must be a statistical relationship be-
tween RT and variability; if variability is great, there clearly must be many
long RTs, which would preclude a short mean or median RT. Nevertheless, if
variability correlates more highly than RT with IQ, then this cannot be a sim-
ple artifact of the statistical relationship between them. (h) Reaction times
involving STM, as in the Sternberg short-term memory paradigm (Sternberg,
1966), which measures the subject’s speed of scanning his short-term memory
for information, correlates significantly negatively with IQ. In this test, the
subject is shown a series of between two to seven digits or letters (termed the



SPEED OF INFORMATION PROCESSING 39

“positive set”) for several seconds. Then, a single “probe” digit is presented.
In a random half of the trials, the probe digit is a member of the positive set,
and the subject is required to respond as quickly as possible to the probe digit
by pressing either a “yes” or a “no” button to indicate whether the probe was
or was not a member of the positive set. (i) Long-term memory RT, as in the
Posner LTM paradigm (Posner, 1969; Posner, Boies, Eichelman, & Taylor,
1969) correlates significantly negatively with IQ. This is a measure of the time
it takes the subject to access a highly overlearned item of information stored
in his or her LTM. This procedure is based on the comparison of the subject’s
discriminative RTs to pairs of stimuli which are the same or different, either
physically or semantically (Hunt, 1976). Similar results have been found with
children (Keating & Bobbitt 1978). (j) Inspection time (Nettelbeck & Lally,
1976) is negatively and significantly correlated with IQ. Inthis test, the time is
measured which is required for a visual stimulus to be encoded in sufficient
detail to permit discriminative judgment easy enough with sufficient time
available to allow of no errors. By means of a tachistoscope, the subject is
presented with a brief exposure of two vertical lines of markedly different
length, followed by a backward masking stimulus. The subject is then re-
quired to report whether the long line appeared on the right or the left, the po-
sition varying randomly from trial to trial. Inspection time (IT) is the dura-
tion of stimulus exposure at which the subject’s judgment is correct on at
least 19 out of 20 trials. Positive results on this test, which can also be given in
an auditory form, have been reported by Brand and Deary (1982). (k) Most
recently, there has been added Eysenck’s “odd-man-out” paradigm, in which
the subject reacts to the one of 3 simultaneously illuminated lights on the
Jensen apparatus which is farthest removed from the other two (Frearson &
Eysenck, 1986). This paradigm gives correlations in excess of — .60 with IQ
for random samples of the population, and shrunken Rs of a similar size even
for range-restricted university student populations (Jensen, personal com-
munication, 1986).

Jensen (1982a) has used the search model proposed by Hick, which also
forms a fundamental part of the Eysenck-Furneaux model, as a possible
mechanism that could account for the main features of the RT data, as well
as for individual differences in these features. Figure 7 shows the dichotomiz-
ing or binary resolution of uncertainty, as measured in bits. The n choice
alternatives in the physical stimulus array can be thought of as being iso-
morphically represented in the neural network of the cerebral cortex. The
dots in Figure 7 represent focal points or nodes of excitation which will fire
when a critical level of stimulation is reached. The number of aroused or
prime nodes of the RT task corresponds with the number of alternatives in
the array of reaction stimuli.

Jensen hypothesizes that the level of excitation at each node oscillates, so
that half of the time the node is refractory. Above-threshhold stimulation of
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FIGURE 7. Hierarchical binary tree as used in Jensen’s oscillation theory. (Jensen,
1982a).

a node at any given level of bits is transmitted downwards through the chain
of nodes to the final common path for response. For example, a stimulus
which contains only one element of eight possible alternatives will excite one
of the eight nodes in the top row of the figure to discharge, and the discharge
will be transmitted to the final common path by the three intervening nodes,
at the levels of 2, 1, and 0 bits. When the stimulus is one of four alternatives,
the excitation would be transmitted through only two intervening nodes, etc.

The amount of time taken to respond to the stimulus over and above the ir-
reducible minimum RT, which is attributable to peripheral sensory and
motor-mechanisms, will depend essentially on two factors: (a) the number of
levels in the chain through which the excitation must be conducted, and (b)
the average period of oscillation of the transmitting nodes. Excitation, of
course, is not transmitted by a refractory node. Volleys of stimulation must
persist until the node is excitable. The refractory phase of the oscillation at
the node is the chief source of time delays in the system, and individual differ-
ences in the rate of oscillation would cause individual differences in RT (but
presumably not in MT). Oscillation would also cause variability in RT from
trial to trial, because the onset of the stimulus is random with respect to the
refractory and excited phases of the oscillation, and Jensen assumes that the
phase of oscillation of a node at any point in the chain is random with respect
to the phase of any other mode. Stimulation of a node at one level thus may
or may not be delayed by the phase of oscillation of every other node in the
chain. The theory is described in much greater detail in Jensen (1982a), to
which the reader is referred.

There are certain obvious physiological difficulties with this theory. Re-
fractoriness in the CNS is normally regarded as the function of previous exci-
tation, which produces the refractory phase. However, time intervals be-
tween one stimulus and another are so long that there is no question of previ-
ous neural currents causing refractoriness to subsequent ones. One would
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have to hypothesize a rather unphysiological picture of refractory phases
occurring on a random basis, without reference to previous stimulation. This
does not seem reasonable. In addition, there is no direct evidence for the
model suggested by Jensen, and it would hardly account for such correlations
between movement time and intelligence as have been observed. These objec-
tions do not rule out the possibility that the model may have explanatory
value, but they do cause difficulties in regarding the model as being physio-
logical in a meaningful sense. :

CRITICISM OF THE JENSEN MODEL

Jensen’s work has been criticized in detail by Longstreth (1984) and Carroll
(1986), and many of the criticisms also apply to Jensen’s predecessors, whose
work he has summarized. The first three criticisms made by Longstreth relate
to apparatus and procedures, and concern order effects, visual attention ef-
fects, and response bias effects. Order effects arise because set size is con-
founded with order of trials; in other words, single RTs precede 2-choice RTs
which in turn are followed by 4-choice RTs and 8-choice RTs. If there are
practice effects, then clearly this would reduce the expected reaction time on
later trials, which would be confounded with set size. Jensen has repeatedly
stated that there is no evidence of learning in his work, but studies such as
those of Williams, Pottinger, and Shapcott (1985), as well as our own
(Barrett, Eysenck and Lucking, 1986) do show that learning takes place, both
for RT and MT. Longstreth (1984) also reports an experiment to demonstrate
practice effects.

Visual attention effects relate to displacements made possible by the spa-
tial layout of Jensen’s apparatus, which would qualify as a possibly source of
RT variation. Longstreth maintains that magnitude of retinal displacement is
correlated with set size using Jensen’s apparatus, and indeed it is not easy to
find a way to modify the Jensen task to get around this problem. It may be
that the stimulus lights are bright enough to produce no retinal displacement
effect, but there is no direct evidence for such a suggestion, and there is much
evidence for the retinal displacement effect.

The third criticism, that relating to response bias, is based on the fact that
the response to each stimulus is not only different, but that some of the re-
sponses may require more time for programming or preparation than others;
e.g., a left-moving response may take longer than a right-moving response.
Longstreth reports an experiment which suggests that response bias may be a
real problem with Jensen’s apparatus. These three objections are no doubt
well taken from the point of view of the experimentalist, but it is doubtful
whether they by themselves would suffice to throw any doubt on the relation-
ship between IQ and reaction time as such. They do throw some doubt on the
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precise data on slope correlations and increasing correlations with IQ when
the number of items in the stimulus array is increased, and to these points we
must turn next.

Longstreth and Carroll both argue, on the basis of a detailed examination
of Jensen’s own data, that the reported gradients of RT across set size ob-
tained from diverse groups differing widely in mean IQ as well as on a wide
variety of other factors “contradict the asserted negative correlations as
much as they support it” (Longstreth, 1984, p. 153). Also queried is the RT-
1Q-complexity relationship, a point also raised by Nettelbeck and Kirby
(1983). They show that, when normal subjects only are considered, i.e., when
the retarded groups used by them and omitted, correlations between choice
RT and IQ show no hint of larger correlations with larger set size. Concern-
ing Jensen’s own data, Longstreth concludes that “when groups are examined
separately, there is simply no supporting evidence for the claim” (p. 154).

Longstreth and Carroll make many other objections to Jensen’s work,
such as the sampling used. Altogether, sampling has been a weak point in the
work done by most of the experimenters working in this field. Many have
used range restricted samples, such as university students, or else they have
used samples unduly extended in range, i.e., including retardates. Apart
from the possibility that retardates may present qualitative differences from
nonretarded subjects, their inclusion requires correction for range effects
just as much as does the concentration on university students alone. Such
corrections should always be included, whether they increase the observed
correlations (as with the student samples), or whether they decrease it (as in
samples with retardates included). Quite generally, one would advocate the
use of normal samples having a mean and standard deviation similar to the
standardization sample of the IQ test used. Jensen (1982a, b) prefers the use
of contrasting groups, e.g., students versus nonstudents, or bright, average,
and dull children, but this paradigm, while it gives us information on the sig-
nificance of the differences observed, does not enable us to form an opinion
on the degree of relationship observed.

It should be noted that Jensen has put forward a very convincing reply to
the criticisms made, particularly by Longstreth (Jensen & Vernon, 1986).
This reply contains numerous analyses of data collected over the years, and
makes good many deficits of previous reporting.

Similar problems have arisen in relation to inspection time and its relation
to intelligence (Irwin, 1984). While earlier workers have claimed very high
correlations (e.g., the Adelaide group represented by Lally & Nettelbeck,
1977, and Nettelbeck & Lally, 1976, and the Edinburgh group, represented
by Brand & Deary, 1982), Irwin (1984), using 50 children of normal IQ range,
only found low and sometimes insignificant correlations with verbal and
nonverbal intelligence. He criticizes the smallness of the groups tested by the
Edinburgh experimenters, the inclusion of retardates in the Adelaide
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samples, and the risky practice of estimating inspection time by extrapola-
tion. It is clearly important to study the task-relevant parameters in order to
discover which are the best to choose for obtaining optimum correlations be-
tween IT and 1IQ.

A recent symposium of the International Society for the Study of Individ-
ual Differences considered the situation as far as the relation between IT and
IQ is concerned, and many new data were reported which strengthened con-
siderably the claims of IT to be considered a serious contender for objective
IQ measurement (Brebner & Nettelbeck, 1986). These data are too numerous
to be discussed here, but they leave little doubt that a substantial correlation
exists between the two variables (see Chapter 9, this volume.)

RECENT INVESTIGATIONS OF THE RT-IQ RELATION

We will now turn to the task of looking at the most recent and best planned
investigations to see to what extent they bear out Jensen’s hypotheses and to
what extent they contradict his findings. This will also give us the opportu-
nity of estimating the actual size of correlations between RT and IQ to be ob-
served when adequate methodology is being used on reasonable samples. The
literature prior to these studies has been adequately surveyed by Jensen
(1982a, b) and Eysenck (1986), and we will not refer to it except when occa-
sion demands.

As a beginning, consider the study by Jensen and Munro (1979), which
may be used to compare the replicability of data in this field, and as a kind of
base line with which to compare other investigations. Using a sample of 39
schoolgirls, all of similar age, who had been given the Raven’s Standard Pro-
gressive Matrices, Jensen and Munro found correlations of — .39 with total
RT and - .31 with variance. The correlation between Raven and the regres-
sion of RT on bits was — .30, very similar to the correlations found by Bieger
and Roth. Uncorrected correlations between Raven and RT were — .26 for 0
bits, —.33 for 1 bit, — .41 for 2 bits, and — .35 for 3 bits. There is no evidence
for claimed increases with bits of information for choice reaction times — the
difference between 1 bit (—.33) and 3 bits (—.35) is obviously completely
insignificant.

For MT, the correlations are even higher, going up from —.38 to — .43,
—.36,and —.36aswegoupto 1,2, and 3 bits of information. (When correc-
tion is made for attenuation, these figures all reach the middle 40s, and one
even goes up into the middle 50s).

Clearly, simple reaction time and movement time is about as good a meas-
ure of intelligence as is the regression of RT on bits, which means that neither
is “good” or accounted for more than 10% of the variance. Correlations do
not increase as we go from 1 to 2 to 3 bits of information, but the correlation
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with IQ of both RT and MT now becomes reasonable, going up into the 40s.
Taking RT and MT together, the shrunken multiple R = .45, which is not
very different from the median correlation between the Raven and the WISC
(Sattler, 1974, p. 155). In other words, the Raven correlates much the same
with the RT and the MT measures in their study as with other standard tests
of intelligence reported in the literature. The major stress in this is on choice
RT, regardless of number of bits involved, rather than on Hick’s regression.

Smith and Stanley (1983) reported on a well-chosen sample of 137 12-year-
old children with IQs ranging from 59 to 142. They use several measures of
intelligence which give rise to a g factor as well as a spatial and a verbal fac-
tor. Correlations with g were higher than those with S or V, with the 8-choice
RT and SD giving higher correlation than the 4-choice or the 2-choice para-
digms. The correlations were — .33 and — .41, and that with the slope was
—.28. Inspection time did not show any significant kind of correlation.
Combining the 8-choice reaction time and standard deviation data gives a
multiple R of .44 with g.

Smith and Stanley report some interesting data on the test-retest correla-
tion over 1 year for the RT measures on 52 subjects from this sample. For
SD8, RTS8, and b, the slope constant, the values were .48, .52, and .35, re-
spectively. Correcting for attenuation between g and SDRT and RTRI raises
the values to about — .60. As the authors remark, “theresults . . . add to the
picture that is emerging of common variance between measured intelligence
and RT measure tasks requiring low cognitive involvement . . . . While the
measure b with its identifiable theoretical basis as an intelligence measure,
does correlate moderately, once again, simple measures of RT from the
higher choice task show more promise, in this study, and are some of the bet-
ter measures in Jensen and Munro (1979)” (Smith & Stanley, 1983, p. 366).

Nettelbeck and Kirby (1983) reported new data from a sample of 182
adults, and a reanalysis of data involving 48 adults from previously published
studies. They found by multiple regression analysis that measures of timed
performance accounted for as much as 25% of IQ variance in the normal
population, but that the inclusion of borderline and mildly retarded subjects
resulted in much higher correlation coefficients because of the markedly less
efficient performance of these persons in tasks of this kind. “This outcome
raised questions about the validity of combining data from retarded and non-
retarded subjects” (p. 39). The multiple R for IQ and the eight timed per-
formance variables used in this study was .83 for a normally distributed
sample, including subjects with IQs below 85 and above 117, which was re-
duced to .57 by excluding the former.

With respect to inspection time, Nettelbeck and Kirby come to an opposite
conclusion to that of Smith and Stanley (1983). They maintain that “the in-
spection time measure, which is designed to reduce criterial influence is per-
haps the most promising since it has consistently indicated a negative associa-
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tion and has achieved statistical significance in the greatest number of
instances” (p. 50). Nettelbeck and Kirby also present some evidence that with
larger numbers of choices, differential strategies may affect the outcome,
e.g., some subjects making a movement after detecting only the presence of a
signal, but then delaying movement so as to permit a further decision during
movement about which alternative was involved.

In a study by Carlson and Jensen (1982), 20 9th-grade girls were tested,
using the Raven test, as well as reading comprehension and performance on
the California test of basic skills as measures of intellect. Mathematics and
English grades were also correlated with RT and MT. The observed correla-
tions were consistently higher in this study than in the Jensen and Munro one,
going from — .42 for 1 bit to —.60 for 2 bits, and to — .58 for 3 bits. These
values are for RT; for MT, they are — .40, — .48, and — .31. Corrected for at-
tenuation, the values are, of course, much higher, going up to — .89 for RT,
and — .74 for MT. Slope data, by contrast, are even lower than for Jensen
and Munro, being quite insignificant (—.20). Correlations with variability,
on the other hand, are higher than for Jensen and Munro, both for RT and
MT, equalling — .71 and — .64, respectively.

Correlations with reading comprehension are also quite respectable, ran-
ging up to — .60 for RT and up to — .42 for MT. It must of course be remem-
bered that the data are taken on 20 subjects only, so that standard errors are
quite high.

One of the most thorough studies on the relationship between IQ and RT
was published recently by P. A. Vernon (1983). He used 100 university stu-
dents who were given five measures of speed or efficiency of cognitive pro-
cessing, and the Wechsler and Raven scales as measures of 1Q. The speed
measures were, respectively: (a) Inspection time (IT), (b) The Sternberg STM
scanning task, (c) The Posner LTM information retrieval tasks, (d) An effi-
ciency of STM storing and processing task, which is essentially a combina-
tion of the Sternberg and the Posner tasks, and (¢) Simple and choice reaction
times. The matrix of correlations between these speed of processing tests was
calculated and factor analyzed, giving rise to a strong first principal factor.

Subtests of the Wechsler were intercorrelated with each other and with the
Raven scores, and the first factor extracted. To relate IQ with speed of pro-
cessing, subject’s full-scale WAIS IQ scores were regressed on their mean re-
action times and intraindividual SDs on the speed of processing tests. Seven
predictor variables produced a maximum shrunken R with IQ of .46. Correc-
tion for attenuation due to the restricted range of IQ of the sample gave a cor-
rected R of .67, which reflects more accurately the correlation that could be
expected to be found in the general population. Inspection time scores did
not add significantly to the multiple R, and a zero-order correlation with IQ
was only .10; it was the only speed-of-processing variable that correlated pos-
itively with IQ. IT correlated negatively or nonsignificantly with all other re-
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action times, and did not load to any appreciable extent on the first factor ex-
tracted from their intercorrelations.

Subjects’ intraindividual variability had about the same degree of associa-
tion with IQ as did their reaction times. The results of the factorial study
showed that whatever general intelligence and reaction times have in com-
mon cannot be attributed to their shared verbal and numerical content, nor
solely or even largely to the facts that parts of the WALIS are timed. Subjects
obtained very low error rates on all the reaction time tests, indicating that it is
not the test difficulty per se that accounts for the relationship. Vernon
concludes:

Rather, it is the g factor common to all the psychometric variables that accounts
for the bulk of the relationship between IQ and reaction time. Further, given
the degree of this relationship, it appears that a moderately large part of the var-
iance in g is attributable to variance in speed and efficiency of execution of a
small number of basic cognitive processes. If this is the case, it is contrary to the
notion that IQ tests measure little more than the knowledge an individual has
acquired, the problem-solving strategies he has developed, and the opportuni-
ties he has had to learn these. . . In terms of speed of processing . . . it is pro-
posed that the individual with a larger knowledge base and strategy base hasac-
quired these as a result of his or her basic information-processing capability.
Over a period of time — the years of formal education, for example — faster cog-
nitive processing may allow more information to be acquired. (p. 69)

Carlson, Jensen, and Widaman (1983) studied correlations between reac-
tion time, Raven’s Matrices scores, reading scores, academic achievement,
and an attention test on 105 7th-grade children. Correlations were low
throughout, being higher with the variability of RT and MT than with RT
and MT themselves. Correlations were higher with the reading scores than
with the Raven scores, and the attention test correlated significantly with RT
and SD. RT slope correlated effectively zero with all the variables in ques-
tion. It is not clear why, in this study, correlations are lower than in the others
considered so far.

Two recent studies by Paul (1984) and Ananda (1985) used rather novel
speed-of-information processing tests. Paul employed the semantic verifica-
tion test, which is based on grammatical transformations; he also used
straightforward RT tests and the Posner paradigm, as well as the advanced
Raven Progressive Matrices, on 50 University students. Paul concluded that:

The results of the different types of multiple regression analyses provide consid-
erable support for the hypothesis that the speed with which individuals can per-
form different cognitive processes is highly related to their intelligence.
Conservatively, one could say that RT can explain approximately 20%, and
intraindividual variability accounts for approximately 25% of the variance, in
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subjects’ general intelligence. One should remember also that the present
sample was extremely homogeneous in regards to intelligence and that in the
population in general the percentage of explained variance would no doubt be
considerably larger. It seems possible to conclude that the speed and efficiency
with which individuals can execute basic cognitive operations like those meas-
ured in this study will determine to a large extent how well they will perform in
tests of mental ability. (p. 70)

Ananda (1985) used 76 subjects, aged 51 to 87, who were given a vocabu-
lary test, a reasoning test, and several speed-of-information processing tasks.
Correlation and multiple regression analyses were used to investigate the re-
lationship between psychometric intelligence and speed-of-information
processing. Multiple regression analysis of intelligence on various informa-
tion processing components produced a maximum shrunken R of .68. “It was
concluded that speed-of-information processing and psychometric abilities
are highly related. Indeed, the present findings lend support to theories that
link speed of mental processing to the broader and more complex intellectual
abilities measured by conventional psychometric tests” (p. 2).

It is important to ask whether these RT variables relate to the central core
of intelligence, as measured, e.g., by the first or general factor extracted
from the intercorrelations of Wechsler subtests. Hemmelgarn and Kehle
(1984) found, in a group of 59 intellectually superior elementary school chil-
dren, that the 12 subtests of the WISC-R were correlated negatively with
Hick’s slope to the degree that the subtests were loaded on the g factor of the
WISC-R battery. They correlated individual differences in Hick’s slope with
scores on each of the 12 WISC-R subtests, partialling out chronological age.
The profile of these 12 correlations shows a rank-order correlation of 0.83
with a profile of the 12 subtests’ g loadings.

It is also important to note that RT does not correlate more highly with
timed than with untimed 1Q tests (Vernon & Kantor, 1986; Vernon, Nador, &
Kantor, 1985). This important finding is in agreement with the outcome of
the speed-power debate already mentioned, but it is nevertheless interesting
to note that the common sense notion of RT speed predicting scores on speed
tests better than scores on power tests is not borne out by the results of an ac-
tual experiment.

Another paper concerned with the relationship between RT and 1Q con-
tains some analyses of data originating in the Air Force Aviation Psychology
Programme of World War Two (Guilford, 1947). In the appendix of the
volume on paper-and-pencil tests of the aviation psychology programme re-
ports, there is a 65-variable correlation matrix, composed of the classifica-
tion test battery and 40-odd research tests. From this matrix, R. L. Thorn-
dike (1987, in press) designated six 8-test batteries, composed of the research
tests in the order in which they appeared. The remaining 17 tests, all members
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of the classification test battery, were inserted into each of the six batteries,
one test at a time, and the resulting 9-test batteries were factor analyzed, and
the g-loadings for each test and each battery calculated. The study demon-
strated the stability of g-loadings when a given test is embedded in the context
of different batteries, g-loadings across batteries correlating with a median
value of 0.82, and demonstrating that there is a good deal of stability of load-
ings in different batteries.

Our interest here is in test 65, which is a discriminant reaction time test.
This test had loadings on the six batteries with which it was factor analyzed of
.52, .55, .61, .59, .60, and .61, averaging .58. This was the second highest fac-
tor loading of all the 17 tests, being exceeded only marginally by a spatial ori-
entation test which has a mean g-loading of .60. Factor loadings of the choice
reaction time test exceeded those for general information, arithmetic reason-
ing, number operations, and reading comprehension, all of which are known
to be good measures of g. This study thus leaves little doubt about the inde-
pendence of g-loadings of the specific battery used, or the high g-loading of
discriminant reaction time.

PROBLEMS AND CONTRADICTIONS

Barrett, Eysenck, and Lucking (1986) used two samples of adult subjects of
reasonably average intelligence, containing respectively 40 and 46 subjects,
who were administered the WAIS and the Jensen-type RT test. Both groups
showed negative correlations between 1Q on the one hand, and RT and
SDRT, on the other, confirming earlier work. On the other hand, there was
no evidence of correlation between the Hick slope and IQ, and the correla-
tion between IQ and RT or SDRT did not increase from 1to 3 bits of infor-
mation. In these respects, the study gives results similar to those reported by
others. The study is of interest particularly in that it was found that the Hick
paradigm did not apply to some 20% of subjects in the samples tested, and
that correlations with IQ were significantly increased when they were calcula-
ted only on subjects conforming to the Hick Law.

This suggests a possible reason for differences in results obtained by differ-
ent investigators; it seems, to judge from published material, that the number
of subjects not obeying Hick’s law may differ from one investigation to an-
other. Jensen has reported that only very few subjects fall into this category,
but Amelang (1985) found that Hick’s law did not apply to the majority of his
subjects. It is not known why some should disobey this law, but it is quite
clear from the Barrett, Eysenck, and Lucking study that the reasons are not
related to personality (which was measured) or to intelligence. It is clearly an
urgent and important task to discover in what way subjects who do or do not
obey Hick’s law differ, and the reasons why these differences exist.
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Jenkinson (1983) investigated the question of whether , as Jensen (1978)
proposed, the speed of basic cognitive processes is fundamental to a general
factor of intelligence which corresponds to Cattell’s (1971; Horn, 1972) fac-
tor of fluid intelligence, or whether, as Hunt, Lunneborg, and Lewis (1975)
found, speed of information processing is related to verbal ability as meas-
ured by tests of knowledge or hidden meanings, syntactic rules, and semantic
relations which operationally define crystalized intelligence. Sixty 6th-grade
children completed measures of fluid and crystalized ability, and three RT
tasks; correlations were found in the expected direction, but these did not fa-
vor either fluid or crystalized intelligence, suggesting that the “Anlage” func-
tions (Horn, 1968) represented by speed of cognitive processing underlie
fluid and crystalized ability equally (Horn, 1968).

Another problem which has beset investigators in this field has been the
problem of mental retardation. P. A. Vernon (1981) obtained scores on Ra-
ven’s progressive matrices and the Figure Copying Test, as well as simple and
choice reaction time scores from 46 mentally retarded adults. Correlations
with the Raven test showed no increase with larger stimulus arrays; quite on
the contrary. Going from 0 to 3 bits of information, correlations were — .25,
—.27, —.31, and - .06. Slope of RT showed highest correlations with Raven
of —.35. This study also compared results from this mildly retarded sample
with normal, superior, and severely retarded subjects, and found the ex-
pected differences.

A more analytic study has been reported by Todman and Gibb (1985).
They used a version of Sternberg’s memory scanning task on 32 subjects,
aged around 14 years, divided into IQ groups described as high, average, low,
and mentally retarded. Interest was both in the slope of the regression line
representing rate of scanning of the memory set, and the intercept of the re-
gression line, taken to represent the duration of encoding of the probe item
together with time taken to select and execute a response. Seymour and Moir
(1980) had used these two measures on 36 children assigned to six groups of
six subjects on the basis of their intelligence test scores. Correlating individ-
ual mean reaction times with intelligence test scores, they found a correlation
of —.47 with positive RT and — .53 for negative RT. As they point out: “The
findings are consistent with Eysenck’s contention that individuals of varying
intelligence will differ in the time they take to perform simple tasks which in-
volve an element of choice” (p. 57). Intercept, too, was correlated with intel-
ligence with values just below — .40. The slope parameter, however, was not
found to be significantly related to intelligence. Seymour and Moir found
that a few subjects in their sample produced negative values for the slope pa-
rameter, and also gave extremely high intercept values, suggesting the exist-
ence of a general tendency to trade a high intercept for a shallow slope, or
vice versa. (There was a high negative correlation between these two values.)
This very much complicates the interpretation of the data.
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The argument of the Todman and Gibb study is in part based on the
Seymour and Moir study, and also on others (Horning, Morim, & Konick,
1979; Harris & Fleer, 1974; Silverman, 1974; Maisto & Baumeister, 1975)
which showed that, when IQ is held constant while chronological age and
mental age are covaried, the general finding has been a developmental trend
towards smaller intercept values, with no comparable effect of mental matu-
rity on slope values. In the Harris and Fleer (1974) study, however, compar-
ing retarded groups with normal children matched on either chronological or
mental age, an effect of IQ on the slope as well as on the intercept parameter
was found. Similar findings have been reported by Dugas and Kellas (1974)
and Maisto and Jerome (1977).

As Todman and Gibb say:

Taken together these results suggest a general developmental trend towards in-
creased speed in one or more of the processes contributing to intercept values
and, among retarded individuals, a speed decrement in the comparison (mem-
ory search) stage, which is otherwise unrelated to mental maturity over a broad
age range. It appears, then, that speed of processing in the most distinctly “cen-
tral” component of the Sternberg task, as indexed by the slope parameter, does
not predict psychometric intelligence over the non-retarded IQ range. On the
other hand, both the intercept parameter in the Sternberg task and the inspec-
tion time measure, each of which has been interpreted as reflecting relatively
“peripheral” operations (i.e., perceptual encoding and, in the case of the inter-
cept parameter, response initiation), appeared to be moderate to good predict-
ors of intelligence over the IQ range for which the tasks seemed usable. (p. 50)

In the Todman and Gibb study, the slope parameter did not differ between
the three non-retarded groups. Contrary to expectation, slope values for the
retarded group also did not differ significantly from those of the non-
retarded groups. The correlation between intercepts and IQ over all subjects
was highly significant (r = —.77), with a correlation only slightly lower (r =
— .62) for the three nonretarded groups. Slope and intercept scores were neg-
atively correlated, but, as Valentine, Wilding, and Mohindra (1984) have
shown, substantial negative correlations between slopes and intercepts are
predictable on purely statistical grounds, and their predicted and observed
correlations are very similar.

Todman and Gibb conclude that their results, taken in conjunction with
rather similar ones published by Hulme and Turnbull (1983), “suggested that
inspection time and intercept measures are differentially predictive of psy-
chometric intelligence at different levels of ability. . . . Whatever processing
characteristics underlie differences in the psychometrically sampled intellec-
tual performances of individuals may not be the same in different regions of
the IQ scale, and processing components that are relatively remote from stra-
tegic control functions seem among the least likely to be critical across a
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broad ability range” (p. 56). They also argue that, although encoding and re-
sponse initiation are the components that have generally been assigned to the
intercept parameter, it could also incorporate a strategic control component
representing time for resource allocation and preparation (see Nettelbeck &
Breuer, 1981). However that might be, it is clear that no study involving both
normal and retarded subjects is acceptable for a study of the interrelationship
between RT and IQ, unless it is accompanied and followed by specific analy-
ses designed to throw light on the possible nonlinear relationships involved.

EVENT-RELATED POTENTIALS

A line of investigation which promises to be of considerable use in under-
standing theoretically and using practically the relationships between intelli-
gence and speed of cognitive processing relates to the use of evoked brain po-
tentials. The literature on this field is very large (Eysenck & Barrett, 1985),
and will not here be reviewed. As already mentioned, the Erlangen School at-
tempted to link their theories with event-related potentials, using measures
pioneered in this respect by Ertl (1973) and Ertl and Schafer (1969). Unfortu-
nately, latencies and amplitudes of evoked responses do not correlate very
highly with IQ and alternative measures seem much better than this for the
purpose. Jensen, Schafer, and Crinella (1981) wisely chose for their study an
EEG measure of “neural adaptability” (Schafer, 1979, 1982; Schafer &
Marcus, 1973). Neural adaptability (NA) is posited as a cause of a tendency
in human subjects to produce cortical evoked potentials with large amplitude
to unexpected inputs, and small amplitude to inputs whose nature or timings
a person can foresee. The difference in amplitude to these two kinds of
stimuli is predicted to correlate with IQ, being larger in brighter subjects.

Jensen, Shafer, and Crinella (1981) employed 54 severely retarded adults
for their study, using a battery of 15 psychometric tests as well as RT, MT,
and NA variables. On this group, they obtained a shrunken multiple R of .64
with psychometric g, despite the rather narrow range of IQ scores involved.
Individually, the IQ correlated with the RT + MT composite — .46, and neu-
ral adaptability correlated with g + .31. Neural adaptability correlated insig-
nificantly with RT and MT, but significantly negatively with SDRT and
SDMT, as well as with the RT and MT composite. Clearly, this is a very
promising combination of scores to predict individual IQ, and perhaps ex-
plain it by logical arguments.

One particularly interesting finding in this study was that the severely re-
tarded group failed to obey Hick’s law; there was no further increase in RT
beyond 1 bit of information. Jensen, Schafer, and Crinella speculate that
Hick’s law is only approximately true for any group. The true function
relating RT to bits of information they considered to be more probably a par-
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abolic curve, tending towards an asymptote at the point of informational
overload for a given subject. This, they consider, is probably between 1 and 2
bits of information for the severely retarded, and close to 7 bits for average
adults. The hypothesis is certainly a tenable one, but it would not explain the
findings reported by Barrett, Eysenck, and Lucking (1986) showing a break-
down in Hick’s law even for normal adults in a large number of cases.

The Schafer neural adaptability paradigm has shown high correlations
with normal adult subjects, but so have other paradigms quite different from
his, e.g., that proposed by A. E. Hendrickson (1982), and given an empirical
basis by D. E. Hendrickson (1982). This model, which has been worked out
in great detail along biological lines, explains information processing
through a logically related chain of pulse trains which transmit the informa-
tion. Assume that, for each individual, there is a specific probability R that
just one of the synaptic transmissions involved will succeed in correctly
transmitting the pulse train in question. The probability of failure is, of
course, 1-R. If we assume that each synapse has the same value of R, and that
the probabilities are independent, the probability that a chain of Nevents will
succeed is RVN. The Hendricksons suggest that R is the underlying biological
basis of intelligence, so that the larger the number of errors (1-R), the lower
will be the IQ of the subject. They have shown that evoked potential mea-
sures derived on the basis of this show a very high correlation of .83 with the
total Wechsler scale, but this correlation, of course, does not necessarily
prove the underlying theory to be correct. The theory has been introduced,
not because it is necessarily true, but because it suggests that the observed
correlation between IQ and speed of cognitive processing may have a quite
different biological foundation from one that would normally be associated
with speed, i.e., such things as speed of neural conduction, or transmission
across synapses, etc. It is an alternative theory to Jensen’s hypothesis of “os-
cillation,” and explains many features of the paradigms we have considered.

It is well known that information is never transmitted singly and through a
single channel; what normally occurs is multiple transmission through sev-
eral channels. Accordingly, we must postulate some kind of comparator
(Sokolov, 1963). This comparator would compare the incoming messages
with each other, and issue the command to react if the messages agreed. If,
now, during transmission of the message errors occur, then the resulting final
messages would not agree and the comparator would have to wait before giv-
ing the instruction to initiate action until a larger number of messages has
been received, making certain that the correct percept had been identified.
This would inevitably delay reaction, and hence turn differences in errors in
transmission into differences in speed of reaction. The theory is developed in
more detail in Eysenck (1985), and will not here be developed in greater de-
tail. Note, however, that it explains both the longer reaction time for lower
IQ subjects, and also their greater variability. The theory is still, of course,
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highly speculative, as is Jensen’s oscillation theory, but both suggest that un-
derlying differences in speed of reaction there may be more fundamental
physiological and biochemical brain processes related to the transmission of
information.

There are of course many different biological theories relating to intelli-
gence, ever since Spearman’s (1927) early notion of “energy,” and Thomson’s
(1948) notion of number of bonds. Both these notions are equally far re-
moved from being testable, or relating intelligence to existing knowledge of
psychophysiology; in principle, at least, the notions of oscillation and errors
in transmission are testable, and some predictions can be made from them
which have already been found to be verifiable. However, obviously, there is
a long way still to go.

THE “ENERGY” THEORY OF INTELLIGENCE

Weiss (1982, 1984, 1986) has suggested, on the basis of a review of the litera-
ture, that there is now much evidence for a biochemical analogue of Spear-
man’s “mental energy” hypothesis. Early work on such a hypothesis was cited
by Zimmerman and Ross (1944), who reported that feeding of glutamic acid
to dull young rats resulted in a considerable improvement in maze-learning
ability. Another group of workers, also at Columbia University, reported
beneficial effects on the performance of rats in complex reasoning problems
(Albert & Warden, 1944). This work was extended to mentally retarded chil-
dren, with results which suggested that glutamic acid might increase their IQ
as measured by standard intelligence tests; however, not all investigations
have given favorable results, as indicated in the review by Hughes and Zubek
(1956). Many animal experiments, too, have given negative results, probably
because positive results have only been achieved with dull rats (and dull hu-
mans!), so that experiments using average or bright organisms are strictly ir-
relevant to the theory.

These empirical data are supported by theoretical considerations. Zimmer-
man, Burgemeister, and Putnam (1949) have argued that the improvement in
learning ability might be due to the facilitatory effect of glutamic acid upon
certain metabolic processes underlying neural activity. Thus, it is known that
glutamic acid is important in the synthesis of acetylcholine, a chemical sub-
stance necessary for the production of various electrical changes appearing
during neural transmission. It has been found that the rate of acetylcholine
formation could be increased four to five times by adding glutamic acid to di-
alyzed extracts in rat brain (Nachmansohn, J ohn, & Walsh, 1943). In addi-
tion, Waelsch (1951) has shown that the concentration of glutamic acid in the
brain is disproportionally high, as compared with the concentration of other
amino-acids, and is capable of serving as a respiratory substrate in the brain
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in lieu of glucose. Finally, Sauri (1950), experimenting on rats, discovered
that the acid exerts its main effect on the cerebral cortex, lowering its thresh-
old of excitability.

All these results clearly point to the importance of glutamic acid in cerebral
metabolism. Its effectiveness, in dull rats only, suggests that the cerebral me-
tabolism of dull rats is defective in some way, while that of average and
bright rats is normal, allowing glutamic acid to facilitate or improve the de-
fective cerebral metabolism of the dull animals, while having no particular
effect on the normal metabolism of the bright ones. This suggestion is
strengthened by the fact that Himwich and Fazekas (1940), in a careful study
of tissue preparations from the brains of mentally retarded persons, were
able to show that these tissues were incapable of utilizing normal amounts of
oxygen and carbohydrates. In other words, the cerebral metabolism in these
mentally retarded patients was defective.

More recently, work along similar lines has been taken up again, and given
very promising and important results. Thus, IQ has been found to be corre-
lated with the activity of brain choline acetyltransferase to the extent of .81
(Perry et al., 1978), with brain acetylcholinesterase to the extent of .35
(Soininen et al., 1983), and erythrocyte glutathione peroxidase to the extent
of .58 (Sinet, Lejenne, & Jerome, 1979). Cerebral glucose metabolism rates
have also been found correlated with IQ to the extent of about .60 by de Leon
et al. (1983), and Chase et al. (1984). These studies, admittedly, were not in-
tended to clarify the physiological background of normal intelligence, but to
throw light on the metabolic causes of premature senescence and cognitive
losses in Alzheimer’s disease, Down’s syndrome and Parkinson’s disease, and
normal aging (Mann, Yates, & Marcynink, 1984), and this disease may be
viewed as one tail of a continuous distribution. Furthermore, these correla-
tions with IQ have also been confirmed in healthy comparison groups
(Soinine et al., 1984; de Leon et al., 1983, Chase et al., 1984), and hence the
results must be regarded with respect.

Mutatis mutandis, the theory offered by Weiss is not dissimilar to that of
Zimmerman already referred to. As Weiss (1986) points out, the brain
consumes glucose as a normally exclusive source of energy. Although the hu-
man brain represents only 2% of body weight, its energy consumption is
about 20% of total energy requirement (Hoyer, 1982). Compared with the
high rate of utilization, the energy stores in the brain are almost negligible,
and the brain is consequently almost completely dependent on the continu-
ous replenishment of its glucose supplies by the cerebral circulation (Reinis &
Goldman, 1982). Weiss goes on to argue that it would defy most fundamental
laws of thermodynamics if individual differences in brain power did not find
their counterparts in individual differences of brain energy metabolism. This
argument is powerfully strengthened by the fact that two research groups (de
Leon et al., 1983; Chase et al., 1984) report significant correlations of around
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.60 between regional cerebral glucose metabolism rates and a number of 1Q
tests, including memory capacity and mental speed, in both the Alzheimer’s
and control groups (Chase et al., 1984). By positron emission topography of
radioactive fluorine, it becomes possible to quantify glucose metabolism in
milligrams per 100 grams of brain tissue per minute. Now, since both IQ and
glucose metabolism grades are far from perfectly reliably measured, these
correlations must be regarded as very high indeed, suggesting a strong degree
of dependence of intelligence on cerebral glucose metabolism.

Weiss (1986) takes the argument a good deal further, but this is not the
right place to follow a complex biochemical argument, or to indicate possible
criticisms in detail. The small number of normal subjects tested, the un-
known reliability of the biochemical assays, and the failure of the authors
mentioned to address the central issues of Weiss’s argument (understandable
because of their orientation towards medical problems of aging) combine to
make it desirable for a new, large scale investigation to be carried out along
the same lines, but emphasizing proper large samples of normal adults cover-
ing the range of 1Q. However that may be, the data are certainly impressive,
suggesting that glucose, glutamic acid, and other biochemical agents respon-
sible for the energy supply of the cortex, and connected with the production
of neurotransmitter substances, have a vital causal role to play in Intelligence
A, and may be the ultimate source of that “mental energy” which is the under-
lying biological substrate of Spearman’s g (general intelligence). It cannot at
the moment be claimed that the search has ended with these tantalizing find-
ings, but it may be claimed that it has not only begun, but has already made
possible the postulation of specific testable theories.

Another biochemical feature which has been related to mental retardation,
and in particular Alzheimer’s disease, Down’s syndrome, and the Parkinson-
dementia of Guam is chronic calcium deficiency (Abalan, 1984; Barlow,
Sylvester, & Dickerson, 1981). In the three areas mentioned above, the dis-
eases disappeared after access to calcium was increased (Gajdusek, 1985).
There is strong evidence that these diseases share an aetiology in terms of
mineral deficiency (Garruto et al., 1985), and Deary, Hendrickson, and
Burns (1986) have suggested a possible mechanism whereby the process of de-
cline and dementia may be alleviated, and the normal process of aging and
the decline of intelligence retarded. This appears to be another line of re-
search into the causal biological factors determining differences in intelli-
gence which would be worth following up.

SUMMARY AND CONCLUSION

In attempting to come to some conclusions about the results so far achieved,
we must first of all consider the great variability of results reported. Does this
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variability preclude any firm conclusions? The answer to this question is
probably no. Many studies have been done on relatively few cases, and the
probable errors of a product-moment correlation are of course quite high for
small numbers. Let us consider a “true” correlation between RT and IQ of
— .40, and let us assume that the number of cases involved is 25. Under those
conditions, 50% of correlations found in replicated samples would lie be-
tween —.51 and —.29, and half would lie outside these limits. In other
words, even differences as large as those between —.20and — .60 would arise
by chance quite frequently. Thus, variability of results is built into the design
of the experiments by the small numbers of cases usually employed —and it
should be remembered that an N of 25 is a good deal larger than the numbers
sometimes reported!

There are many other reasons for variability, such as the use of different
IQ tests, the use of different RT measures (mean, median, or mode), derived
from varying numbers of observations, variously arranged and spaced, and
the use of many different types of samples of varying range, age, and sex
composition. It would be a miracle if with such a variety of conditions results
would show greater agreement than they do.

We must also consider that, in discussing results, it would not be useful to
use terms denoting the observed relationships as large or small, impressive or
negligible, important or irrelevant. The size of correlations should always be
seen in the context of expectations based on theory—if a correlation is ex-
pected to be in the neighborhood of — .40, then a correlation of — .20 would
be small, one of —.60 would be large. If the expected correlation is around
— .80, then one of — .60 would be small! Furthermore, correlations should
never be compared unless corrected for range of ability; such corrections
should always be reported. Finally, from the theoretical point of view, it is
important that corrections for attenuation should be made, particularly in
view of the low test-retest reliability of RT measures. Such corrections, of
course, are not very relevant to the practical use of the test, but from the theo-
retical point of view they are all-important. After all, we are concerned with
the “true” relationship between I1Q and RT; these relationships are seriously
underestimated if we use very unreliable measures of either or both.

Multiple Rs are reported by many authors, and it seems reasonable to com-
bine different measures, such as RTs, MTs and variabilities. However, multi-
ple Rs, even if shrunk to avoid capitalizing on chance errors, are inherently
very unstable when based on small numbers of subjects, and may be quite
misleading. Measures should only be combined if both the measures used and
their weighting is determined beforehand, preferably on the basis of previ-
ously reported investigations. Otherwise, multiple Rs are probably not a
good guide to the “true” relations obtaining between variables.

Finally, we should look at the observed relationships in terms of the corre-
lations usually found between IQ tests. Clearly, it is unlikely that RT and IQ
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measures would correlate more highly than 1Q measures do with each other;
indeed, theory dictates that, because IQ measures share certain noncognitive
elements, they should correlate more highly together than any of them would
with an RT measure not influenced by these noncognitive factors. Using a
very rough estimate, we might say that IQ tests intercorrelate around .75
when they are relatively similar in structure, such as the Binet and the
Wechsler, but that the correlation drops to about .50 to .60 when they are
rather dissimilar, such as the Wechsler and the Raven. If RT measures encap-
sulate the biological essence of g, then we could expect observed correlations
on suitable samples, corrected for attenuation, to be around .5 to .6, no
higher. If they are higher than this, then the difference should not be larger
than twice the standard error of the correlation itself; otherwise, the observed
correlation would be too high to be in accord with the theory. Equally, results
would not be in accord with the theory if the correlation were more than two
or three standard deviations below that value.

Granted these boundary conditions, we find that, on the whole, results are
in good accord with theory, in that choice RT and MT measures, and
variabilities of these measures, correlate with IQ around .4, where no correc-
tion is made for attenuation, and between .5 and .6 when such corrections are
made. This is true also of such more complex measures as the Sternberg or
Posner paradigms. For IT, results are more divergent than for RT, but this
may be due to the fact that the experimental paradigms used are much more
dissimilar. The low results reported by Irwin (1984) may be contrasted with
the high correlations reported by Raz, Willerman, Ingmundson, and Hanlon
(1983) and Raz and Willerman (1985). Irwin, using a visual inspection time
task for 50 children, concluded that results “do not support earlier claims that
inspection time is closely related to conventional measures of intelligence”
(p. 47). Raz et al. (1983) reported correlations for auditory IT (pioneered by
Deary, 1980) ranging from — .51 to — .74, and Raz and Willerman (1985) re-
ported values of —.58 to —.59. These values are much more in line with
those reported by Brand (1981; Brand & Deary, 1982). Even the values for
auditory inspection time quoted by Irwin (— .32 and —.23 for verbal and
nonverbal intelligence test respectively) are not significantly different from
those reported by Raz and his colleagues, although those for visual IT are in-
deed very low.

Contrary to the expectations expressed by both Jensen and the Erlangen
School, neither the Hick slope nor the increase in RT-IQ correlations with in-
crease in the number of bits in the stimulus array can be said to have given
very high correlations. For the slope parameter correlations of — .30 may be
regarded as typical, and while there is an undoubted and marked increase as
we go from simple to choice reaction time, increases from one to three bits of
information are not paralleled by any marked increase in correlation between
RT and IQ. These disappointing findings may be related to the fact that
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Hick’s law is not obeyed by all subjects, and as many as 20% or more may
show widely differing regressions. When such subjects are removed, the re-
mainder show higher relationships, but, of course, until and unless an expla-
nation is found for the departure from Hick’s law of the remaining subjects,
such an omission would be arbitrary and of little theoretical interest.

Does the fact that the correlation between simple reaction time and IQ is
not zero contradict our theory? It is true that simple reaction time according
to Hick implies zero bits of information, but that, of course, is a highly artifi-
cial way of looking at the situation. The subject is not getting any informa-
tion from the lighting up of the lamp as to which target is going to be lit, but
he or she does receive information about when the target is being lit. In other
words, even when there is only one light and no choice, some cognitive pro-
cessing has to take place, representing the duration of encoding of the stimu-
lus together with the time taken to decide on the execution of the response.
Admittedly, these cognitive processes are very rudimentary, and hence corre-
lations with IQ will be expected to be much lower than when choice is in-
volved, but would not be likely to be reduced to zero.

If simple reaction time were qualitatively different from choice reaction
time, and carried no traces of cognitive processing, then one would expect
that taking the difference between simple and choice RT for a given person,
and correlating this difference with IQ, would increase correlations because
of the elimination of irrelevant material. Carrying out this process on the
data presented by Barrett, Eysenck, and Lucking (1986) showed that correla-
tions were reduced rather than increased, thus demonstrating that if we
postulate cognitive processes in choice reaction time, we must also postulate
similar processes, if at a more rudimentary level, in simple reaction time
measurement.

On the whole, results are in reasonable agreement with the general theory
outlined at the beginning of this chapter. As shown in Figure 8, we may
equate Intelligence A (biological intelligence) with some such concept as
error-free transmission of information through the cortex. It is not suggested
that this is the only paradigm that fits the data, but at the moment we believe
it has more evidence in favor of it than various alternatives, such as Jensen’s
oscillation model. Differences in error-free transmission lead to differences
in IQ, mainly through the influence of error-free transmission on mental
speed. Error-checking and continuance are noncognitive variables which in-
fluence IQ, but do not influence error-free transmission; hence, 1Q (Intelli-
gence C) is an impure measure of intelligence. More complex still than IQ is
Intelligence B (social intelligence), which comprises a number of cognitive ac-
tivities (reasoning, judgment, problem-solving, learning comprehension, use
of strategies, eduction of relations and correlates, etc.) which are largely in-
fluenced by biological intelligence differences, but which are also determined
in part by extraneous variables such as personality, education, knowledge,
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FIGURE 8. Relation between biological and social intelligence, with tripartite division
of IQ as intermediary.

socio-economic status, etc. Such a model, at the moment, seems in good ac-
cord with the facts, but it does, of course, need a great deal of detailed work-
ing out before it can be considered firmly established (Eysenck, 1986).

Can we regard a theory concentrating on speed of information processing
as having explanatory value for such a concept as “intelligence” which, ac-
cording to Spearman (1927), is essentially noegenetic, i.e., which produces
novel concepts and solutions? Work on artificial intelligence suggests that
this may be so (Winston, 1984; Lenat, 1977, 1982). In some way, obviously,
this must indeed be so, as otherwise we would have to postulate some kind of
problem-solving homunculus in the brain, which is all that most current theo-
ries of intelligence boil down to. Such a postulation would, of course, be
useless, but it cannot be said that very much progress has been made in
translating the simple processes of information processing into the creation
of novel solutions. If this really entails nothing but the eduction of relations
and correlates, then it should not prove too difficult to elaborate such a
theory.

I'have ventured to suggest that we are faced with a revolution in the theory
and measurement of intelligence (Eysenck, 1983). This revolution, in es-
sence, takes an important step further the theoretical foundations given to
the experimental study of intelligence by Galton, Spearman, and Burt. Like
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all scientific revolutions, this one too confronts many anomalies, but it may
be hoped that these will be eliminated in time by the process of “normal sci-
ence,” i.e., the puzzle-solving application of the scientific method to specific
problems. It is also to be hoped that there will be a closer contact between in-
vestigators interested in individual differences, and those who study reaction
time experimentally, and attempt to elaborate theoretical positions (Smith,
1968). The study of choice reaction time as a measure of intelligence has not
paid much heed to the work done by experimentalists; it seems likely that
only by doing so will we gain a better understanding of the way in which IQ
and RT are linked, and the fundamental biological factors which determine
speed of mental functioning.
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CHAPTER 3

Elementary Cognitive
Correlates of G:
Progress and Prospects
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The study of intelligence has occupied philosophers since the time of the an-
cient Greeks and is one of the most widely researched areas in contemporary
psychology. However, despite the long history of interest in the construct,
there is no unified concept of what intelligence is; rather, several alternative,
though not necessarily mutually exclusive, theories compete. Theories of in-
telligence range from practical, ecological approaches that stress adaptation
to the environment in which an individual lives, to statistically defined con-
ceptions derived from individuals’ performance on a variety of tests, to infor-
mation processing approaches, which generally employ reaction time para-
digms in which the dependent variable is speed of response to stimuli with
differing cognitive demands. Each of these general approaches has several
variants that differ both theoretically and methodologically.

In the present chapter, we will have occasion to refer to measures we term
Galtonian and Spearmanian measures, because the types of measures resem-
ble those used by Galton and Spearman, respectively, in their early and im-
portant programs of research. We use the term Galfonian measures to refer
to measures such as reaction time, each observation of which is made on a
highly differentiated scale. Galton used measures such as reaction time to dif-
ferent kinds of stimuli, various measures of strength and perceptual acuity,
and so on, in his investigations of human capacities (Galton, 1885; see also
Johnson, McClearn, Yuen, Nagoshi, Ahern, & Cole, 1985). Most of Galton’s
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measures had a very low cognitive loading, but yielded data on highly differ-
entiated quantitative scales.

We use the term Spearmanian measures, on the other hand, to refer to the
types of items typically found on psychometric tests of ability. Each such
item usually has only one correct answer and is scored in dichotomous
fashion. A highly quantitative scale, allowing precise representation of indi-
vidual differences, is obtainable only by summing across a large number of
dichotomously-scored items. Because such items tend to have some cognitive
loading, the summary score across a collection of items tends to predict im-
portant educational and academic criteria, such as success in school, quite
well. Several historically important attempts to correlate performance on
Galtonian measures with performance on Spearmanian measures led to nota-
ble, but disappointing results (Sharp, 1898-99; Wissler, 1901). However,
more recent work (Jensen 1982, 1985, 1986; Vernon, 1985) has reported con-
sistent, theoretically interesting patterns of correlation between the two types
of measures.

In this chapter, we will first outline several major approaches to the study
of intelligence, placing special emphasis on work done in the tradition of
Spearman and Galton. Second, we will outline the major reaction time para-
digms that have been used in correlational studies with psychometric mea-
sures of g, and summarize conclusions that we feel can be drawn from the rel-
evant literature. In reviewing these paradigms, we will stress critical issues in-
volved in the search for explanations of the relationships between Galtonian
and Spearmanian measures. Third, we will present recent data from our lab-
oratory that address several issues regarding observed correlations between
measures of intelligence and reaction time, concentrating on the Hick para-
digm. Fourth, and lastly, we will offer some suggestions for research that we
feel will be useful for further exploration of the practical and theoretical
meaning of the relationships between Spearmanian and Galtonian measures.

APPROACHES TO THE STUDY OF INTELLIGENCE
Ecological

The ecological approach to the study of intelligence is set within the frame-
work of the naturalistic study of human behavior. Adherents of this ap-
proach are critical of the classical psychometric perspective, which assumes
that intelligence is a trait possessed to a greater or lesser extent by individuals
and measurable in controlled and standardized assessment situations. The
study of limited relationships among test items that seem to have only periph-
eral usefulness in advancing our understanding of how intelligence develops
and is manifested in everyday life situations is seen as potentially misleading,
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providing little information concerning how individuals interact with and
adapt to their environments (Berry, 1980; Charlesworth, 1979).

The belief that the organism actively constructs its world is a fundamental
epistemological assumption underlying theory and research guiding the eco-
logical approach to the study of the development of intelligence (Elkind,
1981; Reese & Overton, 1970; Overton, 1984). The epistemological implica-
tion of constructivism is the conception that knowledge, and its correlate, in-
telligence, are created through interactions of the individual with his or her
environment. Such individual-environment interactions begin with the activ-
ity of the individual, activity that is the sole avenue for the development of
mental structures that are functionally more adaptive to the environment and
its demands than previous forms of mental organization. The ecological re-
search agenda are motivated by the attempt to assess the content of thought
and the function of thought for individuals in their day-to-day interactions
with their world. The preceding research agenda imply a larger sphere of re-
search and theory than do approaches which attempt to measure single or
multiple traits. They call for measurement approaches that include natural-
istic observation as well as the adaptation of measurement techniques that
take into account specific factors of the groups or individuals being tested. If
insufficient care is taken to assess the person’s fit to his or her environment,
assessed performance levels may be quite unrepresentative of the cognitive
competence of the individual or the group. Exemplary studies within the eco-
logical approach are the work by cross-cultural psychologists such as Cole
and Scribner (1974), Berry (1985), and Dasen (1985). Also stressing the need
to ensure representativeness of assessed performance, and hence also within
the ecological approach, are researchers, such as Day, French, and Hall
(1985), Carlson and Wiedl (1980), and Arbitman-Smith, Haywood, and
Bransford (1984), who apply dynamic assessment techniques to the study of
individual and group differences.

Although the ecological approach involves both theory and method that
appear to be at odds with the traditions of the classical psychometric ap-
proach, the bases for the two approaches may be more similar than is often
thought. For example, it was the work of Sir Francis Galton that gave pri-
mary impetus to the study of intelligence in the modern era. Galton, consist-
ent with the views of his cousin Charles Darwin, was convinced that the de-
velopment of intelligence was the product of evolutionary processes and that
intelligence could be understood fully only if one took a perspective apprecia-
tive of the view that intelligence, and its application to life situations, has pri-
mary adaptive and survival value for the species. For Galton, intelligence can
only be understood fully in the context of phylogenetic processes and devel-
opments. Furthermore, Galton’s (1869) classic work on the study of the En-
glish nobility, Hereditary Genius, was based on quasi-observational, histor-
ical methods.
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The work of Binet and Simon was also largely motivated by practical con-
cerns: those surrounding the real, everyday problem of educating subnormal
and potentially subnormal children. The pragmatic concerns surrounding
the use of performance on ability measures to predict which children were
likely to profit from formal, public education were of great importance to
Binet and Simon. In fact, it was the prediction of school performance that
laid the basis for the claims of validity that Binet gave to the concept of
intelligence.

In a similar, though more encompassing manner, David Wechsler (1939,
1975), the author of the currently most widely used intelligence scales, has
emphasized the importance of viewing intelligence as primarily related to
practical, life-relevant concerns. Wechsler has remained consistent in his
view that intellence is “the aggregate or global capacity of the individual to
act purposefully, to think rationally, and to deal effectively with his environ-
ment” (Wechsler, 1939, p. 3). More recently, Wechsler (1975) has suggested
that abstract problem solving and the purely intellective aspects of intelli-
gence constitute only a part of the definition of intelligence and intelligent be-
havior. Although the various Wechsler scales may fall short of his guiding,
global definition of intelligence, the general views concerning intelligence
voiced by Wechsler are consistent with an approach that appreciates the sig-
nificance of the ability of the individual to adapt to his or her environment.

Psychometric

The psychometric approach to the study of intelligence is based largely on
studies utilizing correlational and factor analytic techniques. The goal of the
use of these statistical methods in the study of intelligence is to analyze and
account for individual differences in patterns of response to tests that are
made up of items meeting certain theoretical and practical criteria. Theoreti-
cal criteria can range from perspectives holding that tests and test items
should be independent of particular cultural content and universally applica-
ble, to perspectives recommending use of items that have particular cultural
relevance and salience. Approaches consistent with the former perspective
are represented by a host of workers in the field of intelligence. To name only
a few, these include Cattell and Horn (1978), Spearman (1923), Raven
(1960), Porteus (1965), and Vernon (1962). The latter perspective is less well
represented, although culturally specific tests have been developed. The tests
created by Binet and Wechsler are more difficult to classify, as they appear to
lie somewhere between the culture-fair test approach and the approach that
attempts to incorporate specific cultural factors into test development.
Although the history of the psychometric approach can be traced back to
the pioneering efforts of Galton, factor analytic theories soon became the
hallmarks of the approach. Best known among the factor analytic theories
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are those developed by Spearman (1927), Burt (1949), Thomson (1951),
Thurstone (1938), Vernon (1962, 1969), Guilford (1967), Cattell (1971), and
Cattell and Horn (1978).

Spearman (1904) provided the first formal or mathematical statement of
the common factor model, a model that was, however, limited to specifica-
tion of a single common factor among a set of measures. The mathematical
model developed by Spearman embodied a two-factor theory, as two classes
of factors were hypothesized. The first class had a single member, the one
general factor that was common to all tests in an analysis and, by extension,
that represented the single element in common among all types of intellective
activity. The second class of factors contained a theoretically infinite number
of unique factors, each representing a combination of error variance as well
as reliable variance specific to a given test, i.e., any particular form of intel-
lective activity.

Rather later, Spearman (1923, 1927) provided something of comparable or
greater value: a psychological theory of the cognitive bases of his two-factor
theory of general intelligence. Spearman posited three processes that consti-
tuted the ways in which intelligence was exhibited: the apprehension of expe-
rience, the eduction of relations, and the eduction of correlates. The factor
motivating an individual’s cognitive activity was assumed to be mental en-
ergy, a force directed to certain “engines” or mental structures that were ap-
propriate to the intellective task at hand. As the construct of nonspecific
mental energy appeared to correspond well to the mathematically defined
general factor, g, and the “mental engine” construct corresponded to the
unique factors, the results of many analyses reported by Spearman (1927)
lent credence to the hypothesis that there is a single, general factor of intelli-
gence and that this factor perhaps has a biological and a genetic basis.

For many years, the major alternative to the two-factor theory of Spear-
man was the theory of primary mental abilities proposed by Thurstone and
his associates (Thurstone, 1938). According to Thurstone’s theory, there is a
small number of functional unities or primary factors that reflect intellective
performance in delimited domains. The several factors, while statistically
correlated, were hypothesized to have functionally independent bases at both
the cognitive and physiological levels.

Toward the end of their careers, Spearman and Thurstone were forced to
accede to patterns of empirical data, Spearman admitting the existence of
group factors and Thurstone recognizing the presence of a general factor ob-
tained from analyzing correlations among obliquely rotated primary factors.
The resulting portrait of ability structure was a hierarchy of factors, with
more general factors toward the top of the hierarchy and more specific fac-
tors lower in the hierarchy. Such a hierarchy appears to fit well the models
discussed by British theorists such as Burt (1949), Thomson (1951), and
Vernon (1962). In the most complete presentation of the model, Vernon
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(1962) had g, or general intelligence, at the apex of the hierarchy; two major
subgeneral factors, verbal/educational (v:ed) and spatial/mechanical (k:m),
immediately below g; and the array of narrower group factors at a lower
level.

Given the general similarity of the hierarchical factor structures of human
abilities presented by Vernon (1962) and others, it appears that all previous
factor models of human abilities, except for the model developed by Guilford
(1967), may be represented by a single hierarchy of factors. Indeed, Gus-
tafsson (1984) claimed that a single hierarchial model well described previous
research and theory on abilities and presented empirical evidence consistent
with such a model. However, there are at least two considerations which are
relevent before a single hierarchical model is accepted. First, Cattell (1971)
predicted, on the basis of his theory of fluid and crystallized intelligence, that
tests assessing types of knowledge that are explicitly taught should load on a
crystallized intelligence factor regardless of the content included on the test.
In line with Cattell’s prediction, mechanical knowledge tests tend to load
most highly on the crystallized intelligence factor, a finding replicated in
many studies. This stands in contrast to the ability hierarchy presented by
Vernon (1962), according to which tests of mechanical knowledge should
load on the k:m subgeneral factor, a factor otherwise very similar to a fluid
intelligence factor. Second, and more important for the present chapter,
Cattell’s theory of fluid and crystallized intelligence throws some doubt on
the interpretability of a g factor. Since fluid and crystallized intelligence have
different life span trends (Horn, 1980) as well as different heritabilities
(Cattell, 1985), it is important that they be differentiated and not simply sub-
sumed under one general rubric. Although evidence has been presented
(Jenkinson, 1983) that performance for sixth grade subjects derived from
several reaction time tasks correlates at about the same level of magnitude
with both fluid and crystallized intelligence, it may be that different patterns
of relationships would be found for subjects at different age levels.

Information Processing

There are several variants within the information processing approach to
the study of intelligence, each focusing on different aspects of cognitive func-
tioning. Two of the more general approaches are termed the cognitive corre-
lates approach and the cognitive components approach (Pellegrino & Glaser,
1979). What they have in common is a shared paradigm of measuring rate or
speed of reaction to stimuli with the aim of determining the type of mental
representation or mental process central to a given type of intellectual activ-
ity. What separates the two approaches is the level of specificity of the pro-
cessing models proposed. The cognitive correlates approach, on the one
hand, focuses on relating performance on well-researched reaction time par-
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adigms to performance on ability measures, such as traditional psychometric
tests, without having explicit models specifying the elementary information
processes involved in the reaction time tasks and the ability measures, thus
failing to specify the bases of individual differences in either type of measure.
The cognitive components approach, on the other hand, seeks explicitly to
analyze the essential elements of complex reaction time tasks into the serial
operation of a number of elementary information processes. Information
processing strategies and regression weights for elementary processes are
then correlated with performance on traditional individual difference mea-
sures of the same ability, to determine which parameters derived from the re-
action time task account for observed individual differences on the tradi-
tional types of measures.

Since the focus of this chapter is on estimating the relationship between
psychometric or Spearmanian measures of g and reaction time measures de-
veloped in the Galtonian tradition, we limit our discussion below to work
done within the cognitive correlates approach. The so-called Galtonian mea-
sures we will discuss will be inspection time, evoked and event related poten-
tials, and simple and choice reaction time. The former two approaches, in-
spection time and evoked and event related potentials, will be discussed only
briefly. More detailed attention will be given to the simple and choice reac-
tion time paradigm, as a great deal of attention has been given to this latter
topic in current research literature.

MAJOR REACTION TIME PARADIGMS
Inspection Time

The inspection time (IT) paradigm is one in which the subject is asked to dis-
criminate between the length of two lines of obviously different length that
are presented side by side on a tachistoscope. The initial presentation dura-
tion is such that the subject is able to make the discrimination without diffi-
culty. This is followed by decreasing the presentation duration, until the sub-
ject is brought to the level of exposure where he or she can make the
discrimination with some predetermined level of accuracy (e.g., 85% or
95%). For nonretraded subjects, presentation durations ranging from 100 to
150 milliseconds (ms) are typically sufficient to allow discrimination of the
length; for mildly retarded subjects, presentation durations approximately
double those for the nonretarded are needed. These findings, using extreme
group designs, suggest that mental age is a salient variable explaining differ-
ence in IT results. There is evidence, however, that this may not be the case,
as differences in IT performance between mentally retarded and nonretarded
individuals may be significantly related to differences in cognitive strategy
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(Lally & Nettelbeck, 1977; Nettelbeck, 1982), and not simply differences in
mental ability. Furthermore, evidence concerning the magnitude of correla-
tion between IT and g-loaded measures is mixed. Some (e.g., Eysenck, 1983),
claim very strong IT-IQ correlations, correlations of the magnitude of —.80
to —.90; others (e.g., Nettelbeck & Kirby, 1983) report correlations between
IQ and IT around —.50; yet others (e.g., Vernon, 1983) have found correla-
tions between IT and IQ to be essentially zero.

Results such as these indicate that a great deal of additional research is
needed to establish (a) the magnitude of the relationship between IT and IQ,
and (b) the functional nature of the IT-1Q relationship. Accordingly, caution
should be used when generalizing about the usefulness of the inspection time
paradigm as an index of general intellectual functioning.

Evoked and Event Related Potentials

One of the early empirical studies assessing the relationship between average
evoked potential (AEP) waveform and psychometric intelligence was carried
out by Ertl and Schafer (1969). Correlating latencies of the first four sequen-
tial components of the AEP with levels of performance on the Wechsler In-
telligence Scale for Children and the Primary Mental Abilities Test, Ertl and
Schaefer (p. 422) concluded that “evoked potentials, which reflect the time
course of information processing by the brain, could be the key to under-
standing the biological substrate of individual differences in behavioural in-
telligence.” The IQ-AEP correlations on which Ertl and Schafer based this
conclusion ranged from .10 to .35, correlations that are surely interesting,
but seemingly not of the magnitude to permit as bold a statement as was
made.

An encompassing theoretical model, both positing and explaining a strong
relationship between AEP and psychometric measures of g, has been put
forth by A. E. and D. E. Hendrickson (Hendrickson & Hendrickson, 1980;
Blinkhorn & Hendrickson, 1982; A. E. Hendrickson, 1982; D. E. Hendrick-
son, 1982). Assuming the common metaphor of the mind as computer, the
Hendricksons suggested that differences in hardware, which can be assessed
by waveforms evoked by auditory stimuli, reflect differences in biological
constitution and may explain individual differences in psychometric mea-
sures of g. Central to the theorizing of the Hendricksons is what they term an
R parameter, an estimate of the capacity of the brain’s neuronal system for
error-free synaptic transmission of impulses. The higher the value of the R
parameter, the greater the efficiency of the nervous system, and the greater
the probability of error-free signal transmission. These, in turn, are associa-
ted with higher levels of intelligence as well as more complex, longer AEPs.

The empirical support for the Hendrickson model comes primarily from
their own work. In these studies, the AEPs were elicited by 85 decibel clicks,
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and the summary AEP waveform was obtained by averaging over the first
256 ms of a large number of individual evoked potentials. Using several mea-
sures of complexity of the AEP waveform, Blinkhorn and Hendrickson
(1982) found a .54 correlation between AEP and IQ as assessed by the Raven
Progressive Matrices, and D. E. Hendrickson found a .72 correlation be-
tween AEP and overall performance on the Wechsler Adult Intelligence
Scale. Research replicating and extending the Hendrickson findings was re-
cently reported by Haier, Robinson, Braden, and Williams (1983). In this
study, Haier et al. provided evidence of correlation between AEPs and intel-
ligence of the same general magnitude as those reported by the Hendrick-
sons. Further, Haier et al. demonstrated that stimulus intensity affects
AEP-intelligence correlations, and that that N140 and P200 portions of the
AEP waveform were the primary components responsible for the AEP-IQ
correlations.

Evidence consistent with these results has been recently summarized by
Schafer (1985), who described previous work (Schafer, 1982, 1984) demon-
strating substantial correlations between evoked potential amplitude and
psychometric measures of g. In the 1982 study, Schafer presented three audi-
tory stimulus conditions to mentally retarded and nonretarded adults. The
three conditions involved presenting the stimuli (a) periodically, (b) ran-
domly, and (c) contingent on the subject’s own action. The findings indicated
that the nonretarded subjects showed temporal expectency effects; thus,
when the auditory inputs were presented in the periodic or self-activation
conditions, the AEPs were smaller than when the inputs were randomly pre-
sented. The data from the retarded subjects, on the other hand, indicated no
such expectancy effects. Schafer concluded that the retarded individuals did
not show the same level of inhibition as did the nonretarded subjects. Using
data from 74 adult subjects, Schafer found a correlation of .66 (.82, cor-
rected for attenuation) between IQ and a neural adaptibility score derived
from the AEPs. These results were substantiated by a later study (Schafer,
1984) which, based on 52 subjects, revealed a correlation of .59 between level
of AEP inhibition and WAIS IQ. Schafer (1985, p. 241) concluded that: “By
identifying correlates of g factor intelligence outside the psychometric realm
the evoked potential studies may help to elucidate the essential nature of g
and hence of human intelligence.”

Another approach using the evoked potential paradigm focuses more
directly on individual differences in information processing elements or
components. Here, problems whose solution requires specific cognitive pro-
cesses are presented to the subject. Presentation of such problems elicits
event-related potential waveforms that relate to specific information proces-
sing activities such as recognizing, encoding, classifying, selecting, memoriz-
ing, decision-making, etc. (Hillyard & Kutas, 1983; Kutas, McCarthy, &
Donchin, 1977). The waveforms elicited are complex and represent both
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exogenous, stimulus-related factors, and endogenous, information-pro-
cessing-related factors. The latter are usually assessed by the negative Nd
wave and the positive P300 wave, both of which are observed 300 ms after
stimulus presentation. The study of longer, event-related potentials stands
in contrast to the study of early evoked potentials, such as used by the Hen-
dricksons and Schafer; the latter appear to indicate level of anatomic devel-
opment of the cortex and the fact that cortical pathways are functioning,
while the former reflect the degree to which stimuli are processed (Parmellee
& Sigman, 1983).

Related to this point, Donchin (1979) described some interesting research
and theorizing concerning the relationship of speed-accuracy trade-offs in
reaction time to the P300 waveform and biocybernetic systems. In one study,
subjects were presented a series of male and female names on a cathode-ray
tube. The subjects were asked to classify the names presented as either male
or female. Two conditions were involved: (a) one in which the subjects were
instructed to be certain that the classifications were correct, and (b) a second
in which the subjects were asked to classify the names as quickly as possible.
For the first condition, mean reaction times ranged from 536 ms for the cor-
rectly identified female names, to 632 ms for the correctly identified male
names. For the second condition, the mean reaction times were 389 ms and
537 ms, respectively. The increased speeds of reaction were accompanied by
increased numbers of classification errors. Of particular significance in
evaluating the role of the P300 waveform as an index of cognitive func-
tioning, gender classification errors were correlated with latency of the P300.
When subjects reacted prior to the onset of the P300 wave, i.e., the reaction
time for the male-female name classification was prior to the P300, the re-
sponse was usually incorrect. When, on the other hand, the reaction time was
slower than the onset of the P300, the subject was generally correct in the
name-gender classification task. These results indicate that errors arise when
speed of reaction outpaces the cognitive activity necessary for successful
completion of a task and the manifestation of the P300 waveform indicates
that appropriate task-related cognitive processes were engaged in by the
subject.

In conclusion, it appears that interpretation of the meaning of the early
waveforms observed by the Hendricksons, Schafer, and others is compli-
cated by several factors: (a) that exogenous factors may be significantly in-
volved in their manifestation, (b) that selective auditory attention may be an
important factor in the results (Nddtdnen, 1982; Vanderhaeghen, 1982),
and (c¢) that meaningful, correct results of cognition may have little to do with
average evoked potentials. Nonetheless, and these caveats notwithstanding,
the recent research on early evoked potentials is astounding in its implica-
tions. If the correlation between waveform and intelligence can be reliably
shown to be of the magnitude reported by the Hendricksons, Schafer, and
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other researchers in the area, new conceptualizations of the bases of individ-
ual differences in intelligence will have to be developed.

Simple and Choice Reaction Time

The history of reaction time investigations can be traced back to the work of
Donders (1969, originally published in 1868), who developed the subtractive
method to estimate the time required for execution of elementary cognitive
processes underlying choice reaction time. Prior to Donder’s work, it was as-
sumed that neural transmission and thinking were instantaneous. More re-
cently, reaction time indices have been used for measuring speed of response
for both simple and complex mental processes. The former is exemplified by
the work of Hick (1952) and Hyman (1953), who investigated the relationship
between reaction time and probabilistic uncertainties related to amount of in-
formation presented. The latter is represented by approaches that focus on
separating fundamental aspects of the information processing system into
component parts such as access to short-term and long-term memory. (For a
detailed historical overview, the reader is referred to A. R. J ensen, 1982.)
The so-called Hick paradigm involves measuring simple and choice reac-
tion time. Simple reaction time is assessed by measuring how long it takes a
subject to lift his or her finger from a “home” button following the onset of a
light located on a console directly in front of the subject. The time from onset
of the light until the subject lifts his or her finger is termed the reaction time
(RT). Movement time (MT) is measured by the time it takes the subject to
move his or her finger from the “home” button to a button directly in front of
the light that went on. Choice reaction time is measured in exactly the same
way, except that the complexity of choice increases. That is, rather than one,
known light that will go on, the subject is uncertain about whether one of two
(one bit of information), one of four (two bits of information), or one of
eight lights (three bits of information) will go on. For both simple and choice
reaction time, the subject is given a variably timed warning signal, usually be-
tween 2 and 5 seconds, before the onset of one of the stimulus lights.
Carroll (1981) analyzed the simple and choice reaction time task in terms of
the processing elements hypothesized to be involved in subject response. This
is depicted in Figure 1. As may be noted from examination of the diagram,
the task requires that respondents complete a series of independent informa-
tion processing steps. These steps include attending to the warning signal and
stimulus source, apprehending and encoding the stimulus, and converting
the encoded stimulus into a plan to execute the action of lifting the finger
from the “home” button and moving it to the appropriate button in front of
the light that went on. Carroll used the term decision time to refer to the time
the subject takes from the onset of the stimulus light to the execution of
lifting the finger from the “home” button. Usually, decision time is simply
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referred to as reaction time. Although the diagram implies that the various
attentional and information processing requirements are serially executed
and independent, such may not be the case. In fact, there is strong evidence,
to be discussed later, that individual differences as well as situational differ-
ences in the early part of the sequence may have pronounced effects on RT
and MT performance.

A second type of choice reaction time task was developed by Sternberg
(1966) to assess rate of search in short-term memory. The Sternberg para-
digm involves presenting on a monitor a string of between one and seven dig-
its, followed by a short delay, usually 2 to 5 seconds in duration, and then
presentation of a digit that may or may not have been in the original display.
The task for the subject is to indicate, as quickly as he or she can, whether or
not the probe digit was in the original display. The time between presentation
of the probe digit and the subject’s response is the time taken to search the
contents of short-term memory and make the requisite motoric response.

A third, classic paradigm, designed to assess speed of access to in-
formation stored in long-term memory, was developed by Posner, Boies,
Eichelman, and Taylor (1969). In the so-called Posner paradigm, the subject
is presented with letters that are physically the same or different (AA or AB)
or semantically the same or different (Aa or Ab). The task of the subject is to
indicate as quickly as possible whether subsequent paired letter presentations
are physically and sematically the same or semantically the same but physic-
ally different. In order to make the response that a pair of letters is physically
different but sematically the same, the subject must access semantic informa-
tion stored in long-term memory; physically identical stimuli, on the other
hand, require no such accessing of long-term memory, as simple perceptual
comparison is all that is required to make a correct response.

The application of the general paradigms described above has, for the
most part, involved study of specific information processing requirements of
the tasks at the group level. More recently, there has been a significant
amount of interest in research aimed at relating performance on a variety of
reaction time measures, such as the Hick, Sternberg, and Posner paradigms,
and variants of these, to psychometric intelligence, namely the general factor
defined as Spearman’s g. (Again the reader is referred to A. R. Jensen, 1982,
for an historical overview.) As will be seen later in the chapter, most of this
work has been directed at ascertaining the reliability and magnitude of cor-
relations between reaction time parameters and intelligence. This is, un-
doubtedly, an important first step in the scientific investigation of an area.
Nonetheless, it seems to us that the functional basis of the observed relation-
ships needs to be demonstrated if the data are to be practically and theoreti-
cally meaningful. We will turn now to some of these considerations.

Different aspects of information processing, as assessed by reaction time
measures, have been schematized in a general taxonomy of mental opera-
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tions by Posner and McLeod (1982). The schematization, which is presented
in Figure 2, has heuristic value for the purposes of this chapter, inasmuch as
it may help to clarify potential theoretical and methodological issues con-
cerning observed reaction time-psychometric g correlates, and, at the same
time, give direction to the search for establishing the functional basis of these
relationships.

Posner and McLeod posit two dimensions, specificity and dynamics, for
classifying cognitive processes. Specificity refers to the degree of generality
of application of a mental operation or structure; operations that are specific
have applicability to only a rather delimited range of stimuli or problems,
whereas operations that are more general have a much wider range of appli-
cability. Dynamics, on the other hand, refers to distinctions that separate rel-
atively enduring components, such as access to semantic knowledge, that
change relatively slowly, from temporary components that change during ex-
ecution of a task, potentially resulting in modification of performance. The
four resultant types of process comprising the two-by-two classification are
termed structure, trait, strategy, and state. The four types of processes are
only partially independent, and may functionally interact to affect perform-
ance on a task; or, the types of processes may be impossible to separate
conceptually or psychologically. For example, although strategies may be
temporary and learned within a given situation, they may also be stable and
enduring, constituting a fundamental, structural aspect of an individual’s
learned behavior repertoire. Hence, although the “strategy” and “structure”
categorizations appear to be separate, they do not necessarily represent func-
tionally or theoretically independent entities.

DYNAMICS

ENDURING TEMPORARY
z SPECIFIC STRUCTURE STRATEGY
S
"
O
wi
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GENERAL TRAIT STATE

FIGURE 2. Taxonomy of Mental Operations. After Posner and McLeod, 1982.
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Much of the research focused on exploring the relationships between reac-
tion time measures derived from the Hick, Sternberg, or Posner paradigms
and g appears to be guided by the assumption that the information processing
components involved are both general and enduring, reflecting a fundamen-
tal, relatively static trait. It can be assumed that individual differences in the
components assessed are substantially derived from individual differences in
basic features of the neuro-anatomical system. Such a position is consistent
with certain psychometrically based theories of intelligence, particularly
Spearman’s theory, according to which psychometric intelligence is assumed
to be a trait that has its origins in neuro-anatomical structure and function.
Therefore, based on Spearman’s theory, individual differences in elementary
information processing components and psychometric measures of g can be
traced eventually to differences in biological make-up and function. Correla-
tions observed between RT parameters and IQ are interpreted as evidential
support for the centrality of the biological nature of intelligence.

The neurological or physiological models posited by the Hendricksons and
by A. R. Jensen illustrate this point. In the Jensen model, which is shown in
Figure 3, oscillations in excitatory potential are hypothesized to affect both
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FIGURE 3. Oscillation or waves of excitatory potential above and below threshold
(horizontal lines) for excitation, showing faster and slower waves and stimuli (Si, S2, S3)
entering at different points in time. After Jensen (1980).
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reaction time performance and general intelligence. The prime explanatory
factor for individual differences in performance on RT tasks, as well as on
measures of g, is that individual differences in frequency of oscillation natu-
rally occur. Slow oscillations result in fewer waves above a necessary thresh-
old level for stimulus reception and processing by the nervous system. More
rapid oscillations, on the other hand, increase the probability of the individ-
ual being able to receive and respond to environmental stimuli. In short, per-
sons who tend to have greater numbers of oscillations per unit time above the
threshold level receive and can encode many more interpretable stimuli from
the environment than individuals with fewer oscillations above the threshold.
These individuals, on the average, should have higher levels of intelligence in-
asmuch as they have, over time, encoded significantly more information
from their environments than those whose oscillations are slower. Individu-
als with faster oscillation rates, according to Jensen’s theory, are also more
likely to be both fast and consistent in their reaction time performance. This
could occur because a person with a more rapid rate of oscillation would, on
average, be more likely to have an oscillation above threshold coincident with
a stimulus than would a person with a slower rate of oscillation.

Alternative models guiding both the search for and explanation of reaction
time performance correlates of g can be drawn from the hierarchy proposed
by Posner and McLeod. Such alternative models do not, in our opinion,
necessarily deny the possibility that biological, neuroanatomical features
may underlie and be common to both RT and IQ test performance. But, per-
spectives that posit an almost direct mapping of the dimensions assessed in
information processing approaches onto the trait putatively assessed by
g-loaded measures of intelligence seem to ignore the variety and complexity
of factors that appear to be involved in RT performance as well as in the I1Q
measures themselves. For example, even though a single RT paradigm is
used, it is possible that all four types of processes discussed by Posner and
McLeod may be involved, affecting performance in varying ways and to
varying degrees.

Using the categories of process proposed by Posner and McLeod, we will
now turn to some issues involved in the search for explanations for observed
relationships between Galtonian reaction time variables and parameters and
Spearmanian, psychometric measures of g. We will rely primarily on recent
data from our laboratory, focusing on data involving the Hick paradigm.

CORRELATES OF REACTION TIME PERFORMANCE

A number of investigations have been carried out using the Hick paradigm,
correlating derived RT parameters, such as total median RT, median RT for
1, 2, and 3 bits of information, RT intercept and slope, and intraindividual
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variability in RT, with performance on g-loaded measures of intelligence. By
way of a general summary of the results, the following points may be made.
First, to the best of our knowledge, all of the studies have confirmed what is
known as Hick’s law, i.e., RT increases linearly as a function of bits of infor-
mation. Of this, however, we will have more to say under Study III, which is
discussed later in the chapter. Second, median RT at the various bit levels and
RT intercept correlate consistently with psychometric measures of intelli-
gence. These correlations tend to vary, but generally are only of moderate
magnitude. Third, the most consistent and strongest correlate of g seems to
be intraindividual variability of RT. The correlation is negative; thus, the
greater the variability of RT, the lower the g performance. This correlation
has been found for subnormal populations (Berkson & Baumeister, 1967),
for normal populations (Jensen & Munro, 1979; Carlson & Jensen, 1982),
and for gifted populations (Cohn, Carlson, & Jensen, 1985). Consistent with
these findings are results which show that intraindividual variability seems to
be a very salient RT variable separating IQ groups in extreme groups designs
(Cohn, Carlson, & Jensen, 1985; Vernon, 1985.) Fourth, although the evi-
dence is mixed on this point, several studies report nonsignificant correla-
tions between RT slope and psychometric measures of g (Jensen & Munro,
1979; Carlson & Jensen, 1982; Carlson, Jensen, & Widaman, 1983).

Although correlations among Spearmanian measures of intelligence and
reaction time performance on the Hick paradigm seem to be fairly consistent,
the central question concerns the meaning of the correlations. It may be, if we
once again consider the Posner and McLeod categories, that the theoretical
assumption mapping a putative RT trait onto a putative psychometric g trait
is essentially correct. If this were true, correlations between RT parameters
and intelligence could be interpreted in a relatively straightforward manner,
implicating central biological processes that affect the most general levels of
information processing efficiency. On the other hand, if the theoretical as-
sumption is incorrrect or incomplete, the contribution to individual differ-
ences made by structure, strategy, and state components will be disregarded.
Further, important research aimed at understanding how these and other fac-
tors may contribute, either independently or conjointly, to RT performance
itself and to the observed correlations among RT parameters and intelli-
gence, will be ignored. In a slightly different vein, Borkowski and Maxwell
(1985, p. 221) suggested that “the relationship of rate of processing to g takes
on clear, unambiguous meaning only when it is contrasted with other poten-
tial correlates such as processing skills, metacognitive states, and domain-
specific knowledge.”

We will now turn to some of our recent data which address the role that in-
dividual differences in what Posner and McLeod term “state” play in the rela-
tionship between RT parameters and psychometric measures of g.
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THE ROLE OF ATTENTION IN HICK RT PERFORMANCE
Study 1

The general hypotheses guiding the first investigation (see Carlson, Jensen,
& Widaman, 1983), which we will summarize, were that factors such as
arousal, orientation, and attention are involved in RT performance and ex-
plain a substantial amount of the variance in intraindividual variability in
RT. We further hypothesized that variables such as attention significantly af-
fect performance on measures such as the Raven Progressive Matrices test,
perhaps the most widely used measure of Spearman’s g, and account, to some
extent, for the correlations among RT parameters, especially standard devia-
tion of RT, and g. Several lines of evidence suggested the plausibility of the
hypotheses. For example, work by Lansing, Schwartz, and Lindsley (1959)
showed that warning signals given less than 100 ms before the test stimulus
did not lead to alpha blocking, an index of cortical efficiency and arousal.
Warning signals given around 400 ms prior to the test stimulus, on the other
hand, did lead to alpha blocking and to faster reaction times. Accordingly, it
appears that the level of arousal, affected by the elapsed time between a
warning signal and presentation of the stimulus, affects RT performance
in a significant way. (See Carroll’s schematization in Figure 1.) Similarly
implicating the role of arousal in RT performance, Sanders (1977) reported
that both uncertainty of the interval between the warning signal and the task
stimulus and intensity of the warning signal increase arousal and increase
speed of response to a reaction time task.

Reference to Figure 1 also shows that attention deployment at the time of
the stimulus may play a role in RT performance. This was empirically sup-
ported by Krupski and Boyle (1978), who showed that cardiac deceleration at
the time of presentation of both the warning signal and the main stimulus
correlated significantly with quicker reaction times. Kahneman (1973) re-
ported similar results, although he used pupillary dilation as the index of at-
tention or level of arousal.

In order to examine the relationship between attention, RT performance
and g, data were collected on the following instruments for 105 seventh-grade
children: The Hick reaction/movement time apparatus, the Raven Progres-
sive Matrices, the California Test of Basic Skills (English and mathematics
subsections), a rate of reading comprehension scale, and an attention meas-
ure. Since the attention measure is the only one probably not familiar to the
reader, it will be described in some detail. The measure used was the random
number generation task (RNG) developed by Evans (1978). This task was
chosen because it provides an index of vigilance and attention deployment
that assesses ability to concentrate on task requirements over a series of trials.
After being informed what “randomness” means, the task of the subject was
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to generate 100 numbers randomly, using the digits 1 through 10. Each num-
ber was to follow the beat of a metronome, which occured every second. The
numbers were recorded on a 10 X 10 matrix and analyzed for disproportion
of sequence pairs within cells. The scores on the RNG task can range from 0.0
to 1.0, with the higher number reflecting less randomness and poorer atten-
tion deployment. Although the RNG is an unusual task, validity studies
(Graham & Evans, 1977; Evans & Graham, 1980) have provided firm evi-
dence that it is a sensitive and consistent index of attention deployment.

Table 1 reports the intercorrelations among the reaction time parameters,
the ability and achievement measures, and the attention measure. The most
consistent correlations among the reaction time parameters and the ability
and achievement measures were for standard deviation of reaction time. At-
tention correlated significantly with standard deviation of reaction time and
with total reaction time. RT slope did not correlate as highly with any of the
ability measures or with the RNG.

In order to analyze further the relationships among the ability, achieve-
ment, and attention variables, a principal component factor analysis was per-
formed. This resulted in two factors: “g” (Factor 1) and “attention” (Factor
II). These results are displayed in Table 2.

Estimates of the strength of association among the derived factors and the
information processing parameters were made by computing correlations
among the “g” and “attention” factor scores and the reaction time parameter
scores. The results can be seen in Table 3.

Examination of Table 3 will reveal that the standard deviation of reaction
time was the only significant correlate of g, whereas both total reaction time
and the standard deviation of reaction time correlated significantly with the
“attention” factor. These relationships, though modest in magnitude, sug-
gest that intraindividual variability in reaction time and speed of reaction
time may be at least as closely related to attentional processes as to g. Within
the context of the Posner and McLeod hierarchy, this implies that elements

TABLE 1
Intercorrelations Among RT Parameters and Correlations of RT Parameters
with Ability, Achievement, and Attention Measures

Parameter  Total RT SDRT  Slope Raven' Reading! CTBS?  Attention?

Total RT 1.00 T3 .18 -.13 —.35%* -.16 —.17*
SDRT 1.00 33%x 21 —.40%* —-.20* —.23%*
Slope 1.00 -.02 —.23* .01 .02

IN = 105, 2N = 94, 3N = 104.
*p < .05.
**p < .01.
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TABLE 2
Loadings of Ability and Achievement
Variables on Factors Derived from
Principal Component Analysis

Variable Factor 1 Factor 1T
Raven .68 .28
Reading .53 —.43
Attention -.07 .89
CTBS .90 .01
Prof. Math .86 -.01
Prof. English .86 11
Eigenvalue 3.05 1.06
Percent Variance 50.8 17.7

of what they term “state” components may be as involved in RT-g correla-
tions as “trait” components. This was examined further in Study II.

Study Il

The second study to be described is based on data gathered as part of a doc-
toral dissertation (Jensen, 1982). For several reasons, modifications in the
design and implementation of Study I were made by (a) extending the sample
to be studied to include subjects of various age groups (grade 5, N = 26;
grade 9, N = 32; and a junior college group, N = 26), and (b) extending the
range of tasks used to measure the variables of interest. Of the variety of
measures used, those relevant to our present purposes were as follows: (a) the
Hick reaction time/movement time apparatus, (b) the Raven Progressive
Matrices test, (c) the Forward and Backward Digit span (FDS and BDS)
subtests of the Wechsler, (d) the Random Number Generation Index (RNG),
and (e) a measure of off-task glances observed between the warning signal of
the reaction time measure and the presentation of the stimulus light. Since all
the measures mentioned have already been described, or are likely to be fa-

TABLE 3
Correlations of RT and MT Parameters with “G”
and “Attention” Factor Scores

RT/MT Parameter “G” “Attention”
Total RT —.08 .24*
SD RT —.20* .30**
Slope .03 —.08

*p < .05.

**p < .01.
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miliar to the reader, “glances” is the only index which will be elaborated on.

In our effort to gain a fuller perspective of what we previously termed “at-
tention,” we included a measure which appears to be rather different from
the RNG, yet still assesses an aspect of attentional processes. Our thinking
was guided by research which showed that RT, as well as a number of other
speeded measures, correlated significantly with the subjective estimates sub-
jects gave of their susceptibility to distraction (Austin & Hemsley, 1978).
Also, the number of off-task glances subjects made during the preparatory
interval, i.e., the time between the warning signal and the onset of the main
stimulus, correlated significantly with RT latency and variability of RT
(Krupski, 1977; Krupski & Boyle, 1970).

The intercorrelations among the reaction time parameters and the ability
and attention measures are shown in Table 4. Examination of the table re-
veals rather modest correlations, with the strongest relationships between RT
and SDRT and among the ability measures (FDS, BDS, and Raven matrices).
RT did not correlate significantly with any of the ability measures, although
SDRT did. In addition, significant correlations were found between RNG
and both RT and SDRT.

Unfortunately for the purposes of this discussion, the design of the study
involved groups varying widely in age. Accordingly, chronological age (CA)
was a confounding factor in the observed intercorrelations. In order to con-
trol for these confounding effects, CA was partialled out of the correlations
among the ability, attention, and RT measures.

Consistent with the method of analysis used in Study I, principal compo-
nent analysis with varimax rotation was performed on the ability and “atten-
tion” measures. The results, reported in Table 5, yielded two factors with
eigenvalues greater than unity. Factor I, marked by the forward and back-
ward digit span measures and the Raven matrices, was labeled g. Factor II,
marked by the RNG and glances, was labeled “attention.” The percentage of
variance accounted for by factors I and II was 32% and 26%, respectively.

TABLE 4
Intercorrelations Among RT Parameters and Ability and
Attention Measures

RT SDRT BDS FDS  Raven Glances RNG

RT - .69 -.14 —.14 -.13 -.09 .27
SDRT - -.27 -.20 -.25 -.13 .25
BDS - 42 .33 .02 .16
FDS - .32 -.07 —.04
Raven - -.18 -.07
Glances - 31
RNG —

R values > .19 significant, p < .05.
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TABLE 5
Principal Component Analysis on Ability
and Attention Measures (Chronological Age
Partialled Out)

Factor I Factor IT
BDS 75 -.35
FDS .76 .08
Raven .62 —.06
Glances 13 72
RNG 17 .78

The correlations of the CA-partialled RT parameters with the two factors
are shown in Table 6. Inspection of this table reveals that RT does not corre-
late significantly with g, although SDRT does. Concerning the relationship
between SDRT and g, the results are consistent with those reported in Study
1. Consistency in performance on the RT task appears to be the best correlate
of any of the Hick reaction time parameters with g, a finding that is in accord
with the results of most investigations which have examined the relationship
between intraindividual variability on the Hick reaction time task and per-
formance on psychometric measures of g. Another result consistent with the
data reported in Study I involves the positive correlation between the
standard deviation of reaction time and “attention”; individuals who tend to
be consistent in their RT performance tend to be higher on attention deploy-
ment (a high score on the RNG indicates poorer attention deployment) than
less consistent individuals. The general conclusion stated earlier, that SDRT
is as much related to attention deployment as to g, is given further support by
these results.

Concerning total median RT, the results of Study II are again consistent
with those of Study I insofar as RT correlated significantly with the “atten-
tion” factor. This implies that, in these studies, the significant zero order cor-
relations between g-loaded measures of intelligence and RT may be due, at
least partly, to the fact that both the RT tasks and intelligence measures re-
quire deployment of attention in order to attain high levels of performance.

TABLE 6
Correlations of Residual RT Parameters
with Factor Scores for “G” and “Attention”

“G” “Attention”
RT .01 .16*
SDRT —-.17* .20*

*Significant, p < .01.
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Study 11

The results of Studies I and II cast some doubt on the contention that the
trait-like measures of psychometric g and measures derived from the Hick
paradigm correlate consistently because both assess the same construct, intel-
ligence. Rather, it appears that the most salient of the reaction time correlates
of g, the standard deviation of reaction time, also is correlated with attention
deployment. Recalling the discussion of Posner and McLeod (1982), it seems
reasonable to suppose that the measures derived from the Hick paradigm re-
flect strategy or state variables as well as trait-like dimensions of individual
differences.

Given the above speculation, we designed a study to determine the effect of
procedural variations on Hick performance. Jensen (1985) referred to an un-
published study of practice effects on Hick performance, claiming that no
significant effects had been found; this finding is consistent with the assump-
tion that the Hick paradigm yields trait-like measures. However, the unpub-
lished results are inconsistent with a large body of research on reaction time
that documents rather predictable effects on RT as a function of practice. Re-
search on RT has found that average RT tends to decrease as a function of
practice, and that the RT effect of important structural variables tends to de-
crease with practice as well (Welford, 1980).

Translating these findings into the context of the Hick paradigm, we would
expect to find results such as those portrayed in Figure 4. The topmost dashed
line in the figure represents RT performance on the first session; the next
lower line, performance on the second session; and so on. These hypothetical
curves embody two major effects consistent with previous research on prac-
tice effects (Welford, 1980): (a) the intercept of the RT-bits function (i.e.,
performance at 0 bits) should decrease with increased practice, and (b) the
slope of RT as a function of bits should decrease with increased practice.

In the vast majority of reaction time studies employing the Hick paradigm,
subjects are typically presented with the 0-bit condition first, followed in or-
der by the 1-, 2-, and 3-bit conditions. Because of this, practice and bit effects
are perfectly confounded. Given this confounding, we would predict RT per-
formance under the standard ordering of conditions to resemble that shown
by the filled circles in Figure 4. Standard ordering should result in this pattern
of results, because the 0-bit condition is administered to all subjects only un-
der conditions of least practice on the task, and the 3-bit condition is adminis-
tered to all subjects only when they are most practiced on the task. If, on the
other hand, conditions were presented in the reversed order, starting with 3
bits and ending with 0 bits, RT performance should resemble the linear func-
tion defined by the boxes in the figure. Using the reversed order of presenta-
tion of conditions, practice and bit effects are again perfectly confounded.
However, under the reversed order, practice and bit effects are perfectly in-
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FIGURE 4. RT performance on the Hick paradigm as a function of bits, practice, and
order of presentation.

versely correlated, whereas practice and bit effects are perfectly positively
correlated under the standard order of presentation of conditions. Finally, a
third ordering that is possible is a random ordering of conditions. Under ran-
dom ordering, performance at each level of bits would be equally frequent
during each session; practice and bit effects are, therefore, uncorrelated.
Given random ordering of condition and estimating the relation between RT
and bits across sessions would result in the linear function defined by the
unfilled circles in Figure 4.

To summarize the patterns of predicted results portrayed in Figure 4, we
predicted the highest RT intercept and lowest RT slope for the standard con-
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dition, the lowest RT intercept and steepest RT slope for the reversed condi-
tion, and middle range RT intercept and slope for the random condition.
Similar predictions may be made regarding the effect of conditions on MT in-
tercept and slope, except that the expected value of the MT slope is assumed
to be zero, rather than some positive value as is the case for RT slope.

To test the preceding hypotheses, we randomly assigned 55 subjects to one
of three orderings of conditions —standard, reversed, and random. The sub-
jects were undergraduate students in an introductory psychology class. Each
student was tested individually and received 60 trials using the Hick appara-
tus. Under the standard ordering, blocks of 15 trials were given in the 0-, 1-,
2-, and 3-bit conditions, respectively. Under reversed ordering, the blocks of
15 trials were presented in order, beginning with the 3-bit condition and end-
ing with the 0-bit condition. Under random ordering, the 60 trials were bro-
ken up into 3 blocks of 20 trials; within each block of 20 trials, the subjects re-
ceived five trials at each of the four levels of bits.

The results of the experiment were analyzed in two ways: as Condition X
Bits repeated measures ANOVAs, using median RT and median MT at each
bit as dependent variables; and as one-way ANOVAs, using Condition as the
independent variable and intercept and slope for RT and MT computed for
each subject as dependent variables. Because both methods of analysis pro-
vided identical patterns of findings, and because the latter analyses are easier
to explain, only the results of the one-way ANOVAs will be presented here.

The results of the analysis of the RT intercept scores were clearly in line
with our hypotheses. As shown in Table 7, the standard condition yielded the
highest intercept, the reversed condition the lowest, and the intercept for the
random condition fell between those for the other two conditions. Due to

TABLE7
Results of ANOVAs on RT and MT Performance: Intercepts and Slopes

Condition

Dependent Variable Standard (N = 19)  Random (N = 18)  Reversed (N = 18)

RT
Intercept 420.8 408.0 403.0
47.4) (29.4) (39.7)
Slope 14.3 22.2 26.4
8.0) 8.7 (12.3)
MT
Intercept 395.6 382.9 364.7
(44.1) (30.9) (15.1)
Slope —-4.3 -0.1 8.3
9.2) (5.2) 9.2)

Note: Tabled values are means, with standard deviations in parentheses; all tabled
values are reported in milliseconds.
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rather high within-cell variability, the overall test of difference between
conditions was nonsignificant, F(2,52) = 1.00. However, our a priori hypo-
theses were not only directional but specified a linear relation between RT in-
tercept and condition, since the three levels of condition correspond to three
equally spaced levels of practice. The linear trend of condition on RT inter-
cept was of marginal significance, #(52) = 1.40, p <. 09, one-tailed, and the
quadratic trend was nonsignificant, #(52) = .30, n.s. Thus, there was a dis-
tinct linear decrease in the intercept as a function of practice, a decrease that
was of marginal significance.

The results of the ANOVA on the RT slope terms were also consistent with
our hypotheses, as shown in Table 7. The overall effect of conditions was
highly significant, F(2,52) = 7.19, p < .002. Once again, there was a decided
tendency for the RT slope to decrease linearly as a function of practice,
F(1,54) = 13.94, p < .001, and the quadratic effect of practice was non-
significant, F(1,54) = .44, n.s. As we had expected, practice effectsled to a
decrease in the RT slope values moving from the reversed to the random con-
dition and, again, from the random to the standard condition.

The results of the ANOVAs on MT intercept and slope were also strongly
supportive of our hypotheses. The main effect of condition on MT intercept
was statistically significant, F(1,52) = 8.27, p < .006, while the quadratic
trend was nonsignificant, F(1,52) = .09, n.s. The means for MT intercept,
presented in Table 7, reveal the highest mean for the standard condition and
the lowest mean for the reversed condition, as hypothesized.

Finally, with regard to MT slope, the means, presented in Table 7, again
show the standard condition with the lowest slope and the reversed condition
with the highest slope. The statistical significance of the difference among the
three conditions was clear, F(2,52) = 11.43, p < .0001. Furthermore, the lin-
ear trend of condition was very strong, F(1,52) = 22.10, p < .0001, with no
indication of significant deviation from linearity, F(1,52) = .76, n.s.

The results of our analyses of order of administration, and therefore prac-
tice, on various indices derived from the Hick paradigm raise several issues
for researchers using the paradigm to study RT —intelligence relations. A
first, and most basic issue is the status of the indices of performance on the
Hick paradigm. Given the effect of practice on intercept and slope estimates
for both RT and MT, it is unclear whether such indices conform to the defini-
tion of trait-like measures. Perhaps after considerable practice on the Hick
task, performance indexed by intercept and slope for RT and MT would be
unaffected by further practice on the task. At such a point, the indices deriva-
ble from the Hick paradigm would appear to conform better to the notion of
trait-like measures, but it is an open question whether such asymptotic indi-
ces would correlate higher or lower with psychometric measures of general
intelligence.

A second issue that arises is that of bias in estimating parameters. Our re-
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sults suggest that intercept and slope estimates for both RT and MT will be
biased unless a random order of presentation is employed. As the vast major-
ity of studies investigating RT-g relations used the standard order of presen-
tation, the accumulated estimates from such studies regarding the correlation
of Hick paradigm indices with psychometric measures of g may provide a
rather biased, and possible very misleading, summary of RT-g relations.

A third, and final issue concerns the appropriateness of the indices derived
from the Hick paradigm. The intercept and slope of RT and MT are obvious
measures to estimate from data. However, our study demonstrated the ef-
fects of practice within a single session on such indices. Perhaps some rather
different form of estimate of performance would be more predictive of psy-
chometric g. For example, one could run subjects for one or two sessions per
day across several days. From such an array of data, it would be possible to
determine whether each subject had reached an asymptote in performance
and, if so, how quickly the asymptote had been reached. Speed of reaching
asymptote may be a better predictor of g than either initial or asymptotic in-
tercept and slope of RT and MT. This is but one example of the attempt to
specify indices of performance that may be theoretically more appropriate
than the indices currently derived from the Hick paradigm.

SUMMARY AND SUGGESTIONS FOR FURTHER RESEARCH

In this chapter, we first presented several of the main approaches used in the
study of intelligence. It was argued that several of the approaches have more
in common than ordinarily thought. Criticisms which suggest that the psy-
chometric tradition is devoid of ecological and adaptational significance
seem to be rather one-sided. Secondly, we outlined the major Galtonian par-
adigms, specifically inspection time, evoked potentials, and reaction time.
Several issues were discussed and caveats raised concerning relationships
among parameters derived from Galtonian measures and those derived from
Spearmanian measures. Thirdly, recent data were presented concerning Hick
reaction time performance and the relationship between Hick parameters
and g.

Several implications for research can be drawn from the considerations
raised in the chapter. It appears to us that substantial research should be
undertaken aimed at further exploration of the underlying dimensions in-
volved in performance on reaction time measures. Data from several sources
indicate that a variety of factors contribute to individual differences in per-
formance. Concerning the Hick paradigm, the focus of our discussion, these
involve mode of presentation, practice effects, attention, arousal, and vigi-
lance, as well as general personality characteristics such as impulsivity and
extroversion. It seems safe to surmise that similar factors are involved in per-
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formance on other reaction time paradigms. Work designed to investigate
the cognitive and noncognitive dimensions involved in reaction time per-
formance and the correlation of derived parameters with psychometric mea-
sures of intelligence should provide a most valuable information base and ad-
vance our theoretical conceptions in the area.

Another area of research which we feel important is in the area of evoked
potentials. Though promising, the findings from research relating evoked
potentials to general intelligence are inconclusive and should be extended.
This would include exploration of the relationships among measures of psy-
chometric intelligence, including both fluid and crystalized intelligence, and
very early evoked potentials. Further, study should be undertaken to explore
the relationships among later evoked potentials, i.e., beyond the 256-ms
wave-form which Eysenck and others have used, and the information proces-
sing demands of several of the major reaction time tasks themselves. These
would include the Hick, Sternberg, and Posner paradigms. Evidence
(Buchsbaum, 1974) indicating that average evoked responses have fairly high
heritabilities suggests that research along these lines would be most fruitful,
potentially providing data which would help to clarify the source of individ-
ual differences in reaction time performance itself and the relationship
among reaction time parameters and psychometric measures of intelligence.
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CHAPTER 4

Individual Differences
in the Hick Paradigm

Arthur R. Jensen
University of California, Berkeley

The theorem of “the indifference of the indicator,” put forth by Spearman
(1927, p. 197), is one of the most important and most surprising principles in
differential psychology. As noted by Spearman, this principle (call it “hy-
pothesis” if you prefer) also has practical implications for psychometric tests
of general ability, or intelligence. Our working definition of intelligence is g,
the most general factor (in a hierarchical factor analysis) of any large and di-
verse collection of cognitive tasks, or mental tests. Among persons of reason-
ably similar linguistic, cultural, and educational background, current stand-
ardized IQ tests afford a good, but not perfect, estimate of g. Spearman’s
so-called theorem of “the indifference of the indicator” of g refers to the
proposition that the formal characteristics and specific information content
of a task are irrelevant to the measurement of intelligence, provided only that
the task is g loaded (i.e., correlated with the g factor) and that the formal
characteristics and information demands of the task (referred to by Spear-
man as the task’s “fundaments”) are appropriate for the individuals tested.
Spearman (1927) stated his theorem as follows:

For the purpose of indicating the amount of g possessed by a person, any test
will do just as well as any other, provided only that its correlatlonngmt £
equally high. With this proviso, the most ridiculous “stunts” w1ll g@am
self-same g as will the highest exploits of logic or flights of i ‘
Another consequence of the indifference of the mdlcator@) fbe sig-
nificance that should be attached to personal estimates fﬁf 1 ” made
by teachers and others. However unlike may be the km s.@}b ation from ,
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which these estimates may have been derived, still in so far as they have a suffi-
ciently broad basis to make the influence of g dominate over that of the s’s [spe-
cific factors], they will tend to measure precisely the same thing.

And here, it should be noticed, we come at last upon the secret why all the
current tests of “general intelligence” show high correlation with one another,
as also with g itself. The reason lies, not in the theories inspiring these tests
(which theories have been most confused), nor in any uniformity of construc-
tion (for this has often been wildly heterogeneous), but wholly and solely in the
above shown “indifference of the indicator.” Indeed, were it worth while, tests
could be constructed which had the most grotesque appearance, and yet after
all would correlate quite well with all the others. (pp. 197-198)

A test that might be thought to have a “grotesque” apperance, as an indicator
of g, is one which measures a person’s reaction time (RT) to quite simple
stimuli. The RT test is “simple” in the sense that every individual in the
sample of persons selected to be tested is fully capable of understanding the
task requirements and of performing the task correctly, after little or no prac-
tice. The only reliable individual differences in performance must derive
from the RT, or response latency, itself.

A test of the hypothesis that individual differences on such a simple test of
RT are correlated with individual differences in raw scores (number of cor-
rect answers) on conventional complex tests of inteliigence, such as the
Wechsler Intelligence Scale or the Raven Progressive Matrices, which are
highly g-loaded tests, would constitute a stringent and striking test of “the in-
difference of the indicator.” A significant correlation between RT and IQ, es-
pecially where the IQ is obtained from unspeeded tests without time pressure,
would prove that tasks requiring reasoning, “higher mental processes,” or, in
Spearman’s words, “the eduction of relations and correlates,” although they
are good indicators of g, are not essential conditions for the manifestation of
individual differences in g. Reliable correlations between RT and IQ would
suggest that g is a perfectly continuous variable with respect to its loading in
various cognitive tasks. That is, there is probably no point on the whole con-
tinuum of task complexity that marks the appearance or disappearance of g.
It would seem a reasonable hypothesis that the true (i.e., disattenuated) load-
ings of g on all cognitive tasks, of whatever complexity, range continuously
from some low but nonzero value to some value approaching 1. This would
mean that some part of the variance in the g of conventional psychometric
tests of intelligence does not depend on reasoning, or problem solving, or the
other types of specific items of knowledge and skills that typically lend I1Q
tests their “face validity” as assessments of intelligence. A comprehensive
theory of intelligence should account for the correlation between cognitive
tasks that are highly dissimilar in their superficial characteristics, such as vo-
cabulary, block designs, backward digit span, and Raven’s Matrices. Corre-
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lations between RT and unspeeded psychometric tests pose an even greater
challenge to theories of intelligence.

The hypothesis of a mental speed factor that is conceptually independent
of any particular type of cognitive task, as psychometric g is independent of
any particular kind of mental test (i.e., “the indifference of the indicator”),
was first suggested by Galton. It is finally being recognized as one of the key
theoretical issues in the study of intelligence. It may even be hypothesized, al-
though it is by no means yet demonstrated, that the presumed mental speed
factor and psychometric g both reflect one and the same basic phenomenon
or theoretical construct, whatever its nature. No one could reasonably deny
its virtually infinite variety of specific behavioral manifestations. Individual
differences in all these various manifestations of g are correlated to some de-
gree as a result of their common link to the hypothesized basic phenomenon
responsible for g, which is presumably some as yet unknown aspect of brain
function.

The terms mental and cognitive can be used interchangeably in this con-
text. All that I intend to mean by them here is that tests or tasks described as
“mental” or “cognitive” are those in which, for the population tested, a negli-
gible part of the variance in performance is attributable to individual differ-
ences in sensory acuity or motor strength or dexterity per se.

The Hick Reaction-Time Paradigm

Simple RT is the person’s response latency to the onset of a single stimulus,
or signal. Choice RT is the response latency to any one of two or more dis-
tinct signals that may occur, each calling for a different response. It has been
well established, since at least as far back as the early reaction time studies of
Donders (1969), that choice RT is greater than simple RT. In proposing his
“subtraction method,” Donders argued that the time difference between sim-
ple and choice RT (i.e., mean choice RT minus mean simple RT) was a meas-
ure of the time required for the mental processes of discrimination and choice
decision.

Merkel (1885) was the first RT investigator to use a fairly large number (n)
of choice alternatives — 10, in fact. He measured the mean RT when the reac-
tion stimulus was one of n alternative stimuli calling for different responses,
with n (also referred to as set size) varying from 1 to 10. He discovered that
the mean RT was a smooth, negatively accelerated increasing function of 7.

A precise mathematical relationship between RT and n was first formu-
lated by a German psychologist Blank (1934), who noted that RT increases as
a linear function of the logarithm of n. (The base of the logarithm is irrele-
vant to this relationship, since all logarithms, to whatever base, are just linear



104  JENSEN

transformations of one another.) Thus, Blank discovered the simple linear
relationship

ART = Klog n,

where ART is the increment in choice RT over simple RT, X is the slope con-
stant, and n is the degrees of choice. Peculiarly, Blank has been almost com-
pletely forgotten (e.g., there is not even a single reference to him in the most
comprehensive book on reaction time [Welford, 1980]), and Equation 1 has
become known as Hick’s Law.

Hick’s (1952) real contribution, however, was not the discovery of a loga-
rithmic relationship between RT and 7, but the description of this relation-
ship in terms of information theory, following the original formulations of
Shannon and Weaver (1949). In information theory, the unit measure of in-
formation, as technically defined, is termed a bif (a contraction of binary
digit). One bit of information is the amount of information which, when pro-
vided, reduces uncertainty by one half. In other words, a bit is a unit of infor-
mation equivalent to the result of a choice between two equally probable
alternatives (n). Here again is the same parameter, n, or degrees of choice. A
bit, then, is the binary logarithm (i.e., the logarithm to the base 2, or logz) of
n. Hick (1952) refers to the “rate of gain of information” with increasing de-
grees of choice in this technical sense of “information” borrowed from infor-
mation theory. Hence Hick’s Law is actually just a special expression of the
general logarithmic relationship noted by Blank (Equation 1). Hick’s Law is
best thought of as follows:

ART = Klog; n.

This does not differ from Equation 1, except for specifying the base of the
logarithm, which, in effect, scales the values of # in terms of bits of informa-
tion. This formulation of a binary aspect in choice RT has certain implica-
tions for a model of the process by which RT increases as a function of de-
grees of choice, which is discussed in Hick’s now famous paper.

A minor modification of Equation 2 was also proposed by Hick to take ac-
count of the subject’s additional uncertainty about just when any one of the n
reaction stimuli would occur. He assumed simply that this degree of uncer-
tainty as to the exact moment of stimulus onset was equivalent to the degree
of uncertainty of adding one more choice alternative, and hence modified
Equation 2 as follows:

ART = Klog, (n + 1).

Hick reported that this formula fit the then available data slightly better than
the simpler formula of Equation 2.

Hick’s Law is also referred to occasionally as the Hick-Hyman Law, be-
cause of the further investigation of it by Hyman (1953), who measured the
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effects of differing probabilities of each of the n signals. Hyman found no
need for the + 1 added to » in Hick’s modified formula (Equation 3), and, for
the condition of equal probability of occurrence of each of the #n signals and
error-free performance, proposed the following formula:

CRT = SRT + Klogn,

where CRT is choice reaction time, SRT is simple RT (i.e., n = 1), and K and
n are as previously defined. K, therefore, represents the constant increment
in RT as alogarithmic function of n. This formulation fits existing data quite
well. (The particular base of the logarithm, of course, does not affect the fit
in the least, but there are other advantages to using log., in terms of informa-
tion theory models of neural models based on the binary all-or-none law of
nerve cell discharge.) Because the measurement of RT for any value of 7 is li-
able to some degree of error, as are any physical measurements, and simple
RT (i.e., n = 1)is no exception, a more accurate fit to the data is provided by
the following:

RT =a + blog; n,

where a is the intercept and b is the slope of the regression of RT on log; n.
The regression equation, of course, provides the best possible fit of the RT
data points to a straight line increasing function of log; n. The intercept, a, is
usually interpreted a representing the best estimate of the total time required
for the processes of attention and sensory registration of the reaction stimu-
lus (RS), transmission of the signal to the brain via the afferent nerves, cen-
tral reception or encoding of the RS, transmission via the efferent nerves of
the impulse to respond, and muscle lag in response execution. The slope, b, is
interpreted as the amount of time required for the central processes of dis-
crimination and choice. Because the length of time increases at a constant
rate as a function of log; n, the slope parameter b can be termed the binary
processing time. Figure 1 shows the fit of Equation 5 to the mean RTs ob-
tained by Merkel (1885) for 1, 2 . . . 10 values of n. Although Merkel ob-
tained his RT data 50 years before anyone had discovered the linear relation-
ship to the logarithm of n, his data, as can be clearly seen in Figure 1, fit the
linear function to a remarkable degree. The goodness of fit for Merkel’s data
is indicated by the linear correlation (Pearson ) of +.995 between RT and
the logarithm of 7. This generic phenomenon of the fit of choice RTs to a lin-
ear function of the logarithm of the number of equally probable choice
alternatives has come to be more generally referred to as Hick’s Law.
Hick’s Law and intelligence. This phenomenon has become of interest
to differential psychologists mainly as the result of an experiment by Roth
(1964) published in an obscure German psychological journal and first
brought to the attention of British and American psychologists by Eysenck
(1967). Roth reported a correlation of —0.39 between the slope of the regres-
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FIGURE 1. Mean RTs to stimulus arrays conveying various amounts of information
scaled in bits; » is the number of choice alternatives. (Data from Merkel, 1885, as re-
ported by Woodworth & Schlosberg, 1956, p. 33.).

sion of RT on log; n, or bits, and a psychometric measure of general intelli-
gence. That is, the more intelligent subjects showed a lower rate of increase in
RT with increasing bits of information than the less intelligent subjects.
Moreover, Roth found no significant correlation between the RT intercept
and intelligence. These findings suggested that individual differences in intel-
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ligence might be conceived of essentially in terms of differences in the rate of
information processing. An individual’s rate of information processing
could be simply quantified as 1/, that is, the reciprocal of the slope, b, in
Equation 5, expressed as bits per unit of time. Individual differences in rate
of information processing, even amounting to only a few milliseconds per bit
of information, as measured in the multiple-choice RT procedure, could pre-
sumably have considerable consequences when multiplied by months or
years of individuals’ exposure to all the information offered by the environ-
ment. The resulting differences could account, at least in part, for the rela-
tively large differences observed between individuals in general knowledge,
vocabulary, and the many other developed cognitive skills assessed by IQ
tests. Such far-reaching implications of the RT-IQ correlation were presaged
by Peak and Boring (1926) on the basis of much earlier investigations of the
relation of RT to psychometric intelligence:

If the relation of intelligence (as the tests have tested it) to reaction time of any
sort can finally be established, great consequences, both practical and scien-
tific, would follow. (p. 93)

Hence, Roth’s findings with the Hick paradigm clearly merited further inves-
tigation. This was where my own research on RT began. The purpose of the
present chapter is to summarize the main results of the many studies of the
Hick paradigm conducted in my laboratory, in addition to the most directly
comparable studies by other researchers who have used apparatus and proce-
dures that are highly similar to mine. Only studies expressly concerned with
individual differences in RT and their relation to psychometric g are consid-
ered here. The experimental psychology of the Hick phenomenon per se is
not of primary interest in the present treatment. That topic has been quite
thoroughly surveyed elsewhere (e.g., Kirby, 1980; Smith, 1980; Teichner &
Krebs, 1974; Welford, 1980).

Measurement of Parameters of the Hick Paradigm

The linear relationship of RT to log 7 has been demonstrated with a variety
of apparatuses and procedures that differ in almost every imaginable way ex-
cept that they all yield measurements of RT under varying degrees of choice.
For the studies conducted in my laboratory, I have devised a quite simple ap-
paratus. By now, to my knowledge, it has been replicated in its essential fea-
tures in at least ten other laboratories, in America, Britain, and Australia.
An important feature of this apparatus, a feature seldom found in earlier
studies of choice RT, is the separation of RT and movement time (MT). This
is made possible by the use of a “home” button, which the subject holds down
with the index finger of his preferred hand until the onset of the reaction stim-



108  JENSEN

ulus (RS), whereupon the subject releases the home button and moves his or
her finger to press the button closest to the RS. RT is defined as the time inter-
val between onset of the RS and the subject’s releasing the home button. MT
is the interval between the release of the home button and depressing the but-
ton which terminates the RS.

The subject’s response console of the apparatus for measuring RT and MT
is shown in Figure 2. It consists of a panel, 13 in x 17 in, painted flat black,
and tilted at a 30° angle. At the lower center of the panel is a red pushbutton,
1/2 in in diameter —the “home” button. Arranged in a semicircle about the
“home” button are eight red pushbuttons, all equidistant (6 in) from the
home button. Half an inch above each button (except the home button) is a
1/2 in faceted green light. Different flat black overlays can be fastened over
the console so as to expose arrays having different numbers of light/button
alternatives (i.e., the n of the Hick paradigm). Typically, we have used set

FIGURE 2. Subject’s response console of the RT-MT apparatus. Pushbuttons indicated
by circles, green jeweled lights by crossed circles. The “home” button is in the lower cen-
ter, 6 in. from each response button.
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sizes of 1, 2, 4, and 8 light/buttons, corresponding to 0, 1, 2, and 3 bits of in-
formation in the technical sense.

The preliminary instructions to the subject in most studies begins with all
eight buttons exposed and the experimenter explaining the aim and proce-
dure of the study. Subjects are told that the apparatus measures their speed
of reaction and that we are investigating the theory that RT is related to IQ,
or general intelligence. Subjects are told to respond as quickly as possible
without making errors, the aim being to turn out the light as quickly as they
can. There is no mention of the distinction between RT and MT. Subjects are
given several practice trials on the 8-button condition to familiarize them
with the task. Then the first overlay is put on the console, exposing only one
light/button, and routinely five practice trials are given, or, if necessary, as
many more trials as seem needed for the subject to fully understand the task.
Before beginning the test trials, subjects are routinely asked if they feel confi-
dent with the task and are ready to do their best. So far in our experience,
only severely retarded subjects, with IQs below 50, have required anything
more than these standard preliminaries. With retarded persons, and proba-
bly with young children, it is often necessary for the experimenter to demon-
strate the required performance until the subject “catches on.”

The number of trials at each set size has been 15 in most studies, but 20 and
30 trials have also been used. In some studies, the whole test has been re-
peated on two or more different days. A single trial consists of the subject’s
placing his or her index finger on the home button. Within 1 to 2 seconds, an
auditory warning signal is sounded (a “beep” of 1 sec duration), followed,
after a random interval of from 1 to 4 sec, by one of the green lights going
“on.” As quickly thereafter as he or she can, the subject lifts his finger from
the home button and moves 6 in to touch the microswitch pushbutton directly
below the light, which thereupon goes “off.” RT and MT are registered in
milliseconds by two electronic timers with an accuracy of within +1 msec.
In more recent studies, the response console has been interfaced with a
computer (IBM-PC), and all RTs and MTs are automaticaly recorded on
diskettes. The entire sequence of test trials is programmed and controlled by
the computer. v

In all studies so far, set sizes have been presented in ascending order, i.e.,
1,2, 4, and 8. Imagine the light/button pairs in Figure 2 numbered 1 to 8, go-
ing from left to right. Then the light/button pairs exposed by the overlays for
each set size are as follows:

Set Size (n) Light/Button Position
1 5

2 4,5

4 3,4,5,6

6 2,3,4,5,6,7

8 All positions
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The position of the light that goes “on” in any given trial is random, with the
constraint that each light goes “on” an approximately equal number of trials
within the limits of +1 trial. In a given study, every subject receives the same
“random” order of light positions. Our aim has not been to study the effects
of experimentally manipulating task conditions, but to measure individual
differences under uniform conditions for all subjects.

The apparatus is so constructed as to make anticipatory responses impossi-
ble. That is, if the subject’s finger leaves the home button before the onset of
the light, the light does not go “on,” nothing is recorded, and the trial cycle
must begin again. Since RTs of less than 150 msec are virtually impossible,
due to a physiological limit, RTs of less than 150 msec are discarded as
“outliers.” Outliers at the other extreme have been eliminated by one of two
criteria in various studies. RTs or MTs greater than 999 msec are discarded
and that particular trial is repeated, but not until all the remaining trials have
been completed. The other criterion for outliers is RTs (or MTs) that fall
more than 3 SDs above the subject’s own mean RT. We have found that these
methods for Winsorizing the distribution of each subject’s RTs make a negli-
gible difference when the median of RT over trials is used to represent the
subjects average RT for a given set size. Because the distribution of single-
trial RTs for a given subject is always skewed to the right (i.e., toward longer
RTs), its arithmetic mean is not as good a measure of central tendency as the
median, which is relatively insensitive to extreme values or outliers. For this
reason, too, the median has generally been found to have higher split-half
and retest reliabilities than the mean. Another advantage of the median over
the mean is that the mean RT over trials tends to reflect the standard devia-
tion of RT over trials (symbolized RTg,), which is another parameter of theo-
retical interest. Because there is a physiological limit to the speed of reaction,
RTs for a given subject vary more above the subject’s median RT than below
it. Variations of RT in the upward direction, that is, above the median, in-
crease both the standard deviation and the mean, causing these variables to
be correlated to some degree through confounding. The median, however, is
not nearly so confounded with the trial-to-trial variation in RT as is the
mean. The same conditions also pertain to MT. A more comprehensive expo-
sition of chronometric techniques for the study of individual differences has
been presented elsewhere (Jensen, 1985).

Variables Derived from the Hick Paradigm

The main variables that we have derived from the Hick paradigm, as repre-
sented by the RT-MT apparatus described previously, are listed in Table 1.
Each of the variables listed in Table 1 is derived from the RT or MT data ob-
tained on an individual subject. Some, but not all, of these variables have
been extracted from the raw RT and MT data in any given study. At present,
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TABLE 1
Parameters of the Hick Paradigm for Individuals

Variable Description Symbol

Reaction Time Variables

Median RT Median RT over all trials for a given number of bits, = RTo, RTi, RT,
indicated by the subscript. RT;
Mean Median Mean of all the median RTs obtained at each number RT X
RT of bits.
Intraindividual The average standard deviation (SD) of RTs over RTo;
Variability trials at each number of bits.?
Intercept of RT Intercept of the regression of median RTs on bits. RT Int. or RTa
Slope of RT Slope of the regression of median RT on bits. RT Slope or RTb

Movement Time Variables®

Median MT Median MT over all trials for a given number of bits, MT,, MT;, MT;,
indicated by the subscript. MT;
Mean Median Mean of all the median MTs obtained at each number MT X
MT of bits.

Intraindividual The average SD of the MTs at each number of bits.? MTg;
Variability

aThe proper average of the SDs is the square root of the mean squared SDs at each number of
bits. In most studies the distribution of an individual’s RTs and MTs are Winsorized to eliminate
outliers before calculating medians, means, or standard deviations. For normal subjects, RTs
and MTs falling outside the range of 170 to 999 msec, or falling outside the range of +3¢ of the
individual’s mean RT (or MT) are discarded.

YThe intercept and slope are not ordinarily computed for MT, as it has been found that the MT
intercept does not differ reliably from the mean median MT, and the slope does not differ relia-
bly from 0, either for individuals or for groups.

it would be much too costly in time and effort to justify the slight gain in in-
formation that might result from a reanalysis of all of the original raw data
from past studies, just for the sake of being able to include the computation
of every variable we have ever looked at from every set of data that we have
ever obtained. Instead, I will survey the available evidence in the manner that
has become known as meta-analysis, which uses as its data base only the par-
ticular statistics that have already been computed in any past study.

Descriptions and Identifying Sample Identification Numbers (SID)
of 33 Study Samples

To facilitate the presentation of statistics on various Hick parameters de-
rived from a pool of 33 studies, each study will henceforth be identified by a
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sample identification number (SID). The SID numbers are used henceforth
in all tables and the text to identify each of the 33 samples for which Hick
data were available.

Only three criteria jointly determined the selection of the studies in this re-
view: (a) the study involves parameters of the Hick paradigm; (b) the appara-
tus and procedures for measuring the Hick variables do not differ essentially
from the RT-MT apparatus described previously, in which RT and MT are
always measured separately; and (c) the study’s primary focus is individual or
group differences in the Hick parameters and their relationship to conven-
tional psychometric assessments of ability. Some of the studies have not ap-
peared previously in the literature and some of the statistics from studies that
have been referenced in the literature are presented here for the first time.
Not every possible type of analysis of the RT-MT data and not every Hick pa-
rameter was relevant to the particular hypotheses under consideration in any
given past study, and therefore they have not previously had an appropriate
occasion for presentation, which is provided by the present comprehensive
review and meta-analysis. The 33 independent study samples, comprising a
total of 2317 subjects, are identified in Table 2. Unless specified otherwise,
subjects were given 15 trials on each set size.

TABLE 2
Description of 33 Study Samples (Identified by SID Numbers) Used in RT-MT
Studies of the Hick Paradigm

SID No. N Study Sample Reference
1* 50 Univ. undergrads. Jensen (1979)2
2* 25 Univ. undergrads. Jensen (1982a,b)
3* 100 Univ. undergrads. Test-retest on different days. Re- Jensen lab.?
sults based on composite of Day 1 + Day 2 data
4* 50 Univ. undergrads. —Males Jensen lab.
5* 50 Univ. undergrads. — Females Jensen lab.
6* 57 Univ. undergrads. —Males Jensen (1982a)
7* 48 Univ. undergrads. — Females Jensen (1982a)
8* 10 Univ. undergrads. tested 15 trials on set sizes 1,2,4,8 Jensen (1979)
on each of 9 days, 1 or 2 days apart
9 48 Univ. undergrads. tested on new RT-MT apparatus Jensen lab.¢
10* 100 Univ. students (35 male, 65 female) Vernon (1981a, 1983)
11* 50 Univ. students Paul (1984)
12* 119 Vocational college freshmen — white males Jensen (in press)d
13* 99 Vocational college freshmen —black males Jensen (in press)
14* 56 Vocational college — white males Vernon & Jensend (1984)
15* 50 Vocational college —black males Vernon & Jensen (1984)
16* 39 9th grade girls (mean age 14.7 yrs.) in upper-middle Jensen & Munro (1979)
SES school. 30 trials at each set size: 1, 2, 4, 6, 8
17* 162 4th, 5th, & 6th graders (mean age 10.75 yrs., SD = Jensen (1982a)

0.93), 76 boys, 86 girls, in upper-middle SES
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SID No. N Study Sample Reference
school. MeanIQ = 112, SD = 14, 30 trials on each
set size: 1,2, 4,6, 8

18* 99 High school students (mean age 16.7 yrs., SD = Braden (1985)°
1.62). Normal hearing (HC) = 37; deaf children of
hearing parents (HP) = 31; deaf children of deaf
parents (DP) = 31. 59 males, 40 females. 20 trials
on each set size: 1, 2, 4, 8

19* 60 Gifted 7th graders (mean age 13.5 yrs., SD = 1.25) Cohn, Carlson, &
enrolled in college courses in math & science; top2  Jensen (1985)
to 3% in scholastic aptitude

20* 72 Average and superior 7th graders (mean age 13.2 Cohn, Carlson, &
yrs., SD = 0.42), mean at 85th percentile in scho-  Jensen (1985)
lastic achievement on California norms

21 76 Gifted high school students (mean age 14.9 yrs., SD Wade (1984)
= 1.33). SAT and Raven Matrices scores on a par
with university students who are 5 to 6 yrs. older.
15 trials on set sizes 1, 2, 4

22 20 Average 9th grade girls (mean age 14.4 yrs., SD =  Carlson & Jensen (1982)
0.62), middle-class schiool. 20 trials at set sizes 1, 2,
4,8

23 105 Average 7th grade pupils (mean age 13.1 yrs., SD = Carlson, Jensen, &
0.48), middle-class sctiool. 25 trials at set sizes 1, 2, Widaman (1983)
4,8

24 59 Elementary school children— white (mean age 8.3 Hemmelgarn & Kehle
yrs., SD = 1.45). Mean WISC-R Full Scale IQ = (1984)
123.5, SD = 11.2

25* 46 Mildly retarded young adults— 30 males, 16 females Vernon (1981b)
(mean age 20.9 yrs., SD = 2.97). Mean IQ Ap-
proximately 70

26* 58 Sheltered workshop unskilled manual workers Sen, Jensen, Sen, &
(American) — 37 white, 21 nonwhite (mean age Arora (1983)
33.6yrs., SD = 12.8, range 18 to 72 yrs.). Mean IQ
approximately 80. 20 trials on set sizes 1, 2, 4, 8

27* 60 Severely retarded adults, institutionalized (mean age Jensen, Schafer, &
31.3 yrs., SD = 11.7). Stanford-Binet mean IQ = Crinella (1981)
38.53, SD = 14.41, range = 14t0 62

28* 76 Elderly volunteers—26 males, 50 females (mean age Ananda ( 1985)
67.84 yrs., SD = 8.65, range 51 to 87). Physically
active, no sensory-motor impairments. Mean
years of education = 15.25.

29 182 Adults— 127 males, 55 females. 41 handicapped Nettelbeck & Kirby
workers (mean age 20.5 yrs., SD = 2.6; IQ = 68,  (1983)

SD = 10); 82 vocatioral college trade apprentices
(mean age 17.92 yrs., $D = 1.58; 1Q = 109, SD =
10); 59 univ. undergrads. (mean age 23.5 yrs., SD
= 6.75;1Q = 124, SD = 7). 64 trials on set sizes 2,
4,8
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SID No. N Study Sample Reference
30 40 Adults—26 males, 14 females (mean age [males] Barrett, Eysenck, &
23.92 yrs., SD = 4.15; [females] 26.29 yrs., SD = Lucking (1986)

8.30). WAIS Full Scale IQ = 105.23, SD = 18.99.
20 trials on set sizes 1, 2, 4, 8

31 46 Adults—22 males, 24 females (mean age [males] Barrett, Eysenck, &
27.52 yrs., SD = 6.77; [females] 28.21 yrs., SD = Lucking (1986)
7.16). WAIS Full Scale IQ = 106.57, SD = 13.18.
20 trials on set sizes 1, 2, 4, 8

32 112 Young adult male U.S. Navy trainees in electronics Larson & Rimland
course. 11 trials on set sizes 1, 3, 5 (1984)f

33 93 College undergrads. — 52 males, 41 females (18 to 22 Larson & Saccuzzo
yrs.). 11 trials on set sizes 1, 3, 5 (1985)f

*Indicates studies performed in Jensen’s laboratory with the original RT-MT appa-
ratus first described in Jensen & Munro (1979).

2The university students in every study sample from No. 1 to No. 11, whose ages fall
mostly between 18 and 22 years, have been found to have scores on standard norm-
referenced tests that fall almost entirely above the 75th percentile of the general pop-
ulation. Typical samples of these university students have mean Full Scale IQs of be-
tween 120 and 125 on the Wechsler Adult Intelligence Scale (WAIS), with SDs of about 8;
thus the IQ variance in this population is only slightly greater than one fourth of the IQ variance
in the general population.

bStudies from Jensen’s laboratory, not previously published.

“The new RT-MT console is essentialy the same as the old one (described in the text), except for
one feature: the 8 stimulus lights and response buttons are one and the same, i.e., they are
pushbuttons that can light up; touching the lighted button turns the light off. (Used only for SID
#9). This arrangement maximizes stimulus-response compatibility, that is, the degree of proxim-
ity, correspondence, or similarity between the reaction stimulus and the required response to the
stimulus.

9The vocational college students are mostly 18 to 20 years of age. Nearly all score above the
25th percentile on scholastic aptitude and intelligence tests, with an estimated average 1Q of 107.
Due to self-selection of students, the black-white difference is generally less than half the differ-
ence found in the general population.

These three groups differ so slightly on all of the Hick parameters as to justify treating them
as a single group for most analyses. Where they are treated separately, the normal group is la-
beled HC, the others HP and DP.

fThis apparatus differs from Jensen’s RT-MT apparatus by presenting the array of stimulus
“lights” of varying set sizes on a computer monitor; response keys directly below the stimulus
“lights” are located on the top row of the computer keyboard; the keyboard space bar serves as
the home button. The apparatus measures RT and MT (in msec) for set sizes 1, 3, and 5.

Conformity of RT Data to Hick’s Law

Does the RT-MT apparatus and procedure used in the studies under review
yield data that conform to Hick’s Law? This question is addressed here both
in terms of the conformity of group means of RT data and the conformity of
individuals’ RTs to Hick’s Law.
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Group data. The 27 studies that present RT means for various set sizes
are summarized in Table 3. The degree of fit to the linear regression of RT on
bits (i.e., logz n), or the conformity to Hick’s Law, is indicated by the size of
the Pearson r in the last column of Table 3. The unweighted and N-weighted
means of 7 were obtained via Fisher’s Z transformation. (The untransformed
rs average .992 and .993 for the unweighted and N-weighted means, respec-
tively.) The corresponding standard deviations are .006 and .003, for the
unweighted and N-weighted mean r. The rs for the 27 data sets range between
.971 and .999, with a median r of .994. The lowest r (.971) is for SID #9,

TABLE 3
Mean Median? RT (in msec) as a Function of Bits and Regression of RT on Bits in 27
Independent Samples (N = 1850)

Bits Fit

SID No. Group N 0 1 2 3 r
1 University Students 50 278 317 335 359 .985
2 University Students 25 300 335 357 380 .993
3 University Students 100 295 326 350 374 .998
4 University Males 50 291 325 351 370 .991
5 University Females 50 300 325 350 380 .999
6 University Males 57 283 316 341 371 .999
7 University Females 48 318 358 381 406 .991
8 University Students 10 257 286 298 321 .989
9 University Students 48 282 299 315 319 971
10 University Students 100 312 345 363 387 .993
11 University Students 50 299 333 359 379 .994
12 Vocational College Whites 119 339 - 397 430 .99
13 Vocational College Blacks 99 343 - 411 461 995
14 + 15 Vocational College Males 106 309 347 375 399 .994
16 9th Grade Girls 39 291 333 35 390 .995
17 4th, 5th, 6th Graders 162 303 351 380 424 .996
18 High School Students 99 301 334 356 383 .997
19 Gifted 7th Graders 60 319 355 383 412 .998
20 Average 7th Graders 72 373 442 480 523 .990
21 Gifted 9th Graders 76 322 341 364 - .999
23 Average 7th Graders 105 450 480 497 525 995
24 Elem. Sch. Ages 6-11 59 449 494 520 545  .988
25 Retarded Adults 46 480 554 599 707  .987
26 Retarded & Borderline Adlults 58 513 590 689 878 .977
28 Elderly 76 337 392 426 452 .986
30 Average Adults 40 298 317 347 380 .993
31 Average Adults 46 316 332 353 375 997

Unweighted Mean 332 369 397 436  .995
N-Weighted Mean 335 373 401 439  .995

2This is the mean (over N individuals) of the Nindividuals’ median RT (over ¢ trials) at each
number of bits.
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which is the only one not tested with the usual apparatus. This one sample
was tested with a new version of the RT-MT apparatus in which the 8 stimu-
lus lights and pushbuttons are one and the same; that is, they are lighted
pushbuttons. The maximization of S-R compatibility (defined in Table 2,
footnote c) apparently causes slightly lesser conformity to Hick’s Law as well
as a considerably smaller slope. The slope for SID #9 is strikingly out of line
from that of the other groups of university students (SID #1-8) drawn from
essentially the same pool. But the intercept for SID #9 is not at all atypical.

An analysis of variance and trend analysis can be performed on the data of
Table 3, in which the rows are Studies and the columns are Set Size scaled as
bits. This analysis is shown in Table 4. The only two significant main effects
are differences between studies in overall mean RT and the linear trend of RT
on bits. The eta squared (»2) indicates the percentage of the total variance
represented in Table 3 that is attributable to each source. (Note: Individual
differences are not represented in this analysis, in which the units of analysis
are group means.) It is clear from the correlations in Table 3 and from the
analysis of variance testing goodness of fit of RT to a linear regression on bits
that there is indeed an extremely high degree of conformity of group means
to Hick’s Law.

Only one group on which means were available for 0, 1, 2, and 3 bits has
been intentionally omitted from Table 3. This is SID #27, which consists of
severely retarded institutionalized adults, whose performance was in so many
ways highly atypical of all other subjects who have ever been tested (including
the mildly retarded) as to warrant not averaging this atypical group with all
the others. The mean median RT and MT for the severely retarded subjects
are shown in Figure 3. This is also the only group ever tested that shows
longer MT than RT.

In contrast, Figure 4 shows the overall unweighted and N-weighted mean
RT based on the 27 samples in Table 3. The fit of the data points to the
straight line is r = .998 for both the unweighted and N-weighted means.

TABLE 4

Analysis of Variance and Trend Analysis of RT Means in Table 32
Source df  Mean Squares F n? (x 100)
Studies (S) 23 33641.9 40.04* 79.81
Bits (B)

Linear Component® 1 137246.8 163.36* 14.16

Nonlinear Component 2 233.2 .28 .05
Residual (S x B) 69 840.1 5.98

aSID #12, #13, and #21 were omitted to avoid empty cells in the ANOVA.
bThe trend analysis is based on the linear regression of RT on bits.
*p < .001.



INDIVIDUAL DIFFERENCES IN THE HICK PARADIGM 117

= 800
©
c
o
> o
2 PN MT
= ~
E \\ _..-—&
~ \\0-—"’—-— \\\
@ \\\
2 —— —e
g:, RT
"6 —
©
)
@
a
w
600 T T ]
0 | 2 3
Bits

FIGURE3. Meanmedian RT and MT as a function of bits, in 60 severely retarded adults
(mean Stanford-Binet IQ = 39). (Data not included in Table 3.) (From Jensen, Schafer,
& Crinella, 1981.)

The data of Table 3 can be used to examine the question of whether Hick’s
alternative formulation, RT = a + log, (n + 1), fits the data better than RT
= a + log, n. Theregression of RT onlog, (n + 1) was calculated for each of
the 27 studies. The weighted mean index of fit, r = .993 (SD = .018),
scarcely differs from the corresponding r = .995 (SD = .003) for the regres-
sion of RT on log, n. However, the fit of the formula with n was better than
that of the formula with (n + 1) in 19 of the 27 studies, as compared with
only six studies for which the formula with (n + 1) showed the better fit.
(There was equal fit [to 4 decimal places] in two studies.) The difference be-
tween 19 and 6 is significant (x2 == 6.76, 1 df, p < .01). Thus, the difference
in fit favors the simpler formula; at least, there is no evidence of an advan-
tage of (n + 1) instead of n in the formulation of Hick’s Law.

Another question we can ask of these data is whether the mean RT for set
size 1 (i.e., simple RT or 0 bits, signified as RT,) is at all out of line with the
mean choice RTs at set sizes 2, 4, and 8 (i.e., 1, 2, and 3, bits). Some investiga-
tors (e.g., Nettelbeck & Kirby, 1983) have omitted a set size of 1 in their stud-
ies on the ground that there is some essential difference between simple and
choice RT. Of course, the processes of discrimination and choice are not
present in RT,. But does this affect the degree of fit to Hick’s Law? To find
out, the regression of RT on bits was calculated in each study for 1, 2, and 3
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FIGURE 4. Observed conformity of RT data to Hick’s law shown by the unweighted and
N-weighted means of the median RT as a function of bits, based on 27 of the independent
samples of Table 3 comprising a total of 1850 subjects.

bits, that is, omitting RT,. Only 24 of the 27 studies in Table 3 are suitable for
this analysis, because only three set sizes were used in three studies. Table 5
shows the effects of including or excluding RTy on the intercept, slope, and
fit to Hick’s Law (using log, n). It can be seen that the differences are very
slight. If RT, were significantly out of line with Hick’s Law for choice RT, we
should expect RT, to differ significantly from the intercept of the regression
of RT on 1, 2, and 3 bits. This intercept should closely predict RT,. A corre-
lated ¢ test based on these 24 studies was performed to test the significance of
the difference between the actual mean RT, and the intercept (or predicted
mean RT,) based on only 1, 2, and 3 bits. The difference (of 5.3 msec) does
not even approach significance (¢ = 1.21, df = 23). Thus, it appears that
Hick’s Law holds about equally for set sizes involving both simple and choice
RTs as for exclusively choice RTs. For obtaining measures of the intercept
and slope of RT in the Hick paradigm, there seems to be no justification for
excluding RT,. _

It has also been found that Hick’s Law holds even when the subject is not

'3
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TABLES
Unweighted and N-Weighted Means and Standard Deviations
(Over 24 Samples?) of Intercept, Slope, and Index of Fit (r) to
Hick’s Law When RT, (in msec) Is Included or Excluded

Condition Un weighted N-Weighted
Parameter RT, X SD X SD

Intercept Included 333.40 65.90 336.55 62.38
Excluded 336.75 60.82 341.10 57.94

Slope Included 33.82 21.47 34.11 19.58
Excluded 32.27 26.64 32.22 24.31

Fit (r) Included .994 .007 .994 .006
Excluded .998 .012 998 .010

aSID #12, #13, and #21 are necessarily excluded because these studies
used only 3 levels of bits, which makes it meaningless to calculate the
regression parameters on only two points when RTy is excluded.

required to turn out the stimulus light (referred to as single response, as con-
trasted with double response, where the subject has to turn off the reaction
stimulus after releasing the home button). All the subject has to do is lift his
or her finger off the home button when one of the lights goes on. The results
are shown in Figure 5. Not having to “program” the hand movement to turn
out the stimulus light cuts about 30 msec off the RT, that is, the time to re-
lease the home button after onset of the reaction stimulus. The Hick phe-
nomenon apparently reflects the degree of prior uncertainty of which signal
will occur rather than the processes that determine the choice response after
the signal has occurred.

Conformity of individuals’ RT to Hick’s Law. An individual’s median
RT (over trials for any given set size) is less erratic than the mean RT, and
therefore shows greater conformity to Hick’s Law. Hence, the median RT is
used in all the analyses discussed here.

Hick’s Law applies to individuals as well as to groups. However, there are
individual differences in the degree of conformity, but whether they are relia-
ble individual differences is not yet established.

In one set of data from my lab (SID #3), in which 100 university students
were given 15 trialson 0, 1, 2, and 3 bits on each of two days, the test-retest re-
liability of conformity to Hick’s Law was close to zero and completely
nonsignificant. It is as if nonconformity on any given test occasion were
merely due to momentary erracticness or flukes in the course of the subject’s
performance, but at present this is sheer conjecture..In the above-mentioned
study, only one subject on one day showed a negative fit to Hick’s Law, that
is, a negative slope of RT on bits.

The greater the number of trials, in general, the closer do individuals’ data
fit Hick’s Law. Ten subjects given 15 trials on 9 different days showed a bet-
ter fit to Hick’s Law for the mean RT over all days than for any single day.
The flukes of nonconformity tend to average out with a larger number of
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FIGURE 5. Mean median RT (in msec) as a function of bits for 25 university students
(SID #2) on RT-MT apparatus under conditions requiring (a) a differential ballistic re-
sponse to the reaction stimulus (double response) and (b) simply removing index finger
from the “home” button when the reaction stimulus occurs but not being required to
make any movement to turn off the reaction stimulus (single response).

trials or test sessions. The present evidence does not rule out the possibility
that there are no true individual differences in degree of conformity to Hick’s
Law, and that all individuals will increasingly conform as a function of the
number of trials. Hence, varying degrees of nonconformity, rather than rep-
resenting a true or lawful individual differences phenomenon, may be just a
matter of the unreliability of the median RTs, which is a function of the num-
ber of measurements, or trials. Every one of the 10 subjects tested on 9 days
showed a better fit to Hick’s Law for the composite data over all days than
for the average fit for each day. The mean fit (r) for single days was .934, SD
= .036; for the composite, it was .976, SD = .018. A correlated  test shows
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the difference to be highly significant (r = 5.93,df = 9, p < .001). Since the
reliability of each subject’s RT at each set size is greater for the composite
data than for the data on any one day, if some subjects truly were noncon-
formists while others were conformists to Hick’s Law, we should expect a
lower index of fit for some subjects in the most reliable composite data than
in the single-day data, and we should «lso expect greater variance among the
subjects’ rs for the composite RT data than for the subjects’ means of the rs
onsingle days. However, the data shov/ just the opposite of both of these out-
comes than would be expected if there were reliable individual differences in
degree of conformity to Hick’s Law that are not merely attributable to
unreliability of the RT measurements on any particular set size in any one test
session with a limited number of trials. The variance of the index of fit (7) is
significantly greater (F[9,9] = 4.33, p < .01) for the mean of the subjects’ rs
over single days than their rs based on the composite data over all days. Be-
cause there were only 10 subjects (all of them university students) in this par-
ticular study, however, the results shoild be viewed as only suggestive rather
than conclusive. The hypothesis regarding true conformity to Hick’s Law by
certain individuals still remains to be rejected, if indeed it is false.

In any case, individual conformity to Hick’s Law is remarkably high, in
general, as indicated by the Pearson :orrelation of a person’s median RTs
with bits over set sizes. This index of {it was obtained for individuals in sev-
eral studies, with the results shown in Table 6. The mean values of r are all
quite high, averaging about .93. The siquares of these rs, of course, represent
the proportions of variance in mediar. RTs accounted for by their linear re-
gression on bits, which, for individuals, is about .86.

To get some idea of the “types” of nonconformity to Hick’s Law that turn
up in a large sample, the RT data of 225 vocational college males (SID #12 &
13, in addition to 7 other Ss whose psy:hometric data were incomplete in #12
& 13 and were therefore omitted in certain other analyses) have been exam-
ined in terms of the rank order of the raedian RTs (based on 15 trials) at 0, 2,
and 3 bits. The predicted rank order of the median RTs would be 1-2-3, in ac-
cord with Hick’s Law. The percentag: of individuals having different rank
orders of their median RTS for 0, 2, and 3 bits is as follows:

Rank Order Percent
1 2 3 (Predicted) 77.78
1 3 2 13.33
2 1 3 4.00
2 3 1 0.89
3 1 2 0.89
3 2 1 0.89
1 2.5 2.5 2.22

1.5 1.5 3 0

100.00
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TABLE 6
Conformity of Individuals’ Median RTs to Hick’s Law as
Indexed by Correlation Between Median RT and Bits in
Five Independent Samples (N = 581)

Fit (v)
SID No. Group N Mean  SD
1 Univ. students 50 .930 .099
6+ 7 Univ. students 105 931 112
12 + 13 Vocational college students 225 928 115
16 9th grade girls 39 .944 .076
17 4th, Sth, 6th graders 162 919 161

Unweighted Mean 930 113
N-Weighted Mean ~ .927  .123

The mean fit of individuals’s RTs to Hick’s Law for this sample is 7 = .928,
SD = .115.

Movement Time (MT) and Its Relation to RT

MT displays very little, if any, resemblance to RT. It would seem safe to say
that Hick’s Law applies exclusively to RT. This is one argument for measur-
ing RT and MT separately rather than as a single amalgam, as has been done
in many studies. Table 7 presents the mean median MTs as a function of bits
in 21 studies. The slope of the regression of MT on bits averages only slightly
more than 2 msec/bit, as compared with about 34 msec/bit for RT. There is
no appreciable conformity to Hick’s Law for MT, with the index of fit
averaging r = .35 and six of the 21 studies even going counter to Hick’s Law
by negative slopes. The linear component in the trend of MT on bits, al-
though small, is nevertheless fully significant in these data, as seen in the
analysis of variance and trend analysis presented in Table 8. The eta squared
(n?), or the percentage of the total variance, shows that the linear trend of MT
on bits accounts for only 0.3% of the total variance. The 52 of Table 8 may be
compared with the corresponding values for RT in Table 4 as striking evi-
dence of the great dissimilarity between MT and RT. Figure 6 shows the
N-weighted means of the MTs in 21 independent samples totalling 1573 sub-
jects. The regression equation for the straight line in Figure 6 for MT can be
compared with the corresponding equation for RT:

MT = 246 + 3(bits)
RT = 336 + 34(bits)

The fact that the RT intercept averages 90 msec greater than the M T intercept
comes as a surprise to most people. In our early studies, we routinely asked
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Samples (N = 1573)

TABLE7
Mean Median MT as a Function of Bits and Regression of MT on Bits in 21 Independent

123

Bits Regression
SID No. Group N 0 1 2 3 Int.  Slope r
1 University Students S0 215 203 209 223 208 3.00 .453
2 University Students 25 252 234 245 258 243 2.90 .363
3 University Students 100 243 227 239 256 234 5.10 .551
4 University Males 50 233 216 226 247 223 5.20 515
5 University Females 50 254 239 252 264 246 4.30 .540
6 University Males 57 222 203 219 218 215 0.40 .061
7 University Females 48 275 269 284 276 273 1.90 371
9 University Students 48 207 209 213 226 205 6.10 922
10 University Students 100 211 203 215 223 206 4.80 .744
11 University Students 50 227 214 224 243 250 -7.70 -.390
12 Vocational College 119 249 - 247 250 249 -.01 -.005
Whites
13 Vocational College 99 291 - 297 295 292 1.44 .819
Blacks
14 + 15 Vocational College Males 106 213 209 217 217 211 1.97 .663
16 9th Grade Girls 39 187 190 198 206 185 6.50 .983
17 4th, Sth, 6th Graders 162 203 191 196 198 195 -—1.00 —.260
18 High School Students 99 178 180 190 190 178 4.60 .927
19 Gifted 7th Graders 60 245 233 243 238 241 -1.10 -.264
20 Average 7th Graders 72 328 327 350 353 325 9.80 .909
23 Average 7th Graders 105 325 323 321 325 324 -0.20 -.135
26 Retarded & Borderline 58 444 426 451 447 437 3.40 397
Adults
28 Elderly 76 321 311 318 318 317 -2.00 -.061
Unweighted Mean 253 242 255 261 251 2.44 .386
N-Weighted Mean 251 240 253 257 249 2.17 .351
TABLES8
Analysis of Variance and Trend Analysis of MT Data in Table 72
Source df  Mean Squares F n? (x100)
Studies (S) 18 16254.6 486.4* 98.5
Bits (B)
Linear Component 1 1060.8 31.7* 0.3
Nonlinear Component 2 849.4 25.4* 0.6
Residual (S x B) 54 33.4 0.6

#Two samples (SID #12, #13) from Table 7 did not have MTs at 4 levels of
bits, and were therefore omitted to avoid empty cells in the ANOVA.

*p < .001.
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FIGURE 6. N-weighted mean median MT as a function of bits, based on 21 independent
samples comprising a total of 1573 subjects.

subjects, after they were tested, whether they felt it took longer to get their
finger off the home button (i.e., RT) or, once they released the home button,
to move it 6 inches to touch the button that turns off the light (i.e., MT).
Their subjective impression was that their MT was considerably greater than
their RT; many, in fact, felt the RT was virtually instantaneous with the onset
of the light, and they did not subjectively experience any lengthening of RT
with increasing set size. Obviously, Hick’s Law is not generally a consciously
or subjectively experienced phenomenon.

Correlation between RT and MT within subjects. Some experimental
psychologists have conjectured that some subjects may try to improve their
RT and “defeat” Hick’s Law to some extent by adopting the strategy of
getting off the home button as soon as possible after the onset of the RS light
and “hovering” briefly to make their choice decision while moving toward the
button that turns out the light, thereby shifting some of the time for the deci-
sion process from RT to MT, which would have the effect of decreasing RT
and increasing MT on any given trial. If this were a general strategy for any
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given subject, although not applied exactly equally on every trial, one should
predict that the correlation (over trials) between the subject’s RT and MT
would become increasingly negative with increasing bits of information, that
is, with increasing demands on the process of decision or choice.

To examine this strategy hypothesis, the RT and MT data of three samples
(SID #6, #7, and #17), totalling 267 subjects, were correlated over trials
within subjects for each set size. That is, for each subject on each set size a
correlation (Pearson 7) was obtained between the paired RTs and MTs over
trials. SID #6 and #7 (57 male and 48 female university students) had 15 trials
onset sizes 1, 2, 4, and 8. SID #17 (162 elementary school children in grades 4
to 6) had 30 trials on set sizes 1, 2, 4, 6, and 8. The means of the within-subject
correlations between RT and MT at each set size and their SDs are shown in
Table 9. The absence of a single correlation in the whole table that even ap-
proaches significance means that we cannot reject the hypothesis that the
within-subjects correlation between RT and MT is zero.

One might argue, however, that only certain subjects adopt the strategy of
shifting some part of the time for the decision process from RT to MT, and
that their negative correlations between RT and MT are simply swamped and
obscured by the more or less random correlations produced by the many sub-
jects who do not adopt the strategy. If this were the case, we should expect
that the subjects who have adopted the strategy and produce negative RT x
MT correlations would do so with some consistency across different set sizes.
That is, for a given subject, if the strategy effect showed up as a negative RT

X MT correlation at one set size, there should be a greater-than-chance prob-
ability that a negative correlation would also show up at other set sizes. The
consistency of negative or positive RT x MT correlations for subjects across
set sizes was tested in SID #6 (N = 57) by means of a chi squared test on each

TABLE9

Mean Correlation for Three Independent Samples Between RT and MT Over Trials? Within

Subjects (N = 267)

SID#6 (N = 57) SID#7(N = 48) SID #17 (N = 162) Grand Mean

Set Size Mean r SDr Mean r SDr Mean r SDr Mean r SDr
1 +.057 .330 —.033 .338 +.008 .180 +.011 .283
2 —.007 330 —.015 277 .000 .195 —.007 267
4 —.087 .308 +.032 .326 +.024 .208 ~.010 .281
6 - - - - —.007 .198 —.007 .198
8 —-.009 .307 —.094 .269 —.037 .184 —.047 253
Grand —.012 .319 -.027 .302 —.002 .193 —.012 .256
Mean

#Number of trials at each level of bits: SID #6 = 15 trials, SID #7 = 15 trials, SID #17 = 30 trials.
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2 x 2 contingency table for the consistency of positive and negative correla-
tions across different adjacent set sizes (n), as follows:

n=2 n=4 n=28
—r 4r  —r +r -r +r
+r 18 12 +r 16 8 +r 15 6
n=1 n=2 n=4
-r 15 12 -r 20 13 -r 20 16
¥ = 0.11 ¥ = 022 2= 1.41
¢ = —.04 ¢ = —.06 ¢ = -.16

—

None of the x2 (1 df) values even approaches significance at the .05 level. The
phi coefficients (¢) may be interpreted like a correlation coefficient, showing
the consistency or reliability of subjects’ tendency to produce positive or neg-
ative RT X MT correlations. The average value of ¢ is a nonsignificant
—.087. There is simply no evidence that individuals’ positive and negative
correlations between RT and MT at different set sizes are anything other than
random fluctuation of the rs about the true correlation of zero.

The meaning of the significant and substantial positive correlation be-
tween individual differences in RT and MT (i.e., the between-subjects r) is
discussed in a later section.

Effects of Practice on Hick Parameters and S-R Compatibility

The literature on choice RT shows that practice reduces choice RT and that
the practice effect may even extend over as many as 45,000 trials (Teichner &
Krebs, 1974). The degree of practice effect seems to be most affected by the
degree of stimulus-response compatibility of the RT task. S-R compatibility
varies according to the degree of spatial proximity, correspondence of order,
or other physical or relational similarity between the various choice reaction
stimuli and the differential responses that the subject must make to the
stimuli. When the S-R compatibility is low, there is an increased effect of
practice. What apparently is influenced by practice is the translation mecha-
nism between stimulus and response, and the extent of improvability of the
“translation” process is lessened as S-R compatibility is increased. As noted
previously, the RT-MT apparatus used in our studies comes near to maximiz-
ing S-R compatability by (a) the use of a home button, permitting the RT re-
sponse to be made for different degrees of choice without the need for re-
sponse selection; and (b) the close proximity of the RS lights to the corre-
sponding pushbuttons, which minimizes confusion as to the movement
response the subject must make to turn out the light. It is probably because of
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these factors that the practice effects we are able to detect in our RT data are
of almost negligible magnitude, at least within the typical time frame of the
RT-MT test— 15 to 30 trials.

The question of practice effect, or learning, is of theoretical importance
for the interpretation of the negative correlation between RT and IQ (or psy-
chometric g) and the negative correlation between the slope of RT (on bits)
and IQ. If IQ reflects learning ability, and subjects are improving their RT
with practice at differential rates according to their learning ability, then it
would be learning ability rather than mental speed per se that is mainly the
basis for the RT-IQ correlation. If, on the other hand, practice effects on RT
appear to be minimal, an interpretation of the RT-IQ relationship in terms
of individual differences in learning ability is less tenable. Put most simply, if
practice effects, dependent on learning, were prominent, the path diagram
(below) on the left would seem a likely interpretation of the RT-IQ correla-
tion, whereas, if practice effects are negligible, the diagram on the right
would seem more warranted. (Arrows indicate causal relationship, curved
dashed lines indicate correlation without causation.)

Learning
Ability

Mental Speed
(RT)

Learning

Ability

Hence, we must examine the effects of practice on the key Hick parameters
derived from the same kind of RT data obtained under conditions typical of
those that have been found to show a relationship between the RT parameters
and IQ.

Table 10 shows the mean of the median RTs to the first three and last three
of 15 trials in two studies. Also shown are the intercepts, slopes, and the rin-
dex of fit to Hick’s Law. In both samples, the mean RTs for the first and last
three trials differ only slightly and nonsignificantly, and what little difference
there is actually is the opposite to what would be expected in terms of learn-
ing, or improvement with practice. The intercept and slope parameters also
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TABLE 10
Means for Two Samples of Median RTs (in Msec) on the First 3 Trials Compared to the Same of the
Last 3 of 15 Trials
Bits
0 1 2 3 Intercept  Slope r

SID #10
(N = 100)

First 3 Trials 312.8 + 8.6% 342.5 + 10.3 360.4 + 11.0 389.3 + 10.5 314.1 24.7 .996

Last 3 Trials 3152+ 94 349.3 + 11.8 368.3 + 11.1 388.0 + 10.6 319.6 23.7 .989
SID #14 + #15
(N = 106)

First 3 Trials 309.0 + 8.2 3483 + 9.1 368.3 + 11.2 393.8 £+ 9.7 313.7 27.5 .990

Last 3 Trials 313.1 + 10.4 351.2 + 9.8 3754 + 11.3 406.0 = 12.9 316.0 30.3 .996

2[ndicates the 95% confidence interval, i.e., X + 1.984SE .
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show no practice effects, and there is no appreciable effect on the degree of
fit to Hick’s Law.

Figure 7 (based on SID #12) shows the effects of practice on RT and MT
over 30 trials. Practice effects should be approximately equal for odd- and
even-numbered trials. These are shown in the left-hand panel of Figure 7. As
expected, the results for odd and even trials barely differ. On the other hand,
whatever practice effects occur in the course of 30 trials should be expected to
show up as a difference between the means of the first set of 15 trials (i.e.,
trials 1-15) and the second set of 15 trials (i.e., trials 16-30). This comparison
is shown in the right-hand panel of Figure 7. The results are statistically indis-
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FIGURE 7. RT and MT on odd and even trials of 30 trials (left panel) and on the first set
of 15 and second set of 15 trials (right panel), based on Sample #12 (N = 103).
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tinguishable from those in the comparison of odd and even trials. Hence,
there is no evidence of a practice effect. The main Hick parameters of the RT
data in Figure 7 are seen in Table 11; they also show no practice effects.

Does practice on two different days one or two days apart have an effect on
RT intercept, slope, and fit? Table 12 shows the results in combined SIDs #3,
#4, and #5. The RT intercept, although less by only about 6 msec on the sec-
ond set of 15 trials, differs significantly at the .05 level. The difference in
slope is in the theoretically unexpected direction, and is statistically negligi-
ble. Note that the Day 1 x Day 2 correlation is much higher for the intercept
than the slope; the ry, is an estimate of the retest reliability of these parame-
ters. One can hardly make much of the significant 6-msec Day 1-Day 2 dif-
ference in intercepts. Another study SID #11, N = 50), in which subjects
were also tested with 15 trials in each of two sessions on different days less
than a week apart, showed nonsignificant (£ < 1) differences on both inter-
cept and slope. The regressions of RT on bits were as follows:

Day 1: 306.47 + 26.96(bits), n = .989
Day 2: 303.23 + 23.89(bits), r = .996

Does prolonged practice beyond two sessions on separate days produce
larger effects? To find out, 10 university students (SID #8) were given 15
trials in each of nine test sessions on alternate weekdays; the testing was
spread over 3 to 4 weeks. The mean intercept of the median RT on bits is
plotted across days of practice in Figure 8. There is evidence of a slight but
significant practice effect. An ANOVA performed on these data showed the
Days main effect to be significant, F(8,72) = 3.53, p < .01. (For Subjects,
F[9,72] = 16.55, p < .001. Eta squared [ x 100] for Days is 11.33%; for Sub-
jects, 59.77%. The average single-session reliability of individual differences
in the intercept in this sample is .63; the composite data over all 9 days has an
intercept reliability of .94.) The largest difference is Day 1-Day 8 (¢ = 2.74, p
< .05), amounting to 29 msec. But this effect lies far outside the typical time
frame of the RT data of most of the studies that have reported correlations
between RT parameters and 1Q. Even the difference of 12 msec between

TABLE 11
Regressions of RT on Bits and Index of Fit (r)
to Hick’s Law for Conditions in Figure 7

Condition Intercept  Slope  Fit (r)
Odd Trials 353.5 27.9 .997
Even Trials 347.5 30.1 .999
First 15 Trials 352.5 26.8 .994
Second 15 Trials 348.4 31.1 1.000

Mean 350.5 29.0 .998
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TABLE 12
Mean Intercept and Slope of Regression of RT on
Bits (0, 1, 2, 3) in Sessions of 15 Trials Each on
Two Days (N = 200)

Occasion Intercept Slope Fit (r)
Day 1 300.2 + 4.72 25.6 = 1.5 .998
Day 2 294.3 + 4.3 26.6 + 1.4 .980
Correlation, r;, +.721 +.341

#Indicates 95% confidence interval, i.e., X + 1.96SE ;.

Days 1 and 2 is nonsignificant at the .05 level by a 1-tailed test (correlated ¢t =
1.55). The significance of the Days effect shown by the ANOVA is attributa-
ble entirely to the difference between the means of the first 2 days and the
mean of the last 7 days; there are no significant differences within each of
these two sets. The average linear decrement in RT intercept over all 9 days of
practice is only 2 msec per day.
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FIGURES8. Intercept of the regression of median RT on bits over 9 days of practice by 10
subjects. The vertical lines indicate the 95% confidence intervals, with 9 df (i.e., X +
2.262SFE%3).
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Figure 9 shows the mean slope of the regression of RT on bits across 9 days
of practice. Again, the difference between the first 2 days is nonsignificant
(correlated ¢ = 1.45), but the overall differences across all 9 days are signifi-
cant, F(8,72) = 2.21, p < .05. The average linear decrement in slope across
all 9 days of practice amounts to only 0.45 msec per day. (Eta squared [ X
100] for Days is 13.87%; for Subjects, 29.63%. The average single-session re-
liability of individual differences in the slope measure in this sample is only
.26; the composite data over all 9 days has a slope reliability of .76.)

All of these data point to the conclusion that practice effects on RT are nil
with the present apparatus and procedure, at least within the number of trials
used in the studies of the relation of RT parameters to IQ. Since practice ef-
fects across trials within each set size are nil, it is so highly improbable that
practice effects would transfer across set sizes that, so far, we have not per-
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FIGURE 9. Slope of the regression of median RT on bits over 9 days of practice by 10
subjects. The vertical lines indicate the 95% confidence intervals.
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formed a direct experimental test for such an effect by varying the order of
administering the different set sizes. It is desirable in any one study of indi-
vidual differences to maintain uniform conditions of testing for all subjects,
and it has not seemed worth sacrificing this advantage to test the exceedingly
small probability that there is greater positive transfer of practice between
sets than within sets. There is no theory or rationale that would predict this
unlikely possibility. Moreover, positive transfer between sets would have the
effect of distorting the fit of the RT data to Hick’s Law, making the increase
in RT as a function of bits a negatively accelerated function rather than the
perfectly linear function that is actually found.

Effects of Position-Response Preferences on RT

Some relatively small part (averaging about 30 msec for university students)
of a person’s total RT on any given trial appears to be attributable to the time
required to program the ballistic movement response prior to the subject’s
removing his or her finger from the home button. If there are differential
preferences or response tendencies for different light/button positions, this
variable increment in RT attributable to programming the movement re-
sponse would constitute a part of the subject’s error variance. However, since
there are 15 or more trials at each set size and every light/button position is
targeted an equal number of trials (1), these variable increments in RT
would tend to average out with an increasing number of trials. Therefore,
they should constitute no real problem for the measurement of individual dif-
ferences in RT. Any such response biases, if they in fact exist and affect RT,
would most likely attenuate correlations between RT and IQ.

To determine if there are any general or average position biases, the mean
RT has been determined for each of the eight light/button positions for a to-
tal of 309 vocational college men (combined Samples #12, #14, #15). The re-
sults are shown in Figure 10. Although there is no clearly discernible pattern,
and the largest difference is only 20 msec, the differences overall are signifi-
cant with such a large sample. The percentage of the total variance (eta
squared) accounted for by the main effect of Positions is only 1%. Eta
squared for Subjects (i.e., individual differences in overall mean RT on set
size 8) is 80%. The eta squared for the Subjects X Positions interaction is
19%. This variance due to individual position biases is largely averaged out in
the mean, since the various positions of the RS occur with nearly equal fre-
quency. Whatever small proportion of this variance that would get into the
individual difference between subjects’ mean RTs at a given set size would
constitute part of the measurement error, and could only attenuate correla-
tions between RT and psychometric test scores.
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FIGURE 10. Mean RT (of 309 subjects) to each of the light/button pairs in set-size 8; the
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RTo;: Intraindividual Variability in RT

Intraindividual variability in RT, henceforth symbolized as RTg;, is quan-
tified as the average of the standard deviations of an individual’s RTs over a
given number of trials at each set size. Experimental psychologists studying
RT have paid peculiarly little attention to intraindividual variability in RT.
This variable became of interest early in our RT research, when it was discov-
ered that there are reliable individual differences in RTo; and that these often
showed a higher correlation with IQ than the RT itself. It also seemed a
reasonable hypothesis that RTo;, is a more fundamental variable than the
mean or median RT. That is, one can explain how individual differences in
the mean RT could be the result of individual differences in RTo; more easily
than one can explain the reverse. If there is a lower limit (the so-called “physi-
ological limit”) to the shortest RT that a person can perform, and if persons
differ relatively little in their shortest possible RTs, then individual differ-
ences in the spread of RTs above this lower limit will create individual differ-
ences in the measures of the central tendency of the RTs. Hence, the main
source of individual differences in RT could arise, not from any basic neural
processes that differ in speed of execution, but from differences in the
moment-to-moment probability of occurrence of certain processes —an in-
termittency or oscillation of response potential that would make for trial-to-
trial variation in RT.
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The average correlation between median RT and RTo; in most studies is
about + .6, but the true correlation is greatly attenuated by the rather low re-
liability of RTo;. We have not obtained retest reliability coefficients of RTg;
higher than .6. (In one large study [SID #3, 100 university students], the retest
reliability of RTo; was only + .422.) Hence, if the correlation between me-
dian RT and RTo; were corrected for attenuation, it could conceivably even
be close to 1. The two measures thus would be redundant, at least when based
on the same set of RT data. However, in order to find out whether median
RT and RTg; actually reflect the same or different individual differences, it is
necessary to determine the correlation between them on experimentally inde-
pendent sets of data. This was done by Paul (1984, pp. 60-61), with SID #11
(50 university students). The individuals’ median RTs obtained in one test
session (Day 1) were correlated with RTg; obtained in another test session
(Day 2), and vice versa. The two correlations between the experimentally in-
dependent measures of median RT and RTg; were averaged and then cor-
rected for attenuation of each variable. The raw correlation was only +.33;
corrected for attenuation it was + .67. Exactly the same kind of analysis was
done on SID #9 (48 university students); the disattenuated correlation be-
tween median RT and RTg; was + .61. These studies suggest that, in the Hick
paradigm, median RT and RTg; share only about two thirds of their variance
in common.

In any case, what we now know with considerable certainty about RTo;
with respect to Hick’s Law is that it behaves very differently from the median
RT. RTo; is a linear function, not of log n, but of » itself. Table 13 shows
RTo; as a function of set size (n) in 18 independent samples totalling 1402
subjects. The average fit of RTo; to a linear function of n is .94. (The fit to the
composite data of all 18 studies is .99.) When RTog, is regressed on bits, how-
ever, the average fit is only .86 (.91 for the composite data). Thus RTa, shows
almost as good a linear fit to # as median RT shows to log n. The linear rela-
tionship can be seen more clearly in Figure 11. As far as I can determine, this
empirical relationship has not been mentioned elsewhere in the RT literature,
except in Jensen (1982a, p. 104). An ANOVA trend analysis of the data in
Table 13 shows a highly significant (F]1,42] = 15.93, p < .001) linear
trend of the mean RTo;, on n; the nonlinear component of the variance is non-
significant (F]2,42] = 0.12). Eta squared (X 100) for the different sources of
variance are: Between Studies, 59.4%; Linear component of the regression
of RTo; on n, 11.1%; Nonlinear component, 0.6%; Residual, 29.3%.

The mean values of RTo; (averaged over set sizes) and their standard devia-
tions in 29 independent samples (N = 1812) are shown in Table 14.

The outstandingly puzzling feature in Table 14. is that the values of RTg; in
two of the three groups in SID #29 (Nettelbeck & Kirby, 1983) appear surpris-
ingly large for SID #29A and #29U, in comparison to RTg, in other similar
groups. One may wonder if Nettelbeck and Kirby calculated RTg; dif-
ferently, but, according to their article (p. 43), it was calculated by the same



136  JENSEN

TABLE 13
Mean Intraindividual Variability (RTo;) in RT as a Function of Set Size (n) and Regression of
RTo; 0on nin 18 Independent Samples (N = 1402)

Regression of RTo;
Set Size (n) (in Msec.) on n

SID No. Group N 1 2 4 8 Int.  Slope r
1 University Students 50 29 34 33 44 28.2 1.88 953
2 University Students 25 32 33 40 57 26.9 3.62 .990
3 University Students 100 37 37 67 66 347 4.61 .831
6+ 7 University Students 105 32 32 41 52 28.0 2.98 .991
9 University Students 48 35 42 47 61 33.0 3.52 991
10 University Students 100 35 36 40 53 31.1  2.69 .983
11 University Students 50 37 35 38 48 331 171 954
12 Vocational College 119 45 - 48 64 40.8 2.73 .958

Whites
13 Vocational College 99 54 - 61 83 479 4.17 973
Blacks

17 4th, 5th, 6th Graders 162 43 52 60 87 37.1  6.25 .995
18 High School Students 99 33 36 40 61 27.2  4.11 .984
19 Gifted 7th Graders 60 34 36 48 78 24.8 6.48 .993
20 Average 7th Graders 72 82 71 83 118 65.8 6.03 914
21 Gifted 9th Graders 76 35 35 43 - 31.0 2.73 930
23 Average 7th Graders 105 80 73 76 —96 70.9 2.76 .833
25 Retarded Adults 46 93 120 227 400 41.7 44.87 .998
30 Average Adults 40 47 43 42 85 32.5 5.76 .866
31 Average Adults 46 54 47 46 71 432 298 778

Unweighted Mean 46.5 47.6 60.0 89.7 37.7 6.10 .940
N-Weighted Mean 46.3  47.3 58.2 83.5 38.8 5.27 .943

method used in Jensen’s studies. This striking discrepancy remains un-
explained.!

INettelback (personal communication, May 29, 1986) has informed me that the values of RT and
MT in SID #29 were in fact calculated differently from the calculation used in the other studies
listed in Table 14, due to a misconception of Jensen’s method, which was misleadingly described
in Jensen (1983) as the “root mean square of the variances among trials within bits” (p. 111),
whereas Jensen’s method is properly described as the square root of the mean of the variances
over trials within bits. The results in SID #29 as calculated by Jensen’s method, however, differ
only slightly from the method used by Nettelbeck and Kirby (1983). Nettelbeck has provided the
values obtained by Jensen’s method of calculation, as follows:

RTo; MTo;

Mean SD Mean SD

Handicapped workers 297 94 115 59
Apprentices 91 20 77 25
University Students 121 61 87 52
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FIGURE 11. Unweighted and N-weighted mean RTog; as a function of set size (1), based
on 18 independent samples comprising a total of 1402 subjects. The fit of the data points
to the linear function is r = .990 for the unweighted and .991 for the N-weighted means.

Random Nature of Intraindividual Variability in RT Across Trials

If, for a given set size (n) there are (a) reliable individual differences in the
central tendency (mean or median) and intraindividual variability of RTs
over trials, and if there were (b) no learning or other systematic changesin RT
across trials, and if (c) any given subject’s RT on any single trial were purely
random deviation (with a standard deviation ¢; over trials for the given sub-
ject) from the subject’s own mean RT across all trials, then the coexistence of
only these three conditions would be sufficient to result in a matrix of
covariances of RTs between trials over N number of subjects that would
necessarily show the following two features: (a) it would be a significant
matrix —that is, the average covariance would be greater than zero (because
there are reliable individual differences in RT); and (b) the true covariances
would be homogenous, and the variation between all of the obtained
covariances in the matrix would constitute merely chance deviations from the
constant true covariance, due to the randomness of every subject’s RT on ev-

The remaining discrepancy from other studies may be at least partially explained by the fact that
individuals’ distributions of RTs and MTs were not Winsorized to eliminate outliers, as was done
in most of the other studies. Nettelbeck remarks that there were “occasional very long and very
short responses.”
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TABLE 14
Mean and Standard Deviation of Intraindividual Variability (in Msec.) in RT
in 29 Independent Sampies (N = 1812)

SID No. Group N Mean SD
1 University Students 50 35.23 8.91
2 University Students 25 40.46 10.74
3 University Students 100 26.84 7.88
4 University Males 50 25.77 7.51
5 University Females 50 27.90 8.16
6 University Males 57 35.30 16.07
7 University Females 48 43.69 20.21
10 University Students 100 41.20 13.61
11 University Students 50 39.45 15.45
12 Vocational College Whites 119 52.62 26.67
13 Vocational College Blacks 99 65.99 34.11
14 Vocational College Whites 56 47.45 16.15
15 Vocational College Blacks 50 41.85 13.05
16 9th grade girls 39 35.32 11.80
17 4th, 5th, 6th graders 162 63.35 27.07
18HC High School Hearing Children 37 59.23 21.95
18HP High School Deaf Children of Hearing Parents 31 62.47 25.47
18DP High School Deaf Children of Deaf Parents 31 52.73 12.57
19 Gifted 7th Graders 60 26.47 12.80
20 Average 7th Graders 72 88.71 27.64
21 Gifted 9th Graders 76 37.36 14.52
25 Retarded Adults 46  219.80 102.10
27 Severely Retarded Adults 60  235.16 220.09
28 Elderly 76 59.19 28.27
29H Handicapped Workers 41  337.00 —
29A Apprentices 82  102.00 -
29U University Students 59 122.00 -
30 Average Adults 40 54.10 15.80
31 Average Adults 46 54.35 15.61

ery trial. A test of this set of conditions is provided by a statistical test of the
hypothesis that all of the observed covariances are merely chance sampling
deviations from a single true covariance. A statistical test of this null hypoth-
esis is provided by Lawley (1963) in the form of a likelihood ratio statistic, /;
the value — 2 log I closely approximates a chi square distribution with [#(n +
1)/2] — 2 degrees of freedom, where n is the number of variables (in this case,
number of trials). This statistical test was applied to the 10 x 10 variance-
covariance matrix of trials 6 through 15 (out of a total of 15 trials) on the RT
data of set sizes 1 and 8 for 100 university students (SID #3) tested on two oc-
casions separated by 1 or 2 days. For neither set size 1 nor 8, on neither day,
could the null hypothesis be rejected; the overall differences between the
covariances among the RTs on every trial are far from significant. This find-
ing is consistent with the hypothesis that, for a given subject, at a given set
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size, the RT on each trial is a random selection from the subject’s total “popu-
lation” of potential RTs, with the mean and standard deviation of RT as pa-
rameters of the given subject. The fact that the average correlation of RTs be-
tween trials is about 0.4 only indicates that there are reliable individual
differences between subjects’ mean RTs. When learning or other systematic
change in performance takes place over a number of trials, as in laboratory
learning experiments, the pattern of trial-to-trial correlations or covariances
between the performance measures generally produces what is termed a sim-
Dplex pattern, that is, the covariances between the performance measures on
different trials decrease regularly the further apart the trials are. RT data,
however, do not show even the slightest resemblance to the simplex pattern.

Correlations Between RTs Across Set Sizes

Another phenomenon, perhaps as lawful as Hick’s law itself, is the simplex
pattern of correlations between median RTs at every set size. Since SID #17
(162 elementary school children) is large and was given a larger number of
different set sizes (n = 1, 2, 4, 6, 8) than other samples, with 30 trials at each
set size, thereby making for somewhat higher reliability of individuals’ me-
dian RTs at each set size, it can serve well to illustrate this “corollary” of
Hick’s Law. Table 15 shows the intercorrelations between median RTs of
different set sizes; the correlation coefficients above the diagonal are cor-
rected for attenuation, using the Spearman-Brown boosted split-half (odd-
even trials) internal consistency reliability coefficient. It can be seen that the
hierarchical pattern of correlations comes strikingly close to a perfect sim-
plex. This is more especially true of the disattenuated correlations shown
above the diagonal.

A perfect simplex pattern of correlations can be generated by what is
termed an overlap model, which is based on the idea of overlapping or com-

TABLE 15
Correlations? Between Median RTs for Different Set
Sizes Based on Sample #17(N = 162)

Set Size 1 2 4 6 8

.90 .80 .76 12

2 .86 .80 .80 a1
4 .76 .86 .96

6 .70 74

8 .67 72

2Correlations above diagonal are corrected for at-
tenuation.
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mon elements between variables. It is best to think of this, not in terms of
common elements in any real sense, but simply in terms of overlapping or
shared variance, whatever the source of variance may be. The overlap model
predicts the relative magnitudes of the correlations between different set sizes
as follows. Designate any two set sizes as n,and n,, where n, < n,; thatis, n, is
asubset of n,. Then n,/n, is the proportion of the set n, that is shared with the
set n,. Thought of in correlational terms, n,/n, is the proportion of variance
in n, that is predicted by n,, and the correlation between n, and n,, therefore,
is the square root of their ratio, that is, /n,/n,. For example, the correlation
between set size 1 and set size 2isr; 2 = /172 = .71; between 1 and 4isr, 4 =
V174 = .50;r1 ¢ = +/1/6 = .41, and so on. The matrix of correlations gener-
ated by this model is shown in Table 16, below the diagonal. This matrix is a
perfect simplex. How closely do the actual correlations in Table 15 fit the
simplex correlations in Table 16? An index of fit (r) is the correlation be-
tween the 10 actual rs and their corresponding theoretical rs. For the raw cor-
relations, the fit (r) is .974; for the disattenuated correlations, the fit is .997.
This is a remarkably high degree of fit between the pattern of the actual cor-
relations and the simplex pattern generated by the overlap model. The two
sets of correlations differ in absolute size, but this feature is unessential to the
model. A linear transformation can be used on the theoretical rs to give them
the same mean and variance as the disattenuated obtained rs, and such trans-
formed theoretical rs are shown above the diagonal in Table 16, for compari-
son with the actual disattenuated rs above the diagonal in Table 15.

The close fit of the correlations to the simplex model is a natural conse-
quence of two features of the RT data: (a) the increase in RT as a function of
set size, and (b) a considerable degree of independence of individual differ-

TABLE 16
Theoretical Correlations? Between Set Sizes
Derived from the Overlap Model

Set Size 1 2 4 6 8

.90 .19 74 A

2 71 .90 .83 .79
4 .50 1 .96 .90
6 41 .58

8 .35 .50 A .87

aCorrelations below the diagonal are directly derived
from overlap model. Correlations above the diagonal are a
linear transformation of these, to give them the same mean
and variance as the disattenuated correlations for the ac-
tual data shown in Table 15.
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ences in the intercept and slope of this function. These two conditions alone
are sufficient to create the observed simplex. Table 17 shows the correlations
between RTs at set sizes 1, 2, 4, and 8 for all the samples for which these cor-
relations are available, along with the index of fit (r) to the correlations pre-
dicted by the overlap model. The average fit over the separate samples is .893
(unweighted rs) and .898 (N-weighted rs), but the fit to the composite mean
correlations (i.e., the bottom two rows in Table 17) is .962 (unweighted
means) and .958 (N-weighted means). The fact that the degree of fit to the
overall means is higher than the mean fit of the separate samples suggests that
the patterns of correlations in the various samples are all approximations to
the simplex model, but are attenuated by measurement error and sampling
error.

Correlations Between Hick Parameters

The correlations between various Hick parameters are of concern when one
considers the selection of two or more parameters to be entered into a multi-
ple regression equation for the prediction of IQ or other psychometric scores.
The optimal equation, of course, is one in which each of the predictor varia-
bles is significantly correlated with the criterion variable (e.g., IQ) and in

TABLE 17
Correlation Coefficient (Decimal Omitted) Between RTs at Each Set Size (n=1,2,3,4,8)in
11 Independent Samples (N = 941)

RTI RTI RTI RT2 RT2 RT4 Fitto

X X X X X X Model
SID No. Group N RT2 RT4 RT8 RT4 RTS8 RTS8 r
1 University Students 50 829 718 558 788 553 675 775
6 University Students 57 869 761 644 842 786 818 934
7 University Females 48 788 741 689 897 783 869 .870
10 University Students 100 812 779 693 924 845 891 .943
11 University Students 50 863 733 735 901 853 911 .854
12 Vocational College 119 804 732 869 .992
Whites
13 Vocational College 99 646 507 745 .981
Blacks
16 9th Grade Girls 39 8714 719 693 930 814 877 .956
17 4th, 5th, 6th Graders 162 861 758 675 857 716 843 .981
18 High School Students 99 837 768 651 901 737 853 .964
19 + 20  Gifted & Average 7th 118 769 850 641 886 762 757 .570
Graders

N 723 941 941 723 723 941
Unweighted Mean 833 758 656 881 761 828 .962
N-Weighted Mean 830 763 656 881 758 827 .958
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which the correlations between the predictor variables are low, thereby
minimizing their redundancy. The correlations between the Hick parameters
that have been most frequently calculated in previous studies are collected in
Table 18. All of the N-weighted mean correlations larger than .07 are signifi-
cant beyond the .01 level (2-tailed). The correlations are also shown corrected
for restriction of range and attenuation, in the last two rows of Table 18.
These corrected values give a somewhat better idea of the degree of redun-
dancy between pairs of variables. The corrections are probably overly con-
servative and, if anything, underestimate the true correlations in the general
population. All of the samples in Table 18 are restricted in range of I1Q. In
nearly every sample, the degree of restriction amounts to more than 50% of
the variance in the general population. Correction of the RT correlations for
range assumes that the variance of the RT variables is reduced by 5%, due to
incidental restriction of the samples on 1Q, assuming the IQ variance is re-
duced 50% and that IQ accounts for 10% of the variance in the RT variable.
Based on these reasonable and empirically based average estimates, the cor-
relation corrected for restriction of range can be calculated from Formula 8
in Gulliksen (1950, p. 133). Correction for attenuation is conservatively
based on assuming an internal consistency reliability of .90 for all variables.

Intercept x slope correlation.  One correlation between Hick parame-
ters, the correlation between RT intercept and slope (RTa x RTb), calls for
special comment, in view of the fact that some theoretical importance has
been claimed for this particular correlation, which, as can be seen in Table
18, is the only negative correlation between any of the Hick parameters. The
observed negative correlation between intercept and slope has been inter-
preted as evidence that something other than a general speed factor is in-
volved in Hick performance, and that a different strategy for minimizing RT
is adopted in responding to a small number of alternatives (or bits of infor-
mation) from that used in responding to a larger number of alternatives. For
example, Nettelbeck and Kirby (1983) make quite an important point of the
negative intercept X slope correlation, as follows:

There are aspects to these data which are concordant with the possibility that
certain strategies for responding have influenced outcome. In the first place,
the strong negative correlations between the slope and intercept of regression
functions for DT [i.e., RT] and MT within all three groups raise doubts about
whether the regression of RT on bits can reliably distinguish rate of processing
from fundamental delays in the subject’s response system, as Hick’s Law pro-
poses. If it were the case that both variables were interacting with a third, like
intelligence, then one would expect a positive correlation between slope and in-
tercept. The negative relationship suggests instead that some subjects have ap-
plied different criteria for responding at different levels of choice. One plausi-
ble possibility is that some responses have been disproportionately more
carefully made when eight stimulus alternatives were involved, although other
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TABLE 18
Correlation Coefficients (Decimals Omitted) Between Various Parameters? of the Hick Paradigm
in 16 Independent Samples (N = 1199)

RT RT RT RT RTa RTa RTa RTbH RTb  RTg;
X X X X X X X X X X
SID No. Group N RTa  RTbH RTo; MT RTbh RTg, MT  RTo, MmMT MmMT
1 University Students 50 -29 18 25 42 31 12
2 University Students 25 83 -23 39 53 -72 21 54 25 -25 53
3 University Students 100 01 47 35 41 -08 33
4 University Males 50 09 50 34 36 -23 33
5 University Females 50 -11 43 35 50 11 29
6 University Males 57 -00 42 -01
7 University Females 48 30 56 02
10 University Students 100 92 33 55 55 -07 43 57 36 03 24
12 Vocational College Whites 119 61 57
13 Vocational College Blacks 99 53 57
12 + 13 Vocational College Students 218 50 70 53 43 18 44
16 9th Grade Girls 39 48 37
17 4th, 5th, 6th Graders 162 03 32
18 High School Students 99 47 49 41
22 Average 9th Graders 20 83 61
23 Average 7th Graders 105 18 73 35 33 - 06 32
28 Elderly 76 64
Unweighted Mean 877 277 593 516 —151 371 401 382 032 335
N-Weighted Mean 902 321 619 507 —064 403 407 394 087 349
Total N 125 553 606 787 537 375 375 698 965 797
Corrected for Range and Attenuation
Unweighted Mean 976 374 679 601 -277 460 488 470 226 426
N-Weighted Mean 1000 413 707 593 —234 491 494 482 243 439

2RT —Mean median RT.
RTa—Intercept of regression of RT on bits.
RTb—Slope of regression of RT on bits.

RTo,—Intraindividual variability in RT over trials.

MT —Mean MT.
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explanations are equally viable. The important consideration hereis that strate-
gies of this kind could increase the slope while decreasing the intercept of the re-
gression function. (pp. 49-50, emphasis added)

And elsewhere, Nettlebeck (1985) states:

Roth (1964) also reports a significant correlation of — .41 between the slope and
the intercept of the regression function. This outcome, which is inconsistent
with a speed model of intelligence, has been confirmed by Nettelbeck and Kirby
(1983). It suggests that subjects apply different criteria for responding at differ-
ent levels of choice. (p. 235)

The observed negative correlation between intercept and slope, however, is
an unsound basis for any such theorizing as is displayed in the above quotes,
because the negative correlation is merely a mathematical artifact arising
necessarily from the fact that, when intercept and slope are calculated on the
same set of data, they both share the same measurement errors, which are
negatively correlated in the two parameters. That is, the very same errors that
increase the slope also necessarily decrease the intercept, and vice versa. The
correlation between intercept (@) and slope (b) due solely to their shared er-
rors of measurement is provided by the following formula (from Marascuilo
& Levin, 1983, p. 161):

-X

Fop = ’
/ X2
N

where X is the values on the abscissa (in this case, bits) and Nis the number of

bivariate data points that enter into the computation of the regression of the

ordinate values on the abscissa values (in this case, the regression of median

RT on bits). With 0, 1, 2, 3 bits, as typically used in most studies, r,, = — .80.

Hence the true, or error-free, correlation between intercept and slope is

bound to be obscured or even reversed in sign by this large negative correla-
tion between their errors of measurement.

Since errors of measurement tend to be averaged out in the group mean
when the number of subjects is large, it should be instructive to look at the
correlation between intercept and slope based on group means. The mean in-
tercepts and mean slopes of the 27 independent samples in Table 3 are posi-
tively correlated, Pearson r = +.71, Spearman rank-order correlation =
+.55. The correlation between the mean intercepts and mean slopes of Table
22is +.42. Hence, it appears that the true correlation between intercept and

slope is a positive correlation, probably of substantial magnitude.
The true correlation between intercept and slope based on individuals
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within a given sample can be properly determined only by obtaining the two
parameters from two experimentally independent sets of data (so that errors
will be uncorrelated), and then correcting the correlation for attenuation
based on the reliability of each parameter. This has been done in two large
samples, each given 30 trials, divided into sets of 15 odd- or even-numbered
trials. The odd and even trials, being experimentally independent, have
uncorrelated errors of measurement. SID #17 (N = 162) gives the following
correlations:

Even
Intercept Slope
Intercept 910 —.037
Odd
Slope -.027 724

Odd intercept X odd slope, r = —.210

Even intercept X even slope, r = —.109

The mean correlation between odd and even intercepts X slopesis (—.027 +
—.037)/2 = -.032. The correction for attenuation term based on the
reliabilities (for 15 trials) is 4/(.910) (.724) = .812. So the correlation of
—.032 corrected for attenuation is —.039, which is the best estimate of the
true correlation between individual measures of intercept and slope in this
sample. This correlation, with 160 df, does not differ significantly from zero
(t<1).

Combined SID #12 and #13 (total N = 218) give the following correla-
tions:

Even
Intercept Slope
0dd Intercept .866 —.078
Slope -.139 721

Odd intercept X odd slope, r = —.255

Even intercept X evenslope, r = —.248

The mean correlation between odd and even intercepts X slopesis (—.139 +
—.078)/2 = —.109, which is not significantly different from zero (¢ = 1.62,
» < .10). Thé correction for attenuation term based on the reliabilities (for 15
trials) is 1/(.866) (.721) = .790. So the correlation of —.109 corrected for at-
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tenuation is —.138. This disattenuated correlation, with 216 df, is also
nonsignificant (¢ = 1.62, p < .10). (Significance tests of disattenuated corre-
lations are explicated by Forsyth & Feldt, 1969.) These two studies raise the
question of whether there is a zero correlation or a positive correlation be-
tween slope, as was found when mean intercepts and slopes were correlated.
The two types of correlations seem to yield different answers to the question.
In any case, it is important to note that the correlations between intercept and
slope based on experimentally independent sets of data are considerably
smaller than the correlations based on one and the same set of data. Clearly,
alarge part of the negative correlation generally found between intercept and
slope is attributable to the artifact resulting from their correlated errors of
measurement. To date, there is no evidence of a significant negative correla-
tion between true-score measurements of intercept and slope.

Reliability of Hick Parameters

Internal consistency reliability coefficients based on split-half (odd-even
trials) within single test sessions have been determined in five independent
studies (total N = 550). (One of these is Cronbach’s coefficient alpha, which
is the same as the mean of all possible split-half reliabilities.) Test-retest relia-
bility coefficients based on test sessions on separate occasions two or three
days apart have been determined in six independent studies (total N = 290).
(The reliability of every Hick parameter was not determined in every study.)
The reliability coefficients are shown in Table 19. The internal consistency
(split-half) reliability is always higher than the retest reliability, and both
types of reliability coefficients are generally higher for MT than for RT. RT
slope has the lowest retest reliability of any parameter, and RTg, is hardly bet-
ter. Yet the split-half reliability of these parameters is generally satisfactory.
But individual differences in RT slope and RTo; are very unstable from one
day to the next. This fact, of course, greatly attenuates the correlations of
these parameters with any other variables. Their reliability can be raised by
averaging the data from repeated tests given on as many days as required to
achieve a satisfactory level of reliability, but this is usually unfeasible for any
practical purposes. Considering the relatively low reliability of RTg;,, its cor-
relations with psychometric g are higher, on average, than the correlations
for any other of the Hick parameters. This fact would seem to suggest a cer-
tain primacy to the RTo; variable, as if intraindividual variability in RT were
the basic source of the correlations of all other Hick parameters with g. Indi-
vidual differences in all the other Hick RT parameters might be interpretable
as merely derivatives of individual differences in intraindividual variability.

The odd-even split-half reliability (Spearman-Brown boosted) of RT and
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TABLE 19
Reliability Coefficients (Decimals Omitted) of RT and MT Variables
Reaction Time Movement Time
SID No. N Reliability Mean®  Intercept  Slope RTo; Mean MTo;
3 100  Split-half® 97 75 65 96 81
3 100 Retest® 72 35 42 84 56
4 50 Retest® 73 50 48 89 56
5 50 Retest® 71 16 35 87 52
8 10  Split-half 97 96 89 72 99 64
8 10 Retestd 82 72 16 07 94 37
11 50 Retest® 49
12 + 13 218 Split-halfb 93 84 91
17 162  Split-half® 95 84 76
21 60 Cronbach’s Alpha! 93 68°
21 30 Retest® 84 59
N-Weighted X Split-half 94 95 81 66 87 79
N-Weighted X Retest 84 72 39 40 86 54

aMean of median RTs at each set size.

bSplit-half reliability is always odd-even trials, and boosted by the Spearman-Brown formula.

“Test-retest reliability based on correlation between test sessions 2 or 3 days apart (nof boosted by
Spearman-Brown formula).

dBased on average correlation between test sessions 2 or 3 days apart.

€Split-half reliability.

This is the same as the mean of all possible split-half reliability coefficients, boosted by Spearman-
Brown formula.

MT for 30 trials was determined for means and medians at each set size in
SID #16 (39 ninth grade girls), with the following results:

Reaction Time Movement Time
Set Size Mean  Median Mean  Median
1 .884 .830 .746 .967
2 .929 912 .866 .963
4 .909 912 .734 934
6 .885 .899 7152 927
8 .878 .884 .855 933
Mean .897 .887 .791 945

The boosted split-half reliability of RT slope in this study was .76.
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Reliability in the form of Cronbach’s (1951) alpha coefficient for the mean

of 30 trials was obtained in SID #17 (162 elementary school children, grades
4-6):

Set Size RT MT
1 954 701
2 955  .758
4 951 .728
6 933 .781
8 917 771
Mean 942 748

Boosted split-half reliabilities for 30 trials for mean RT and MT in com-
bined SID #12 and 13 (218 vocational college males) are as follows:

Set Size RT MT
1 925  .897

922 .909
8 914 893
Mean 920  .900

Combined SID #6 and 7 (105 university students) have the boosted split-
half reliabilities for 15 trials for median RT and MT:

Set Size RT MT
1 962 942
2 955  .953
4 .948 930
8 .863  .921
Mean 932 937

Median RT and MT have the following boosted split-half reliabilities for
15 trials in SID #1 (50 university students):

Set Size RT MT
1 947 931
2 872 .961
4 .836 .977
8 949 961
Mean 901  .957

In none of these samples is there a tendency for the reliability of either RT
or MT to increase with increasing set size. The increase in correlation between
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RT and psychometric g with increasing set size, therefore, cannot be attrib-
uted to increasing reliability of RT with increasing set size. The same holds
true for test-retest reliability, as shown for median RT and MT (15 trials on
each of 2 days) in SID #11 (50 university students):

Set Size RT MT
1 .681  .802
2 .818  .835
4 770 .887
8 770 770
Mean 760 .823

Relationship of Hick Variables to Age

There has been no systematic study as yet using the RT-MT apparatus that
focuses specifically on the relationship of Hick variables to age from early
childhood to maturity and beyond. Fairweather and Hutt (197 8) investigated
age effects on Hick parameters in groups of children at each year of age from
5 through 11, with set sizes of 2, 4, and 8, but their apparatus was quite differ-
ent from that used in the studies included in this review. RT and MT were not
measured separately; responses were made with the fingers of each hand
placed over pushbuttons; the reaction stimuli were numerals. Because of
these differences, the results are not comparable in absolute magnitudes to
those found with the RT-MT apparatus, but the relationships of the Hick pa-
rameters to age were fairly similar to those found with the RT-MT apparatus
reviewed below. The most striking finding was the age differences in the slope
of RT on bits, the slope decreasing with increasing age.

Telzrow (1983), using the Jensen RT-MT apparatus, found that RT and
MT can be reliably measured in children as young as 2 years. She measured
RT and MT for set size of 8 (3 bits) only, in three groups of white middle-class
children, ages 26-34 months (N = 15), 42-50 months (N = 17), and 65-77
months (N = 17). In this age range, mean RT and MT decrease markedly and
significantly (p < .001) as a function of age:

Age (mos.) RT MT
Range X X SD X SD
26-34 30.8 967 351 1256 518
42-50 46.2 840 196 652 218
63-77 69.5 583 137 410 108

Hemmelgarn and Kehle (1984) report RT as a function of bits in 59 intel-
lectually superior children (WISC-R Full Scale IQ, X = 123.5, SD = 11.2),
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ranging in age from 6 to 11 years. The data are shown in Table 20. It can be
seen that RT intercept and slope parameters decrease with age in a nearly lin-
ear fashion. The last three rows of Table 20 show the regression of RT on age
at each level of bits.

The RT data (mean and o;) of SID #17 (160 school children, ages 9 to 14)
were regressed on age (in months), with the results shown in Figure 12, which
indicates that the negative slope of the regression of both mean RT and RTg;
on age increases monotonically as a function of set size scaled in bits. Clearly,
there is a systematic relationship between RT and age which is also related to
the information load of the reaction stimulus. At some point in later matu-
rity, the relationship between age and both RT and MT reverses course, and
RT and MT increase with increasing age. Ananda’s (1985) study of 76 elderly
adults of ages 51 to 87 years (SID #28), whose educational level is comparable
to that of university students, shows that RT and MT are about 50 to 100
msec greater in the elderly, and the mean slope of RT on bits is about 10 msec
greater. In fact, the elderly adults (mean age 67.8 years, SD = 8.65) are even
outperformed by school children in the 4th, 5th, and 6th grades (SID #17).
These compariscns can be seen in Tables 3 and 7.

There are eight samples in which correlations have been computed between
age and various Hick parameters, as shown in Table 21. Most of these
samples have a restricted age range and therefore are far from ideal for the
study of age effects on RT and MT, showing quite small correlations. Their
value lies in showing that controlling for age in RT studies based on relatively
homogeneous age groups would scarcely make any difference.

TABLE 20
RT as a Function of Age in 59 Intellectually Superior Children of Ages 6 to 11 Years (Data
from Hemmelgarn & Kehle, 1984)

Bits RT Parameters
Age (Yrs.) 0 1 2 3 Intercept  Slope  Fit (1)
6-7 492.4 558.3 618.0 630.1 503.8 47.28 .966
7-8 464.1 513.5 535.8 559.0 472.1 30.70 978
8-9 452.8 498.3 506.2 535.1 459.9 25.48 .965
10-11 386.9 407.0 420.0 454.4 379.7 23.70 .968
Mean 449.1 494.3 520.0 544.65 455.1 31.25 .988
Regression on Age
Intercept 662.2 791.7 908.3 889.5
Slope -25.83 —36.78 —47.06 -41.80

Correlation (r) —.988 —.989 —.983 —.985
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FIGURE 12. Slope (i.e., RT decrement in msec per 1 month of age) of the regression of
mean RT and intraindividual variability (o;) of RT on age, as a function of bits of infor-
mation, for 160 children of ages 9 to 14 years (SID #17).

Relationship of Hick Variables to Intelligence

The relationship of Hick variables to intelligence can be expressed in either
one of two ways: (a) by comparison of the means of Hick variables in crite-
rion groups that differ in their average level of intelligence, and (b) by the
correlation coefficient between Hick variables and scores on intelligence tests
within a given sample. The size of the obtained correlation coefficient is
partly a function of the restriction of range of ability in the particular sample
and the reliability of the correlated variables. The samples in nearly all of the
studies under review have a restricted range of intelligence compared with the
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TABLE 21
Correlation Coefficient (Decimal Omitted) Between Age and Hick Variables in 8 Independent
Samples (N = 606)

Age (Yrs.) Hick Variable®
SID No. Group N Mean SD RTX RTa RTb RTs; MTX
2 University Students 25 20.14 246 -—-192 -003 —226 —149 —-213
6 University Males 57 19.17 1.39 -035 —-121 -217
7 University Females 48 19.04 1.56 +043 +037 —-023
10 University Students 100 21.43 2.63 -092 -068 -071 —071 +108
16 9th Grade Girls 39 14.65 0.76 —108 —165
17 4th, 5th, 6th 162 10.75 0.93 -291 -—-192
Graders
18 High School 99 16.72 1.62 +130 +120 +060
Students
28 Elderly 76 67.84 8.65 +258 +150 +403

aRTX —Mean median RT.

RTa—Intercept of regression of RT on bits.
RTb—Slope of regression of RT on bits.
RTo,—Intraindividual variability of RT over trials.
MTX—Mean MT.

general population. The IQ variance of the university samples, for example,
is only about one fourth of the IQ variance in the general population. Meas-
urement error is averaged out in groups when N is large, although it is re-
flected in the standard deviation and the standard error of measurement,
thereby attenuating any statistical test of the significance of the mean differ-
ence. A mean difference expressed in standard deviation, or ¢, units is also at-
tenuated by measurement error, or imperfect reliability.

Group means and differences on Hick variables. Table 22 shows the
mean intercept and slope of the regression of median RT on bits in the 33
samples in which these parameters were computed. The standard deviation
(SD) was not computed in all studies. For both intercept and slope, the SD of
the sample means is much larger than the SD of individuals within samples,
which is evidence of the restricted range of ability within samples.

Not all of the samples can be meaningfully compared with respect to gen-
eral intelligence, because they differ markedly in chronological age. Also,
statistical tests of significance of the differences can be performed only be-
tween samples for which SDs are available. The groups of comparable age
but differing in mean IQ (the second group in each pair having the higher
mean IQ) that can be compared on RT slope are shown in Table 23. In every
comparison, the slope differs significantly in the predicted direction. This is
quite compelling evidence that, as Roth (1964) originally discovered, RT
slope is inversely related to intelligence. The mean differences, in standard
deviation units (¢ Diff.), range from .30c to .700 in the various comparisons.
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TABLE 22
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Mean and Standard Deviation of Intercept and Slope of Regression of Median RT (in
Msec) on Bits in 33 Independent Samples (Total N = 2067)

Intercept Slope
SID No. Group N Mean SD Mean SD
1 University Students 50 283.19 25.40 26.02 10.23
2 University Students 25  306.36  36.44 28.38 14.67
3 University Students 100 297.24  29.98 26.11 8.71
4 University Males 50 294.77 31.63 26.21 9.79
S University Females 50 299.70  28.33 26.01 7.58
6 University Males 57 284.47 28.81 10.70
7 University Females 48  322.47 28.86 11.65
10 University Students 100 314.93 24.54 11.23
11 University Students 50  302.55 26.41 11.77
12 Vocational College Whites 119  338.29 30.13 16.86
13 Vocational College Blacks 99  340.44 38.74 20.06
12+ 13 Vocational College Total 218  339.35 34.04 18.38
14 Vocational College Whites 56 313.09 39.84 29.86 12.66
15 Vocational College Blacks 50 312.01 32.63 29.77 13.22
14 + 15 Vocational College Total 106  312.58 36.45 29.82 12.86
16 9th grade girls 39 295.00 30.98 10.79
17 4th, 5th, 6th graders 162 305.90 40.40 39.20 14.32
18 High School Students 99  303.13 26.70
19 Gifted 7th Graders 60  320.44 32.73 15.84
20 Average 7th Graders 72 382.63 46.32 21.99
21 Gifted 9th Graders 76  324.11 23.59 15.33
23 Average 7th Graders 105  451.70 24.20
24 Ages 6-7 15 503.78 47.28
24 Ages 7-8 15  472.05 30.70
24 Ages 8-9 15  459.88 25.48
25 Retarded Adults 46  476.20 72.50 61.60
26 Retarded & Borderline Adults 58  488.75 119.33 78.13
28 Elderly 76  345.02 37.86
29 Handicapped Workers 41 374.00 112.00
29 Apprentices 82  300.00 52.00
29 University Students 59  278.00 44.00
30 Average Adults 40 294.38  33.51 27.48 12.90
31 Average Adults 46 313.99 39.85 20.00 12.73
33 State College Students 93  278.57 57.02
Mean (Unweighted) 343.11  34.04 37.91 18.31
Mean (N-Weighted)  333.02  34.59 37.85 17.73
SD (Unweighted) 66.58 5.01 22.30 17.22
SD (N-Weighted) 56.74 5.26 20.69 15.33
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TABLE 23
RT Slope Comparisons (in Msec) Between Samples of Comparable Age That Differ
in Mean IQ
Mean
SID No. Comparison Groups N Slope SD o Diff.? t r’;
20 Above-Average 7th 72 46.32 21.99
Graders
19 Gifted 7th Graders 60 32.73 15.84
Difference 13.59 0.70 4.12%* ~.:
16 Above-Average 9th 39 3098 10.79
Graders
21 Gifted 9th Graders 76  23.59 15.33
Difference 7.39 0.53 3.00* —.
12,13, 14, 15 Vocational College 324 32,66 16.55
Students
1-7,10, 11 University Students 530 26.48 10.37
Difference 6.18 0.47 6.03** —-.
13, 15 Vocational College 149  35.73 17.76
Blacks
12, 14 Vocational College 175  30.04 15.52 |
Whites |
|

Difference 5.69 0.34 3.04 -

3The difference expressed in average standard deviation units:

o Diff = (X, — X,)/0, where
0= VN5t + Nysi)/(N, + Ny)

YPoint-biserial correlation between group dichotomy and slope, which is negatively correlated 1
the groups’ mean IQs.

*p < .01 (two-tailed).

**p < .001 (two-tailed).

These are not only significant but also quite substantial differences. Cor
rected for attenuation, these ¢ differences and the point-biserial correlation:
(r,») would be considerably enlarged, in view of the quite low reliability of the
slope measure for individuals.

Another Hick variable which has generaly shown a more marked relation:
ship to IQ than RT slope is trial-to-trial intraindividual variability (RTg;). Ta
ble 24 compares the samples of comparable age but differing mean IQ fo
which the mean and SD of RTg, are available. There is one anomalous find
ing in Table 24; the gifted 9th graders (SID #21) do not differ significantly
from the 9th grade girls, who, although a superior group, do not match the
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TABLE 24
lean and Standard Deviation of Intraindividual Variability in RT (in Msec), the Stand-
rdized Group Mean Difference (o Diff.), and t Test of the Significance of the Difference

D No. Groups N Mean SD o Diff. t
Average 7th Graders 72 88.71 27.64
Gifted 7th Graders 60 26.47 12.80
Difference 62.24 2.81 17.54**
2, 13, 14, 15 Vocational College Students 324 54.15 26.27
-7, 10, 11 University Students 530 34.61 12.59
Difference 19.54 1.03 12.54**
3 + 15 Vocational College Blacks 149 57.89 28.81
2 + 14 Vocational College Whites 175 50.97 23.81
Difference 6.92 0.26 2.33*
+ 6 University Males 107 30.85 12.81
+7 University Females 98 35.63 15.30
Difference C—478 ~034  -—241*
5 9th Grade Girls 39 35.32 11.80
| Gifted 9th Graders 76 37.36 14.52
Difference —-2.04 -0.15 -0.81
High School Pupils 99 58.21 20.80
Gifted 9th Graders 76 37.36 14.52
Difference 20.85 1.14 7.80**

*p < .02 (two-tailed).
**p < .001 (two-tailed).

ifted group in ability. The gifted 9th graders, however, differ very signifi-
antly in the predicted direction from the slightly-above-average high school
roup (SID #18) who are more than two years older. Mentally retarded
roups have not been entered into any of the comparisons in Tables 23 and
4. They differ extremely (in the expected direction) from the nonretarded
amples of comparable age.

Discrimination in terms of Hick parameters between groups that differ in
)sychometric g, or the correlation of these parameters with g, clearly does
10t depend on the presence of retarded or borderline subjects in the sample.
Differences in any part of the IQ continuum are reflected by certain Hick pa-
ameters. The comparison of SID #19 and #20 (gifted and nongifted but
ibove-average 7th graders, from Cohn et al., 1985) illustrates this point. Fig-
ire 13 shows the RT and MT of the gifted (G) and nongifted (NG) groups (N
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FIGURE 13. Reaction time (RT) and movement time (MT) in nongifted (NG, SID #20)
and gifted (G, SID #19) groups as a function of bits of information.

= 60 and 72, respectively). The groups differ significantly ( < .001) at every
set size on both RT and MT and on RT slope and RTg,. A discriminant analy-
sis based on 16 variables (median RT, RTo,, mmean MT and MTg; at each set
size) correctly classified 87.1% of all the subjects as gifted or nongifted; the
corresponding shrunken multiple correlation is .64. Approximately 92% of
the gifted group and 83% of the nongifted group were correctly classified
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solely on the basis of these Hick variables. (See Cohn et al., 1985, for details
on other RT paradigms in these groups.)

Correlations between Hick parameters and intelligence. Table 25
shows the correlations between various Hick parameters and intelligence
measures in 26 independent samples. SID #29, #30, and #31 in Table 25 are of
particular interest, because they have the least restriction of variance in IQ
and therefore the correlations between IQ and the Hick parameters are prob-
ably better estimates of what would be obtained in the general population. In
fact, SID #21 was composed of 91 young adults selected from three different
samples of differing IQ levels in such a way as to approximate the normal dis-
tribution of IQ in the general population (Nettelbeck & Kirby, 1983). This
normally distributed sample yields larger correlations between IQ and RT in-
tercept, RT slope, and RTg, (rs = —.36, — .41, and — .71, respectively) than
any other samples. SID #30 and #31 (Barrett et al., 1986) have WAIS IQ
standard deviations of 18.99 and 13.18, respectively, as compared with ¢ =
15 in the standardization population. Most of the other samples in Table 25
are rather restricted in IQ variance. All of the overall N-weighted mean corre-
lations are highly significant (p < .001) except for MTo;, for which ¢ < 1. Of
the four RT variables, RT slope yields the weakest, albeit significant, correla-
tion, in part because of its low reliability. Our best estimate of its test-retest
reliability is .39, and assuming a reliability of .90 for the intelligence measure-
ments, the N-weighted mean r corrected for attenuation would be — .20,
which is about the same as the uncorrected correlation between RTo; and in-
telligence despite the fact that RTg, has about the same low reliability as RT
slope. If we conservatively estimate the overall restriction of IQ variance
within these samples as one half the population variance, and assume a relia-
bility of .90 for IQ, and the average estimates of the test-retest reliability of
the Hick parameters (from Table 19), and use these estimates in the appropri-
ate formulas (Gulliksen, 1950, pp. 101, 137) to correct the N-weighted mean
correlations for restriction of variance and for attenuation due to measure-
ment error, the corrected correlations (7.) of the various parameters with IQ
are as follows: '

Te

Mean RT -.32
RT Intercept -.25
RT Slope -.28
RTo; —.48
Mean MT -.30
MTO’i —-.02

These corrected coefficients may be viewed as rather conservative estimates
of the true population correlations of the Hick parameters with psychometric
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24 Elem. Sch. Ages 6-11 59 -32 +05 WISC-FSIQ®

25 Retarded Adults 46 +09 -22 -25 Standard Raven
26 Ret. & Borderline Adults 58 -34 -21 -32 Standard Raven
28 Elderly 76 —45 -23 —-49 —16 Standard Raven
28 Elderly 76 -09 -27 —-26 +10 Mill Hill Voc.
28 Elderly 76 -29 -29 —43 —02 Total IQ"
29 Normally Distributed Adults 91 -36 —41 -74 -13  I1Qf
30 Average Adults 40 -37 -30 —08 -23 WAIS —FSIQ®
30 Average Adults 40 -49 -33 -21 -30 WAIS—-VIQ°
30 Average Adults 40 —46 -34 —-15 -29 WAIS—-PIQ®
31 Average Adults 46 —40 WAIS —-FSIQ®
32 Navy Recruits 112 -13 Comp. Exam.
Total N 1195 774 1558 1397 1302 1154
Unweighted Mean —255 —123 - 106 -275 —~249 —103
N-Weighted Mean —201 —-117 -117 —208 -189  -011
t test of N-Weighted Mean 7.08* 3.29* 4.65* 7.94* 6.94* 0.37
Corrected for Range, Unweighted Mean —350 —-172 — 149 —375 —-341 —145
Corrected for Range, N-Weighted Mean -279 -165 —165 —288 —263 -016
Disattenuated Unweighted Mean —389 -191 - 165 —417 -379 - 161

Disattenuated N-Weighted Mean -309 —-183 —183 -320 -292 -017

#Terman Concept Mastery Test.

PSAT —Scholastic Aptitude Test.

‘Wechsler Adult Intellligence Scale (VIQ = Verbal 1Q; PIQ = Performance IQ; FSIQ = Full Scale 1Q).
dSchool and College Aptitude Test.

°Armed Services Vocational Aptitude Battery.

Lorge-Thorndike Intelligence Test.

EComprehensive Test of Basic Skills.

"Total 1Q based on composite of Mill Hill Vocabulary and Standard Raven scores.

'Q for each of the three subgroups composing this sample is based on three different tests: Advanced Raven, Standard Raven, and
WAIS Full Scale IQ.

p < .001, two-tailed.
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g. Two correlations not included in the above were obtained on 49 preschool
children, ages 26 to 77 months (Telzrow, 1983). Mean RT and mean MT (for
set size 8) correlated — .30 and — .46, respectively, with age-standardized IQ
scores on the Peabody Picture Vocabulary Test. Corrected for attenuation
(based on split-half reliability), these correlations become — .34 and —.57. It
is noteworthy that MT yielded the higher correlation in this very young
group.

Hemmelgarn and Kehle (1984) made an interesting discovery concerning
the correlation of RT slope with WISC-R subtest scores. In a group of 59 in-
tellectually superior elementary school children, it was found that the 12
subtests of the WISC-R were correlated (negatively) with RT slope to the de-
gree that the subtests were loaded on the g factor of the WISC-R battery.
Hemmelgarn and Kehle correlated individual differences in RT slope with
scores on each of the 12 WISC-R subtests, partialling out chronological age.
The profile of these 12 correlations shows a rank-order correlation of — .83
(p < .01) with the profile of the 12 subtests’ g loadings. (The overall correla-
tion between RT slope and Full Scale IQ was — .32.) This finding, which may
help to elucidate the nature of g, warrants attempts at replication.

Multiple correlation of Hick parameters with IQ.  The unweighted and
N-weighted intercorrelations among the Hick variables and their correlations
with IQ can be used to obtain an estimate of the overall multiple correlation
(R) between the several Hick variables and IQ. This has been done for the
correlations corrected for attenuation and restriction of range. The correla-
tion matrices for the unweighted and N-weighted values are shown in
Table 26. The multiple R between the Hick variables and IQ is .50, using
unweighted correlations, and .36, using the N-weighted correlations. Both
Rs are significant beyond the .001 level. (Using the mean correlations not cor-
rected for range or attenuation, the corresponding Rs are .322 and .242.)
Hence, it would seem safe to say that the best estimate of true multiple corre-
lation in the population between Hick parameters and IQ, or psychometric g,
falls somewhere between about .35 and .50.

RT and MT Correlation with IQ as a Function of Set Size

A theoretically important aspect of psychometric g is its apparent relation-
ship to task complexity (Jensen, 1987a). This phenomenon has been in the
foreground of g theory since the early days of factor analysis. A special case
of this phenomenon would seem to be the finding in early RT research that
choice RT is more highly correlated with IQ than is simple RT. Lemmon
(1927), for example, found correlations of — .08 and — .25 of IQ with simple
RT and choice RT in 100 university students. If speed or efficiency of infor-
mation processing is hypothesized to be an essential aspect of g, one should
predict an increasing correlation between g (or IQ) and RT as the informa-
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TABLE 26
Mean Correlations (Decimals Omitted),® Corrected for
Restriction of Range and Attenuation, Between Hick Variables and IQ

Variable IQ0 RTX RTa RTb RTe, MTX

IQ -38 -191 — 165 -417 =379

Mean RT (RT X) —-309 979 374 679 601
RT Intercept (RTa) —183 -277 460 488
RT Slope (RTb) —183 413 234 470 226
RTyg, -320 707 491 482 426
Mean MT (MT X) -292 593 494 243 439

2Above diagonal: unweighted correlations.
Below diagonal: N-weighted correlations.

tion processing demands of the reaction stimulus increase, at least up to some
critical point on the complexity continuum beyond which response latency is
influenced by specific acquired strategies or by certain noncognitive factors
that are not themselves correlated with g. RT in the Hick paradigm lends it-
self to a test of this hypothesis. Because of its central place in g theory, it mer-
its quite thorough examination in terms of all the available data.

Table 27 shows the correlations of RT and MT with intelligence measures
at each set size (scaled in bits). All of the N-weighted mean rs are significant
(p < .001), and are shown graphically in Figures 14 and 15. The increase in r
as a function of bits is almost perfectly linear; the correlation between r and
bits is —.987 for the unweighted means and —.979 for the N-weighted
means. The increasing (negative) correlation for RT is what one would pre-
dict for an index of information processing capacity related to g. MT shows a
slightly opposite trend.

A trend analysis performed on the RT correlations of Table 27 (and
graphed in Figure 14) shows a highly significant linear trend (F1,84] =
12.12, p < .001), while the mean deviations from linearity are quite non-
significant (F < 1). Eta squared (x 100) for the linear component is 13.51%.
A parallel analysis of the MT correlations in Table 26 (graphed in Figure 15)
shows a nonsignificant (F[1,57] = 1.34) linear component and nonsig-
nificant (F < 1) nonlinear component.

Since there are substantial differences between studies in the average size
of the correlations between RT and IQ, we must perform an analysis of the
Table 27 data that examines whether the linear trend of RT x IQ correlation
on bits remains when all studies have been equated for the average value of
their correlations over bits. This can be done by converting the four correla-
tions in each study to percentages, by dividing each r by the sum of all four rs



TABLE 27
Correlation Coefficient (Decimal Omitted) Between Intelligence Measures and RT and MT as a Function of Bits in
15 Independent Groups (N = 1129)

RT (Bits) MT (Bits)
SID No. Group N 0 1 2 3 0 1 2 3 Intelligence Measure
1 University Students 50 +09 -02 - 06 -32 Advanced Raven
1 University Students 50 +24 +10 +25 +12 CMT?
2 University Students 25 -12 -06 -12 -11 -21 —-29 —-23 —14 Advanced Raven
6 University Males 40 -03 —06 -11 —18 —41 -31 -36 —33  SAT-—Verbal®
6 University Males 40 +37 +34 +37 +18 =21 -15 -17 —11 SAT-Math
10 University Students 00 -1 -19 -17 -16 =31 —-24 24 23 WAIS-VIQ®
10 University Students 100 —-11 -25 —-29 -30 —-23 -—26 -—24 -25 WAIS—PIQ®
10 University Students 100 -13 -25 —-26 -27 —-31 -29 -—-28 —28 WAIS—FSIQ®
10 University Students 100 -14 -22 —-24 =21 —28 -30 -29 —27 Advanced Raven
11 University Students 50 +03 -04 -09 - 08 —11 —11 -15 —14  Advanced Raven
12 + 13 Vocational College Students 218 —-20 - -19 -19 -17 - —-11 -10 SCATH
12 + 13 Vocational College Students 218 -15 — -15 —-11 -08 — -03 ~03 ASVAB®
16 9th Grade Girls 39 -26 -33 -4l -35 —-38 —43 —-36 —36 Standard Raven
17 4th, 5th, 6th Graders 162 -08 —-02 —-04 —-12 -05 - 06 —-12 —10 Standard Raven
17 4th, 5th, 6th Graders 162 -25 —-16 -17 =21 -13 —14 -13 —13  Verbal IQf
17 4th, 5th, 6th Graders 162 —18 —11 —11 -14 -16 —08 —-17 —11 Nonverbal IQf
19 + 20 Gifted vs. Avg. 7th Graders 130 —-41 -53 —54 —54 Tpbs G/NG#
22 Average 7th Graders 20 -66 —-69 -8 -8 -64 —60 —70 —49 Standard Raven
22 Average 7th Graders 20 -50 -3 -58 —-60 —41 —-37 -42 -34 Read. Comp.

22 Average 7th Graders 11 -69 -54 -7 -60 —-60 —-51 —-53 —48 CTBS!
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22 Average 7th Graders 20 -25 -14 -13 ~-18 -36 -27 -24 -33 English GPA!
22 Average 7th Graders 18 —24 —-15 -22 -29 -07 +15 00 —13 Math GPA!
23 Average 7th Graders 105 -2 -07 -07 -19 +01 00 —-03 —07 Standard Raven
23 Average 7th Graders 94 -33 -29 -32 -33 -22 =21 -21 —26 Read. Comp.
23 Average 7th Graders 104 -20 -09 -11 —-17 402 +05 +01 +02 CTBSh
25 Retarded Adults 46 =25 -27 -31 -06 Standard Raven
26 Ret. & Borderline Adults 58 -34 -31 -33  -36 Standard Raven
29 Normally Distributed Adults 91 - -63 —65 -67 — -56 —53 —45 IQ}
30 Average Adults 40 -27 -35 -39 -29 WAIS - VIQ®
30 Average Adults 40 -32 -4 -47 -46 WAIS-PIQ®
30 Average Adults 40 -32 -4 -45 —-40 WAIS —FSIQ®¢
31 Average Adults 46 -14 -21 -19 -15 WAIS —FSIQ®
Unweighted Mean -19 =21 -24 -26 -24 -22 -23 =21
N-Weighted Mean -18 -19 -22 -23 -17 -17 =15 -—14
t test of N-Weighted Mean 6.1*  59* 7.6* 7.9+ 47% 4.1* 4.3*  4.0*

2Terman Concept Mastery Test.
YSAT — Scholastic Aptitude Test.

“Wechsler Adult Intelligence Scale (VIQ = Verbal IQ; PIQ = Performance IQ; FSIQ = Fulll Scale 1Q).

dSchool and College Aptitude Test.

°Armed Services Vocational Aptitude Battery.

fLorge-Thorndike Intellligence Test.

EPoint-biserial correllation based on gifted and nongifted 7th graders.
hComprehensive Test of Basic Skills.

IGPA — Grade Point Average.

iSee Nettelbeck and Kirby (1983, p. 44) for description of IQ tests.

p < .001 (two-tailed).
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FIGURE 14. Mean unweighted and N-weighted correlations between RT and IQ based
on 15 independent samples comprising a total of 1129 subjects.

and multiplying by 100. The unweighted mean percentages at each level of
bits, then, are:

Bits: 0 1 2 3
Mean %: 21.6 23.2 26.7 28.4

The linear correlation, r, between bits and mean % is .987, indicating a
strong degree of linear relationship between the RT X IQ correlations and
bits of information. This relationship indeed appears to be real. However, it
is not a very reliable or constant phenomenon in many single studies. A num-
ber of methodologically sound studies have failed to find the consistently
increasing correlation between RT and IQ as a function of bits (e.g., Barrett
et al., in press). To get some idea of the degree of agreement of individual
studies with the monotonically increasing trend line obtained from the aver-
age of all studies, the four correlations in each study were ranked from lowest
to highest and the ranks were correlated with the rank order expected on the
hypothesis of a monotonically increasing trend, i.e., 1, 2, 3, 4. The rank-
order correlation, averaged over all studies, is p = .394, SD = .457. (The
corresponding Pearson r = .404, SD = .477.) This quite low average correla-
tion reflects the fact that there is not a very high degree of agreement of single
studies with the model of monotonically increasing correlation of RT with IQ
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FIGURE 15. Mean unweighted and N-weighted correlations between MT and 1Q, based
on 8 independent studies comprising a total of 759 subjects.

as a function of set size. The mean rank correlation between all possible pairs
of studies as calculated by Kendall’s coefficient of concordanceis W = .167,
which, though small, is significant (¥12.93/82.17] = 5.60, p < .01). Another
way of looking at the degree of agreement of the 29 studies that used set sizes
corresponding to 0, 1, 2, 3 bits is to tabulate the frequency of the rank order
of the size of the RT X IQ correlation at each level of bits, as shown in Table
28. The frequent departures of the RT x IQ correlation from a perfect mon-
otonically increasing function of bits is most probably attributable to
sampling error. Correlation coefficients in the lower range that we are
viewing here have quite large standard errors for sample sizes of less than 50
subjects, which is typical in these studies. (Among these 29 data sets, how-
ever, degree of conformity to a monotonic increase in correlations is not sig-
nificantly related to sample size.) Although the increase in the RT X 1Q cor-
relation with bits is a rather weak and erratic phenomenon in the Hick
paradigm, it is consistent with the findings of RT X IQ correlations increas-
ng as a function of task complexity in a number of other RT tasks that differ
n complexity (e.g., Vernon & Jensen, 1984).

Correlation between RTo; and IQ as a function of set size. Of all the
Hick parameters we have examined, intraindividual variability of RT, RTg;,,
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TABLE 28
Frequencies of Rank Order of the Size of the
RT x 1Q Correlation at Each Level of
Bits in 29 Data Sets? (N = 911)

Bits
Rank of r 0 1 2 3
1 14 9 2 1
1.5 1 2 3 0
2 3 10 7 7
2.5 0 0 0 0
3 5 5 7 8
35 2 0 3 3
4 4 3 8 10
Xb 2.05 2.03 2.80 3.08
SD 1.19 0.97 1.00 0.87

aAll the 29 sets in Table 27 that give RT X IQ correla-
tions for 0, 1, 2, 3, bits.

bX is the mean rank order of the RT x IQ correlation over
the 29 data sets.

is generally a better correlate of 1Q, even despite its lower reliability, than all
of the other parameters except RT slope, which has about the same reliability
as RTo,. Yet the correlation between RTg; and IQ shows no significant rela-
tion to set size, as can be seen in Table 29. This finding is strikingly inconsist-
ent with the oscillation model originally proposed by Jensen (1982a, pp.
127-131) in that individual differences in an oscillatory mechanism were hy-
pothesized to underlie individual differences both in RTo; and in g. Since
RTo;increases linearly as a function of set size (see Figure 11), with increasing
set size one should predict a greater opportunity for individual differences in
the oscillation process hypothesized to underlie both RTo; and g to be increas-
ingly manifested, thereby making for a monotonically increasing (negative)
correlation between RTg; and g as a function of set size. This prediction was
not borne out in the least, judging from the 16 data sets based on eight inde-
pendent samples comprising 603 subjects shown in Table 29. This is the only
really substantial anomaly for the oscillation model. It seems no less anoma-
lous in terms of the model of different error rates in synaptic transmission
of information proposed by A. E. Hendrickson (1982), as explicated in
Eysenck’s chapter in the present volume. It also seems inconsistent with the
general finding in other studies that the size of the correlation between psy-
chometric g and RTo; in various RT tasks is directly related to task complex-
ity, and that both RT and RTg; increase as a function of task complexity
(e.g., Vernon & Jensen, 1984). Therefore, it is puzzling that the RTg; X IQ
correlation does not increase with increasing set size in the Hick paradigm.
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TABLE 29
Correlation Coefficient (Decimal Omitted) Between Intelligence and Intraindividual Variability (RTa;)
As a Function of Set Size (n) in 8 Independent Samples (N = 603)

Set Size (n)
SID No. Group N 1 2 4 8 Intelligence Measure
1 University Students 50 -07 -03 -18 -38 Advanced Raven
1 University Students 50 -01 +20 +14 -27 Concept Mastery Test
2 University Students 25 -32 -41 -33 =21 Advanced Raven
10 University Students 100 -12 -05 -12 -10 WALIS Verbal IQ
10 University Students 100 -34 -25 =21 -33 WALIS Performance 1Q
10 University Students 100 -26 -17 -19 -24 WALIS Full Scale IQ
10 University Students 100 -33 —-10 -16 -33 Advanced Raven
11 University Students 50 -16 -10 -28 -18 Advanced Raven
17 4th, Sth, 6th Graders 162 +01 —-11 -24 -26 Standard Raven
17 4th, 5th, 6th Graders 162 -1 -15 =21 -18 Lorge-Thorndike Verbal IQ
17 4th, 5th, 6th Graders 162 -09 -17 =27 -17 Lorge-Thorndike Nonverbal IQ
19&20 Gifted vs. Avg. 7th Graders 130 -60 -—-54 -—-45 -37 Point biserial r, Gifted/Avg.
30 Average Adults 40 -23 -07 -33 -16 WALIS Full Scale IQ
30 Average Adults 40 -25 -01 -26 -10 WAIS Verbal IQ
30 Average Adults 40 -19 -14 -37 -15 WALIS Performance IQ
31 Average Adults 46 -40 -17 =28 -20 WAIS Full Scale IQ
Unweighted Mean -22 -14 -25 -23
N-Weighted Mean -26 -21 -28 -25
t test 6.72* 5.36* 7.24* 6.32%
Corrected for Range, Weighted Mean -36 -29 -39 -34
Disattenuated, Weighted Mean -40 -33 -—-43 -138

*p < 001, two-tailed.
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Explanations of the RT x 1Q Correlation

The aim of this chapter has been simply to review the empirical evidence on
individual differences in the parameters of the Hick RT paradigm. Theoreti-
cal speculations about these findings must be the subject for another article.
Some of the main theoretical issues put forth in the recent past on the RT-IQ
relationship are reviewed in Eysenck’s chapter in this volume. In view of all
the evidence I have presented in the present chapter, I doubt that, at present,
we have an adequate theory to explain all of the now quite well established
facts of individual differences in Hick variables and their relation to psycho-
metric g. The substantial correlations between all of the various Hick param-
eters, and the fact that they are all correlated to much the same degree with
IQ, allowing for differences in reliability, suggests that some quite general
factor in the speed or efficiency of performance is reflected in all aspects of
the Hick paradigm. Individual differences in the Hick RT intercept are also
substantially correlated with the RT intercepts of both the Sternberg memory
search and the Neisser visual search paradigms (Jensen, 1987b). The early ex-
pectation that the various parameters, presumably reflecting different cogni-
tive processes, would clearly differentiate among individuals, is not borne
out by the present evidence. Theoretically, RT slope should be a purer index
of rate of information processing than RT intercept, yet they are correlated
with 1Q about equally. And MT, which supposedly reflects a motor skill
component rather than an information processing component, is about as
highly correlated with IQ as is RT. In a study using a variety of different RT
tasks, Ananda (1985) found that scores on verbal and nonverbal intelligence
tests (Raven Matrices and Mill Hill Vocabulary) had their largest loadings
(—.648 and — .480) on the general factor (first principal component) com-
mon to both RT and MT, both variables showing large positive loadings on
the same general factor. The intelligence measures have near-zero loadings
(—.03 and —.13) on the bipolar factor which distinguishes RT from MT
(with positive and negative loadings respectively). Although it is not yet
unarguable, the evidence on the Hick parameters seems to indicate that g is
more highly correlated with a general factor common to all of the Hick RT
and MT variables than with any particular cognitive processing components
that can be inferred from certain parameters of the Hick paradigm. One
might even go so far as to hypothesize that the general factor of a large and
diverse battery of RT tasks (that is, all the RT and MT parameters derived
from them) is one and the same general factor as found in the factor analysis
of any large and diverse battery of conventional psychometric tests of mental
ability.

Although there is presently no truly detailed and comprehensive theory of
all the individual differences phenomena observed in the Hick paradigm,
there are several theoretical speculations abroad which I think are either
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flatly contradicted by the evidence or are the least likely to prove correct. It
would seem worthwhile to mention these unpromising notions briefly.

Common speed factor in test taking.  This is the notion that since some
psychometric tests are speeded or timed, and individuals presumably differ in
response to time pressure and in speed of work, such tests will be correlated
with RT, which is also a measure of speed. This conjecture is contradicted by
various lines of evidence. In the first place in nearly all of our RT studies, we
have used tests that were not only unspeeded and untimed but in which sub-
jects were explicitly urged to take all the time they needed, to attempt every
item, and to check their answers. In most studies, subjects were tested indi-
vidually on the psychometric tests as well as on the RT tests, so as not to feel
they were in competition or to have any clues about how fast others com-
pleted the tests. Secondly, in specific investigations in which some tests were
speeded and others given without time limit, there was no significant differ-
ence in the tests’ correlations with RT measures. If anything, there is even a
tendency for unspeeded tests to show slightly higher correlations with RT
than speeded tests. (See Vernon, Nador, & Kantor, 1985, and Vernon and
Kantor, 1986, for a detailed discussion of studies specially directed at this
point.) Thirdly, individual response latencies on items of complex tests, such
as the Raven, are not significantly correlated with psychometric g. Also,
highly speeded tasks in which the task requirements per se are quite simple,
such as clerical checking, letter cancellation, and the like, are among the
poorest psychometric correlates of IQ or g, and they also show the weakest
correlations with RT (Vernon & Jensen, 1984, p. 417).

Strategies and speed-accuracy trade-off.  So far no one has made a seri-
ous case for the idea that the individual differences in certain performance
strategies account for the RT X IQ correlation. As pointed out previously,
the conjecture that different strategies are involved in the RT slope was sug-
gested by Nettlebeck and Kirby (1983) on the basis of their observation of a
negative correlation between RT intercept and RT slope. But the negative
correlation is shown to be an artifact due to negatively correlated measure-
ment errors. Nettelbeck and Kirby (1983) also suggest that a negative correla-
tion between RT slope and MT intercept observed in one of their samples in-
dicates a strategy of “making a movement after detecting only the presence of
a signal, but then delaying movement so as to permit a further decision dur-
ing movement about which alternative was involved” (p. 50). Although
something like this may occur in the mentally retarded and in very young chil-
dren, we have found not the slightest suggestion of it in normal samples of
school age and above. This strategy, if adopted by some subjects and not by
others, would be expected to cause a negative correlation between RT and
MT, which is not found. Also, as seen in Table 16, thc 18 studies (total N =
375) in which a correlation was obtained between RT slope and mean MT
(which is almost perfectly correlated with MT intercept) do not show a nega-
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tive correlation between these variables; the N-weighted mean correlation
(over 18 studies) is +.087 (+.243 corrected for restriction of range and
attenuation).

The most commonly offered explanation of RT X IQ correlation is in
terms of a speed-accuracy trade-off, or the conjecture that brighter subjects
try to improve their RT performance by sacrificing response accuracy for an
increased speed of response. This hypothesis is unconvincing for two main
reasons. First, with the use of a home button, which the subject merely has to
release, response accuracy with respect to RT is virtually assured; inaccuracy
of response would show up as a failure to touch the button that turns off the
reaction stimulus light, thereby affecting movement time, not RT. So simple
is the RT task that such response errors are extremely rare in this procedure
and are completely absent in the vast majority of subjects. Second, and more
important, is the fact that if a speed-accuracy trade-off accounted for any
part of the individual differences in either RT or MT, there should be a nega-
tive correlation between response error rate and RT (or MT). Yet all RT stud-
ies in which both RTs and error rates have been measured show a positive cor-
relation between RT and errors. The faster responders are also the more
accurate responders. There is no evidence in our various RT studies or in any-
one else’s for a between-subjects speed-accuracy trade-off. Speed-accuracy
trade-off is a within-subjects phenomenon, accounting for negative correla-
tions (within subjects) between RTs and error rates under different levels of
task difficulty. It presents no problem for interpreting the correlation be-
tween individual differences in RT and IQ, because the between-subjects cor-
relation of RT and error rate is a positive correlation, and both RT and error
rate are negatively correlated with I1Q. These relationships can be explained
more easily with reference to Figure 16. On the simple task, hypothetical per-
sons A, B, and C are shown to have the same short RT and low error rate. On
the complex task, the latest ability differences between A, B, and C are mani-
fested as variation in their RTs and error rates. Their performances, as re-
flected jointly by RT and errors, will tend to fall somewhere on each of the
arcs that describe the speed-accuracy trade-off and are different for each
person. If the same low error rate of the simple task is to be maintained for
the complex task, the RT is greatly increased for all persons (vertical line =
zero speed-accuracy trade-off). If the RT in the simple task is to be main-
tained in the complex task, the error rate is greatly increased for all persons
(horizontal line = 100% speed-accuracy trade-off). So the arc for each per-
son describes an inverse relationship (or negative correlation) between RT
and error rate. But between persons, RT and error rate show a direct relation-
ship (or positive correlation). The line marked X in Figure 16 indicates a
fairly high speed-accurracy trade-off for a typical RT study, if the error rate
(on the abscissa) is assumed to range between zero and chance. Thus the
shaded area represents the most desirable region for performance when
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FIGURE 16. The idealized relationship between RT and error rate for simple and com-
plex tasks. The arcs describe the speed-accuracy trade-off for hypothetical persons, A, B,
and C, who are shown here as performing equally on the simple task. Shaded area repre-
sents most desirable region of speed-accuracy trade-off for RT studies.

studying individual differences in RT in that it spreads out individual differ-
ences in RT much more than in error rate, a feature observed in all of our RT
studies. Hence the observed correlation between RT variables and IQ can in
no way be accounted for in terms of speed-accuracy trade-off.

Motivation or Arousal. Could it be simply that the more highly motiv-
ated subjects, because of their greater motivation, perform better on both the
RT tasks and the IQ tests, thereby causing them to be correlated through the
common factor of motivation? This possibility has not been conclusively
ruled out, but it seems an improbable hypothesis. The fact that an increase in
the complexity of RT tasks causes RT to be more highly correlated with g
runs counter to what is known about the relationship of motivation or drive
to efficiency of performance as a function of task complexity. The well-
established empirical generalization known as the Yerkes-Dodson Law
(Yerkes & Dodson, 1908) states that the optimal level of drive (D) for learn-
ing or performance of a task is inversely related to the degree of complexity
of the task; that is, a lower level of D is more advantageous for the perform-



172 JENSEN

ance of more complex tasks. In this respect, D is just the opposite of g. The g
loading of tasks increases with task complexity, and persons who score
highest in the most g-loaded tests are more successful in dealing with com-
plexity. From what research has taught us about D and the Yerkes-Dodson
Law, one would not predict high-D persons to perform like high g persons as
a function of task complexity. In humans, changes in drive and arousal are
reflected in pupillary dilation. Ahern and Beatty (1979) measured the degree
of pupillary dilation as an indicator of effort and autonomic arousal when
subjects are presented with test problems. They found that (a) pupillary dila-
tion is directly related to level of problem difficulty (as indexed both by the
objective complexity of the problem and the percentage of subjects giving the
correct answer), and (b) subjects with higher psychometrically measured in-
telligence show /ess pupillary dilation to problems at any given level of diffi-
culty. (All subjects were university students.) Ahern and Beatty concluded:

These results help to clarify the biological basis of psychometrically-defined in-
telligence. They suggest the more intelligent individuals do not solve a tractable
cognitive problem by bringing increased activation, “mental energy” or “mental
effort” to bear. On the contrary, these individuals show less task-induced acti-
vation in solving a problem of a given level of difficulty. This suggests that indi-
viduals differing in intelligence must also differ in the efficiency of those brain
processes which mediate the particular cognitive task. (1979, p. 1292; emphasis
added)

Neurophysiological Correlates of Hick Variables

My search of the literature has turned up only two investigations of physio-
logical correlates of Hick parameters, both based on the average (cortical)
evoked potential (AEP), using an auditory stimulus (a “click”). An index of
“neural adaptability” (NA), derived from the amplitude of the AEP, which
was found to be correlated with IQ in previous studies using subjects of aver-
age and superior intelligence, was found to be correlated both with psycho-
metric g and with certain Hick parameters in a group of 54 severely retarded
adults (Jensen et al., 1981). The index of neural adaptability showed the fol-
lowing correlations with Hick parameters (in parentheses are the correlations
of the Hick parameters with g factor scores derived from 15 psychometric
tests):

Median RT: —.02 n.s. (—.13n.s.)
Median MT: —.16 n.s. (—.18n.s.)
RTo;: —.24,p < .05 (—.44,p < .01)

MTﬂiZ

38, p< .01 (-.57,p < .01)
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Remarkably, the correlation between the two sets of correlations is +.94;
that is, the correlation of the Hick variables with psychometric g is closely
paralleled by their correlation with the index of neural adaptability. The sum
of the standardized Hick variables together with NA yields a shrunken multi-
ple R of .54 (p < .001) with psychometric g.

A further investigation of the relation between the AEP and Hick’s Law
was made by Schafer, Amochaev, and Russell (1982), who engaged eight nor-
mal young adults in the Hick task with set sizes 1, 4, and 8 (using Jensen’s
RT-MT apparatus) while measuring their cortical responses evoked by the
visual stimuli in the Hick task. The results showed that the amount of infor-
mation (bits) conveyed by the evoking stimuli affects not only the RT (i.e.,
Hick’s Law), but also the latency of the cortical evoked potential (EP). The
EP latencies also manifested Hick’s Law, the EP latencies increasing linearly
as a function of bits. EP amplitude, interestingly, showed a negative relation
to bits, decreasing linearly from 0 to 3 bits. This is especially interesting be-
cause amplitude is also inversely related to IQ. The average fit of the RTs to
Hick’s Law (calculated from data provided by Dr. Schafer) is r = .958; of the
EP latencies, r = .933; of the EP amplitudes, r = (negative) —.997. Hence
both the latency and amplitude of the cortical potential evoked by stimuli
conveying varying degrees of information appear to manifest Hick’s Law to
about the same degree as overt RT. The rank-order correlations between RT's
and the late cortical EP latencies (i.e., the N417 and P553 components) were
.58 and .65. These results should encourage further investigations of the rela-
tionships between RT variables, evoked cortical potentials, and psychomet-
ric g. It seems most probable that it is from this sphere of research at the inter-
face of brain and behavior that a scientifically adequate theory of individual
differences in intelligence will eventually take shape.
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CHAPTER 5

What Does Reaction Time Tell
Us About Intelligence?

Douglas K. Detterman

Case Western Reserve University
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Air Force Human Resources Laboratory

Reaction time is one of the oldest and most extensively studied tasks in exper-
imental psychology. It has been used to investigate general principles of be-
havior and to assess individual differences. Simple reaction time was one of
the measures used by Galton (1883) to index individual differences. And ev-
ery student of psychology has heard an account of how personal equations
were proposed as an adjustment for differences in astronomers’ reaction
times.

Though reaction time received early attention, it was quickly abandoned.
More complex measures were adopted in the belief that a simple measure of
performance would never be useful in understanding complex behaviors.
This trend was particularly true of individual differences research. Complex
tests like those currently used on intelligence tests were favored over simpler
measures of more elementary processes.

Some experimental psychologists continued to study reaction time (Smith,
1968) in the hope of discovering general principles of behavior. But individ-
ual difference researchers ignored it for the major part of this century, with a
few notable exceptions (Baumeister & Kellas, 1968; Welford, 1980). Within
the last several years, however, there has been a resurgence of interest in the
relationship between reaction time and human intelligence. The purpose of
this chapter is to consider this recent interest in reaction time, particularly
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with respect to how reaction time experiments might clarify theories of
intelligence.

I will attempt to accomplish three things in this chapter. First, I will specify
the potential classes of theories of human intelligence and indicate how
choice reaction time measures are related to each class of theory. Second, I
will present a brief, biased review of the literature and data from three new
experiments in support of my theoretical biases. Third, factors which must be
explored before the relationship between reaction time and human intelli-
gence are understood will be discussed. I believe it will be clear from this
discussion that choice reaction time is not a simple process reflecting a
unitary aspect of human intelligence. It is, instead, a complex set of proces-
ses, some of which are a part of human intelligence.

THEORIES OF INTELLIGENCE AND
THEIR RELATIONSHIP TO CHOICE REACTION TIME

There are three classes of possible theories of human intelligence (Detter-
man, 1980, 1982, 1984a, 1984b, 1986). Each of these theories has a different
implication for the relationship of reaction time to intelligence. However, be-
fore discussing this relationship it is important to specify just what reaction
time measures will be discussed.

Choice Reaction Time

Choice reaction time task. Choice reaction time tasks discussed in this
chapter are similar, if not identical, to the choice reaction time task described
by Jensen (1979, 1982a). A diagramatic representation of this task is shown
in Figure 1. The implementation of the task which I have used in my research
uses a computer screen, and subjects make all responses by touching the
screen. The left panel of Figure 1 shows what the subject sees in this task. The
right panel indicates what the subject must do.

At the beginning of each trial, a semicircular display of empty windows
appears on the computer screen. The display shown in Figure 1 has eight
windows, but a trial could have 1, 2, 4, 6, or 8 windows. At the bottom center
of the screen is a small bar. To begin the trial, the subject presses the bar and
keeps pressing the bar. The subject watches the screen until, after some
variable interval, one of the windows lights up. When the subject sees the lit
window, he or she responds by moving his or her finger from the bar and
touching the lit window as quickly as possible. When the subject makes the
correct response, the screen goes blank and, after a brief interval, a new trial
begins.

The task I have used consists of 120 trials of the type described above. Each
set size gets 24 trials. Trials are generally blocked by set size. That is, all trials
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FIGURE 1. A flow diagram of the choice reaction time task with computer video screen
changes shown in the left panel and subjects responses in the right panel.
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with one alternative (i.e., window) are presented together, all two-alternative
trials are together, etc. Trial blocks of different set size are presented in
ascending order. Subjects always receive 24 trials of 1, 2, 4, 6, and 8
alternative trials in that order.

Choice reaction time measures. There are a number of measures
which can be obtained during each trial. Carroll (1980) has recommended
that reaction time be divided into decision time and movement time. Decision
time is the amount of time from stimulus onset to response initiation. In the
paridigm described above, decision time is the time the subject keeps his or
her finger on the bar at the bottom of the screen after one of the windows has
lit up. Movement time is the amount of time required to execute a response. It
is measured as elapsed time from when the subject lifts his or her finger from
the bar until the lighted window is touched.

Other measures of interest include number of errors, total amount of time
for each trial, and measures with the potential to show systematic change
over trials or conditions. One measure which has received a great deal of at-
tention is the slope of decision time over set size. As the number of alter-
natives which a subject must scan gets larger, an increase in reaction time is
expected. Hick (1952) proposed that reaction time was a linear function of
the log(base 2) of number of choices, since the log of number of choices rep-
resents the amount of information in the display. Unlike Hick, who was most
interested in the ability of information theory to generally describe human
behavior, individual differences researchers are most interested in whether
differences in slope for individuals are related to intelligence. It would be ex-
pected that less intelligent persons should have relatively more difficulty as
the number of alternatives increases. So steeper slopes should indicate lower

1Qs.
Theories of Intelligence

One of the most persistent debates in psychology has been how to character-
ize intelligence. Spearman (1904, 1927) characterized intelligence as a single
thing which he called g. On the other hand, Thurstone (1935, 1938) attempted
to show that intelligence consisted of a small number of separate abilities.
Still others (Humphreys, 1979; Thomson, 1939) have characterized intelli-
gence as a large, perhaps infinite, number of separate components.

Which ever of these theories is correct, there are some undeniable empir-
ical findings for which any theory will have to account. One is that complex
tests of intelligence demonstrate what Spearman called “positive manifold”;
all mental tests are positively correlated. The size of this interrelationship in
any particular set of tests can be summarized by the proportion of variance
accounted for by the unrotated first principal component. This is what
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Spearman defined as g. Though I will adopt this as the empirical definition of
&, it does not mean that I agree with Spearman’s theoretical explanation of
why g exists. It is impossible, I think, to deny the empirical reality of the phe-
nomenon, but there can be many possible theoretical explanations for it. In
fact, it is really the implication that reaction time has for theories of intelli-
gence and understanding g in particular that makes it such an interesting
topic.

Another important empirical relationship is that tests of basic cognitive
abilities tend to have lower correlations with 1Q than do more complex tests.
How does a theory of intelligence explain this difference across levels of
complexity?

Intelligence as a single thing. 1t is tempting and, indeed, parsimonious
to believe that intelligence is a single thing. Although it has seldom been ex-
plicitly stated, one of the reaons for increased interest in reaction time is that
mental speed would appear to be a good candidate for the single variable
defining intelligence (e.g., Eysenck, 1982). It would certainly provide major
support for this theoretical position to find a simple, almost biologically-
based test that would be completely predictive of g.

In fact, finding a single variable which would predict the g-loadedness of
different tests is a major requirement to support this theoretical position, be-
cause the theory postulates just such a relationship. In addition, the differ-
nces in the size of intercorrelations among tests is accounted for by postulat-
ng that some tests are more g-loaded than others. In other words, they in-
lude more of the single variable in what they measure.

What this particular theoretical position should therefore predict is that, if
t were possible to obtain a “pure” measure of the single variable that is g,
hen the correlation between this pure measure and factor scores of g ex-
racted from less pure measures of intelligence should be nearly perfectly cor-
elated. This is the hope for measures of mental speed such as choice reaction
ime or electrophysiological measures of related processes. In fact, measures
f averaged evoked potentials obtained by some investigators (A. Hendrick-
on, 1982; D. Hendrickson, 1982) come very close to this goal.

As will be seen in the following discussion, even if it is possible to show that
single measure from a simple task is highly correlated with g, it still must be
hown that the measure is of a single process and is not, itself , ameasure of a
umber of complex processes. This would require a sophisticated under-

tanding of the task purported to yield a single, simple measure of g. Cer-
inly, neither choice reaction time nor averaged evoked potentials are suffi-
iently well understood to conclude that any measures they yield reflect the
peration of a single variable.

Intelligence as a small set of independent elements. Another theoreti-
al possibility is that intelligence is composed of a small number of separate
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abilities or processes. Any mental task consists of a subset of these processes.
The more complex the task, the more processes that will be required to per-
form it.

According to this position, tasks are interrelated to the extent they both use
the same processes. 1Q tests are highly correlated with each other because
they consist of complex items and involve all of the basic processes in each
test. Simpler tasks have lower intercorrelations with each other because each
task has fewer of the basic processes and, therefore, two tasks are likely to
have fewer processes in common.

Even though simple tasks have lower correlations with intelligence, they
can be combined to predict all of the variance in the more complex IQ tests.
All that is necessary is that the simple tests be selected so that they contain, in
combination, all of the processes contained in the more complex test. Ideally,
each of the simple tests would have a small correlation with IQ but be
uncorrelated with any of the other simple tests.

In fact, a test of this theoretical position is the degree to which it is possible
to obtain independent measures of the postulated separate processes. If it is
possible to combine measures sO that increments in prediction accrue beyond
what would be expected due to the unreliability of the combined measures,
then the different simple tasks must contain different processes.

Further, it is to be expected that simple tasks will have low correlations
with IQ. If there are 10 basic processes involved in intelligence, and each ac-
counts for the same amount of variance, then it should be expected that a
pure measure of one of these processes would account for 10% of the vari-
ance, and that its correlation with a perfectly reliable IQ test would be .33.
The more processes constituting intelligence, the smaller the correlations of
basic processes with intelligence should be.

What are the implications of this theoretical position for the relationship
between choice reaction time and intelligence? If there are relationships be-
tween IQ and choice reaction time measures, these relationships would obvi-
ously be interpreted much differently than they would be if intelligence was
the result of a single variable. It would be expected that choice reaction time
measures would correlate with intelligence to the extent the measures include
the same processes as intelligence. Different choice reaction time measures
would be uncorrelated if they did not contain common processes.

Since correlations do exist between simple cognitive tasks, this position
would explain those correlations as resulting from the presence of commor
processes. That is, even what appear to be very simple tasks are not pure rep-
resentations of basic processes. If two simple tasks were reflections of pure
processes, they would be uncorrelated. Not surprisingly, according to thi
position current measures of choice reaction time would be regarded as fairly
complex.

Intelligence as a large set of elements. A third theory of intelligence
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owes its beginning to Thomson (1939). It is sometime called “bond theory.”
In this theory, intelligence is conceived of as a large, approaching infinite, set
of elements. Tests are intercorrelated to the extent they share common
elements.

In fact, all correlations can be explained on the basis of shared elements.
1Q tests are complex and, therefore, consist of a larger number of elements.
Since these elements comprise a large portion of the total number of ele-
ments, it is likely that two IQ tests of high complexity will share a large num-
ber of elements and will, consequently, be highly correlated.

Basic cognitive tasks will include a smaller number of elements. They will
accordingly share fewer common elements with more complex IQ tests, and
will have lower correlations than IQ tests have with each other. Basic cogni-
tive tasks also will have lower intercorrelations with each other for the same
reason.

It is difficult to empirically distinguish this theoretical position from the
position which regards intelligence as a single thing. The reason for this is
that, if a large sample is drawn from a larger population, the expected value
of the sample approaches a constant equal to the mean of the population
as the sample size approaches the population size or as sample size gets
very large. This means that a sample of elements could seem as if a single
element were operating having a numerical value equal to the mean of the
population.

Given the small number of subjects usually used in psychological research,
it is very likely that it is impossible to distinguish whether results are due to a
single variable or a large sample of elements. Therefore, for all practical pur-
poses the two positions can be regarded as equivalent. If it is not possible to
show that a small number of independent elements can account for intelli-
gence and g especially (as in the second theory discussed above), then it would
be necessary to distinguish the two possibilities represented by the first and
third positions.

In summary, there are three possible theoretical explanations of intelli-
gence. Intelligence as a single thing, and intelligence as a very large collection
of elements, are indistinguishable alternatives and can be regarded as a single
alternative at least for the time being. For convenience, I will refer to this
combined alternative as the explanation of intelligence in terms of a single
variable (or, simply, Model 1). The other position discussed will be called the
separate elements position (or Model 2).

Both Model 1 and 2 provide different explanations for general intelligence
and, more specifically, for g. Both models also account differently for the
correlations of basic cognitive tasks with intelligence and with each other. Be-
cause of these differences between the two theoretical positions, basic cogni-
tive tasks, like choice reaction time, take on special meaning to those inter-
ested in obtaining a better understanding of human intelligence.
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CHOICE REACTION TIME DATA

Others’ Data

In this brief review of the literature, the major emphasis will be on determin-
ing exactly what is known about individual differences in reaction time.
There is a long history of research on reaction time that is unconcerned with
individual differences time but that, instead, attempts to develop a general
(or nomothetic) model of reaction time (e.g., Grice, Nullmeyer, & Spikes,
1982; Pachella, 1974; Smith, 1968). Though this work is interesting, it is
largely irrelevant to understanding individual differences in reaction time.
Models based on group data have no necessary relationship to individual dif-
ferences on the same task.

The literature on reaction time research can be divided into roughly three
periods. The first period was discussed above, and consisted of the early ef-
forts to use reaction time to assess individual differences. The second period
began in the early 1960s within the field of mental retardation. The third pe-
riod covers the last 10 years, and has been led by researchers (particularly A.
Jensen) concerned with theoretical explanations of intelligence.

Earlier data. An overriding concern in mental retardation research has
been to discover defective processes that might explain intellectual differ-
ences. Researchers explored a wide range of processes in search of deficits.
One process examined was mental speed. The results of this research have
been well summarized by Baumeister and Kellas (1968), who, along with
Berkson, were the major contributors of much of this work.

The major findings of this research program are clear (though there are, of
course, many secondary findings). The first finding is that mentally retarded
subjects are, on the average, slower than their intellectually average peers.
The second finding is that mentally retarded persons are more variable in
their responding than intellectually average persons. In fact, mentally re-
tarded subjects’ fastest responses are no different than intellectually average
subjects’, but they make many more longer responses.

Several other lines of research have continued with the rationale employed
in the choice reaction time research with the mentally retarded. Inspection
time, defined as the amount of time required to make a simple discrimina-
tion, has been shown to be longer in the mentally retarded (Lally & Nettel-
beck, 1977; Nettelbeck, 1980; Nettelbeck & Kirby, 1983; also see Raz &
Willerman, 1985; Raz, Willerman, Ingmundson, & Hanlan, 1983 for the au-
ditory equivalent to inspection time). Keating and Bobbitt (1978) related a
number of cognitive measures, including speed measures, to developmental
level. Though a review of related research is beyond the scope of this chapter,
the findings from this work can be summarized as tending to reinforce choice
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reaction time results which show a relationship between intelligence and
speed.

Recent data. The resurgence of interest in choice reaction time has been
kindled by a deeper interest in theoretical explanations of intelligence. Pro-
ponents of g as a single thing have attempted to find a measure of a very basic
process which would be correlated with intelligence. Tasks examined as po-
tential candidates were those that would seem to be related to important pro-
cesses like mental speed. Choice reaction time was a natural candidate for ex-
amination, because it appeared to be a very simple task and because it could
be argued to be a measure of mental speed.

In a series of studies, Jensen and his colleagues (Carlson & Jensen, 1982;
Cohn, Carlson, & Jensen, 1985; Jensen, 1979, 1980, 1982a, 1982b, 1984;
Jensen & Munro, 1979; Vernon, 1981, 1983; Vernon & Jensen, 1984) have
made a case for the relationship of choice reaction time to g. They have found
that choice reaction varies systematically across groups differing in IQ. Vari-
ability also has been shown to be related to IQ. An attempt has been made to
argue that the slope of the line fit to decision time as a function of bits of in-
formation (number of alternatives or set size) in the display is related to IQ.
While there has been some criticism of this research (Longstreth, 1984), the
major findings are consistent with the research done with the mentally re-
tarded. However, the conclusions regarding slope are based on group data
and are, therefore, less readily accepted. Nevertheless, Jensen and Vernon
(1986) come to the conclusion that slope is correlated about — .30 with IQ in
the population.

Jensen’s choice reaction time results have been supported in their essential
details by other investigators (e.g., Barrett, Eysenck, & Lucking, 1986;
Hemmelgarn & Kehle, 1984). But just because aspects of choice reaction time
can be shown to be related to intelligence does not mean that intelligence can
be equated with neural speed or efficiency, as some have suggested (e.g.,
Eysenck, 1982). The case, however, has been made stronger by neurophysio-
logical data.

Averaged Evoked Potentials (AEPs) have been shown, when appropri-
ately measured, to be highly related to intelligence (Haier, Robinson,
Braden, & Williams, 1983; A. Hendrickson, 1982; D. Hendrickson, 1982).
AEPs also vary by IQ level in a fashion similar to choice reaction time mea-
sures (Jensen, Schafer, & Crinella, 1981).

There are at least two findings from Jensen’s choice reaction time research
that are difficult to square with a single-cause explanation of g. First, when
choice reaction time measures are combined to predict intelligence, the multi-
ple correlation is .50 (Jensen & Vernon, 1986). Since the highest correlation
between IQ and a choice reaction time parameter is under .40, it can only be
concluded that there are at least two sources of variance contributing to this
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multiple correlation. It would take at least two variables to explain the rela-
tionship between choice reaction time and intelligence.

The second finding inconsistent with g as a single thing is that the relation-
ship between choice reaction time and IQ increases with complexity of the
choice reaction time task. The relationship between task complexity and in-
telligence is incontestable. Lashley (1929) pointed it out in rats, and Tirre
(1986) has shown it with reaction time data. It would seem most reasonable to
conclude that this relationship occurs because, as a task becomes more com-
plex, more of the basic processes of intelligence are required to perform the
task.

New Data

The following studies have been conducted during the last 5 years with the
help of Jack Mayer, David Caruso, Peter Legree, and Fran Conners. All of
the studies used the basic methodology previously described and shown in
Figure 1. But, in each case, there were modifications to this procedure.

Mentally retarded/college students. The initial study involved two
groups of subjects: 20 mentally retarded young adults enrolled in special edu-
cation classes, and 20 college students. Because this was the first attempt at
obtaining choice reaction time measures, everything was done in an experi-
mentally correct fashion.

Trials were block-randomized so that a subject received a single trial of
each set size before getting another trial of any set size. The set size on each
trial was apparent because when a trial began, an appropriate number of
empty “windows” appeared. The positions used were counterbalanced orders
of the eight possible locations. So a trial having a set size of one could have
the stimulus window appear in any one of the eight locations. In addition,
each of the eight possible positions was equally often tested for each set size.
There were 24 trials for each of the set sizes (1, 2, 4, 8), for a total of 96 trials.
The choice reaction time task was given with a set of other cognitive tasks, so
subjects were experienced with the apparatus. Instructions were given by a
voice synthesizer and all responses were made by touching the touch-sensitive
screen. The experimenter answered any questions the subject had after in-
structions had been presented and ensured that the subject used only his in-
dex finger.

Results. The results of the choice reaction time task are shown in Table
1. Reliabilities are split-half correlations of alternate trials. The IQ test used
was the WAIS-R and the Full Scale IQ from this test was correlated with
various parameters obtained from the task.

Decision time is the amount of time required for the subject to remove their
finger from the home position. Slope of DT is the slope of the line fit for each
subject to mean decision time for a set size and log to the base 2 of that set
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TABLE 1
Choice Reaction Time Measures for a Combined Sample of
20 Mentally Retarded and 20 Intellectually Average Subjects
(Time in Seconds, (Correlations) Corrected for
Restriction in Range)

Measure Mean SD Rel. r(IQ)
DT .46 .21 .99 —.47(—-.29)
Errors 5.27 5.57 .98

DT Slope —-.002 .014 .30 —.05(-.03)
DT Int. .464 .21 .93 —.48(-.29)

size. Thus, each subject has four pairs of scores on which slope and intercept
were computed. Correlations for DT slope and intercept with IQ were ob-
tained by correlating the slope and intercept value obtained for each subject
with the subject’s IQ score.

Because the correlations are based on extreme groups of subjects (mentally
retarded and college-student), the combined data have an inflated standard
deviation. A correction for attenuation will have the effect of appropriately
reducing the obtained correlation to the correlation that would be expected in
the full population. It is this corrected correlation that should be consistent
over experiments.

Examination of Table 1 indicates that mean decision time is correlated
with IQ about —.29. This agrees with what has been found by other investi-
gators. However, several aspects of the data are not in agreement with previ-
ous results.

A first problem is that the average slope is negative. This means that sub-
jects were actually faster on trials with more alternatives. That is, the more
information in the display the faster the subject responds. This makes little
sense. However, an examination of the data indicated that mentally retarded
subjects were producing the negative slopes and, in general, were highly vari-
able in their performance. This variability is reflected in the low reliability of
the slope measure. With regard to slope measures of choice reaction time,
perhaps the best conclusion is that the measure is not very reliable but that,
when standard experimental controls are employed, the slope measure ap-
proaches 0. Hick’s law may be useful in describing data for a group, but it
does not appear to be useful in understanding individual differences. The in-
tercept measure, on the other hand, does appear to be reliable and correlates
with IQ, so it is difficult to argue that the task is somehow a poor one.

The use of standard experimental controls may or may not have been the
reason for the slope results. It is important to remember that trials were
randomized, so any trial could be of any set size. Some subjects could have
found this confusing. It also would be possible to randomly present blocks of
trials of different set sizes. For example, a subject might receive a sequence of
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6-trial blocks, each trial within the block having a set size of 1, 8, 4, 2, 6, 8, 2,
6, 1, and 4. This would randomly mix order but would give subjects succes-
sive trials on a fixed set size. These results do indicate that order effects in the
choice reaction time task are far from well understood.

High school students. Because of problems in the previous study, the
choice reaction time task was modified to more closely correspond to the
methodology used by Jensen. A six-alternative block of trials was added
increasing total number of trials to 120. Trials were presented in an ascend-
ing, blocked format (sets of 1, 2, 4, 6, and 8 alternatives were presented in
that order). In addition, the position of alternatives was fixed. Alternatives
were always presented in the positions closest to the top center of the semicir-
cular array of “windows.” Additional measures of performance including
trial time (TT) were collected. TT was the total amount of time to complete a
trial.

Subjects for this experiment were randomly selected from the graduating
class of a large suburban high school until a sample of 141 had agreed to par-
ticipate. The sample contained mentally retarded subjects who had met the
requirements for a certificate of attendance. The range of WAIS-R IQ scores
was from 50 to 150, and the mean of the sample was 108, with a standard de-
viation of 15. The IQ scores of subject’s in the sample were almost perfectly
normally distributed. Because this sample so closely approximated the popu-
lation, no correction for attenuation was applied.

Results. Full results are shown in Table 2. As in the previous study, deci-
sion time was correlated with IQ about —.32. Movement time showed the
same correlation. The DT slope and intercept measures also replicated the re-
sults of the previous study. DT slope increased by about 20 milliseconds as
each bit of information was added. Though group data are very consistent in
showing Hick’s law, individual data are far less reliable and show only a

TABLE 2
Choice Reaction Time Measures for a Sample of 141
High School Students (Time in Seconds)

Measure Mean SD Rel. r(IQ)
DT 44 .08 .94 -.32
MT 22 .05 .90 -.32
SD of DT 21 .14 .66 —-.16
DT Slope .02 .03 .34 —-.04
DT Int. .41 .10 .84 —.24
MT Slope .007 .02 .65 —.01
MT Int. .20 .05 .82 -.30
TT 3.85 .90 —-.09

SD of TT 2.52 1.22 .13
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— .04 correlation with IQ (— .07 corrected for unreliability). The reliability
of .34 is unacceptably low, but was approximately the same as was obtained
in the previous study and in the research of others.

Despite differences in sample characteristics, there are a number of strik-
ing similarities between this and the last study. DT and MT are about the
same, and MT is about half of DT in both studies. The slope of DT is the
same in both studies, and DT correlates with IQ about the same in both stud-
ies. Indeed, it can be concluded that this study replicates the last in all essen-
tial details. These results are also in agreement with those reported by Jensen
and Vernon (1986).

Air Force Enlistees. This study was a replication of the previous one,
with a few modifications. Most importantly, touch screens were not used for
response input. Instead, subjects used the computer keyboard. To begin a
trial, they touched the space bar and made a response by pressing the appro-
priately numbered key. Each “window” in the display had a number above it
to indicate the appropriate response. Windows always had the same number
above them, which was their serial order (from the left) in the full set of
alternatives. Instructions were written on the computer screen instead of spo-
ken by a voice synthesizer. All subjects were administered the test in a com-
puter laboratory with 30 stations.

Subjects were 860 Air Force enlistees. All subjects had taken the Armed
Service Vocational Aptitude Battery (ASVAB), which is a heavily g-loaded,
group-administered written test. Correlations of choice reaction time mea-
sures were computed with the General composite from the ASVAB. (The re-
sults are not appreciably different if factor scores from the first principal
component of the ASVAB subtests are used in place of the General compos-
ite.) The General composite score is regarded, for present purposes, as an IQ
score. It should be noted that, unlike the previous two studies, the ASVAB
was not administered concurrently but could have been given as much as a
year before the subjects completed the choice reaction time task.

A definite problem with this sample is that it has undergone explicit selec-
tion. Almost no person in the sample is below the 40th percentile on national
norms, and proportionally fewer subjects are included at the high end of the
enlistee distribution. Irregularities in the obtained sample were corrected by
weighting cases. Explicit selection was corrected for by applying the appro-
priate correction for restriction in range.

Results. Results are shown in Table 3. What is immediately apparent is
that using a keyboard in place of a touch screen had a substantial slowing ef-
fect on both DT and MT. Interestingly, DT is still about twice as long as MT.
It would appear that the use of the keyboard has not differentially affected
separate components of this task.

DT correlates — .33 with IQ after correction for selection. From the three
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TABLE 3
Choice Reaction Time Measures for 860 Air Force Enlistees
(Time in Seconds, (Correlations) Corrected for
Restriction in Range)

Measure Mean SD Rel. r(1Q)
DT .68 12 .88 —.18(-.33)
MT 31 .10 .88 —.08(—.16)
DT Slope .04 .07 .59 .04(.07)
DT Int. .61 .18 .64 —.15(-.28)
MT Slope .018 .06 72 .07(.13)
MT Int. .28 .16 77 —.10(-.18)
Errors 2.30 2.78 .55 .07(.12)
SD of DT .18 .15 .64 17(.31)
TT 5.34 .29 .82 —.16(-.29)
SD of TT 1.01 .36 .69 —.10(-.18)

studies presented here and research done by others, there can be little ques-
tion about the relationship between DT and intelligence. The correlation is
about — .30 in the general population.

When the various measures obtained from the choice reaction time task are
combined to predict g (unrotated first principal component factor scores),
the multiple correlation, corrected for attenuation and unreliability, is .46.
This compares favorably with the .50 obtained by Jensen and Vernon (1986).
This consistency argues for similarity of the tasks.

Another finding consistent with my previous findings (but not Jensen’s) is
that slope measures for individual subjects do not correlate with measures of
intelligence. In all three studies reported here, the correlation of slope with
intelligence was nearly 0. Previous reports of slope relationships to intelli-
gence have been based on mean slope values for groups of different 1Q levels.
Correlating mean IQ with mean slope differences for groups of subjects
would produce larger correlations than those existing among individual sub-
jects in the population as a whole. The results obtained on a task similar to
Jensen’s do not support his conclusions concerning the slope-IQ correlation
of —.30in the general population, but do support his conclusions concerning
the relationship of IQ and other measures of choice reaction time.

A serious qualification is that the slope of DT has not yielded a highly relia-
ble measure even with the liberal split-half procedures used here. An exten-
sive effort was made to make the slope measure as reliable as possible but
with little success. Statistical corrections for unreliability were not applied,
because there is substantial doubt whether such corrections would reflect an-
ything even remotely attainable in practice. Even if the correlations obtained
are corrected for unreliability, they would still be small —all less than —.15.

From the results obtained here, it would appear that derived measures like
slope and intercept are much more difficult to make acceptably reliable than
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direct measures like latency or errors. But there would have to be much more
compelling reasons before beginning an effort to make them reliable. Evi-
dence so far obtained suggests that, even if perfect reliability were achieved, a
slope measure would provide very little important information about indi-
vidual differences.

If slope measures are unimportant, is there any useful purpose for a choice
reaction time task that varies the number of alternatives? Table 4 shows data
for each number of alternatives. Though mean DT and MT change systemat-
ically, correlations with IQ do not increase as set size increases. In fact, for
movement time the correlation with IQ would appear to decrease as set size
increases.

Reliability was computed by comparing the first 12 trials to the last 12
trials for each set size. Across blocks of increasing set sizes (which were ad-
ministered in ascending order), reliability generally increases for both DT
and MT. This suggests that subjects become more consistent with practice.
Because of this trend, it is possible to speculate that the DT X IQ correlation
may be produced by different processes in early and late set size blocks.
Trials with only one alternative administered first may correlate with IQ be-
cause subjects are learning about the task and the faster they learn about the
task the better their performance. On the other hand, in the last block of
trials in which there are eight alternatives, the DT correlation with IQ may re-
flect differential response to complexity.

It should be remembered that this study used a large number of subjects (N
= 860). Further, the procedures used have gone through an extensive devel-
opment process to ensure that the parameters obtained from the task are as
reliable as they could be made. If these factors are taken in conjunction with
the observation that the results of this study replicate the general findings of
the two previous studies, there would seem to be little doubt concerning the
relation of reaction time to 1Q.

TABLE 4
Decision Time and Movement Time for Each Choice Set Size
for 860 Air Force Enlistees (Time in Seconds, (Correlations)
Corrected for Restriction in Range)

Decision Time Movement Time
Set Size Mean Rel. r(IQ) Mean Rel. r(IQ)
1 .63 .59 -.29 .30 .70 —.18
2 .63 .77 -.22 .27 .66 —-.12
4 .69 .83 -.27 .30 71 -.15
6 72 .82 -.28 .33 .78 -.06
8 .74 .85 -.27 .35 .78 —.08
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General Conclusions

There are a number of conclusions that can be drawn about choice reaction
time as a measure of individual differences. First, there can be little doubt
that decision time is correlated — .30 with IQ. Whether this is regarded as a
small or large relationship is a subjective judgement. Further, there are many
potential explanations of this relationship.

A second conclusion to be drawn is that the slope of decision time appears
to have little relationship to individual differences in intelligence. Though
Hick’s law may (and does in the data presented) hold for group data, individ-
ual variations in slope do not account for intellectual differences. This con-
clusion can be tempered slightly by the fact that a highly reliable measure of
slope is difficult to obtain and was not obtained in the data reported here.

A third conclusion is that movement time has a variable but significant re-
lationship to intelligence. In some studies, the relationship was as high as the
relation of DT to IQ while in others it was substantially lower. The simple
model presented earlier does not explain why this should be so.

Generally, it would appear that a rather simple, direct picture of the rela-
tionship of intelligence to choice reaction time emerges from the research pre-
sented here. Making a case that decision time is a measure of mental speed,
and the single variable defining g, would not be difficult. That argument,
however, would not explain a number of the more complex relationships ob-
tained in these data and in other studies.

IS CHOICE REACTION TIME A SIMPLE TASK?

Those who argue that choice reaction time measures reflect mental speed
which is the single variable producing g make a major assumption. They as-
sume that, because choice reaction time appears to be a simple task, it actu-
ally is simple, and that the parameters obtained from it are pure measures of
unitary processes. Though Jensen and Vernon have not explicitly argued that
g is a unitary process, they have been definite in their assertion that choice re-
action time (which they call the Hick paradigm) is a very simple task:

This [the relationship between choice reaction time measures and g-loaded
tests] is of major theoretical interest, because the Hick paradigm involves no
knowledge content, no reasoning, no problem-solving, no “higher mental pro-
cesses,” in the generally accepted meaning of these terms, and it has about as lit-
tle resemblance to conventional unspeeded psychometric tests as one could pos-
sibly imagine. (Jensen & Vernon, 1986, p. 156)

Is this the case? I will argue that it almost certainly is not, that choice reac-
tion time is far more complicated than it appears on the surface.
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Processes That Should Be Investigated

In the course of conducting the research reported here, a number of things
that may be important to understanding the processes involved in choice re-
action time have suggested themselves. Some are supported by data either
from this research or the research of others, while others are based only on
observation and anecdote.

Understanding Instructions. Even slight differences in understanding
instructions could have substantial impact on the results. It is probably un-
reasonable to assume that subjects develop equivalent mental representa-
tions of the choice reaction time task even with fairly extensive instructions.

Even though subjects may fully understand how to perform the task after
instruction, they may come to very different conclusions about aspects of the
task not included in the instructions. For example, different subjects may se-
lect to hold their heads at different distances from the computer monitor
screen. This would affect the portion of the screen that falls on the fovea,
which would, in turn, affect perceptual sensitivity. Subjects also might inter-
pret the instructions to make their response as quickly as possible.

In the work with Air Force enlistees it was found that early blocks were less
reliable than later blocks (see Table 4). Since reliability was assessed by
comparing first to last half of each block, this result indicates that subjects
became more consistent in their performance over trials. Subjects might be
more variable on early trials because they are experimenting with various
ways of doing the task, including holding their heads at different distances
from the screen and trying different degrees of speededness. This experimen-
tation is almost required of subjects in experimental tasks they are given,
since instructions are generally brief and there is little effort to ensure that
subjects have equivalent instantiations of what is instructed.

Familiarity with equipment. A subject who has familiarity with a type-
writer keyboard might have an advantage over an inexperienced subject, if
responses are made on the keyboard. On the other hand, if responses can
only be made with the index finger and they use a small set of keys (as was the
case in my research), subjects with typing skills might experience interfer-
ence. At an even more basic level, subjects with little or no exposure to com-
puters might react quite differently to computer-administered tasks than sub-
jects who had some experience. This could be an obvious factor in cross-
cultural research, but could also affect the performance of retarded subjects
who have less computer experience.

Motivation. Little attention has been given to the effects of motivation
on individual differences in reaction time. While higher levels of motivation
would probably have little effect on the fastest reaction times they might well
influence variability. One easy way to increase motivation on the choice reac-
tion time task would be to provide subjects with feedback. As the task is cur-
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rently structured (and most other basic cognitive tasks for that matter), there
is no way for a subject to know if he or she is doing well or not. This certainly
must have some impact on performance.

Surprising as it may seem, subjects ordinarily report that they enjoy the
choice reaction time task so feedback may be unimportant for motivation.
As an experiment, I modified the reaction time task to provide scoreboard
feedback like that provided in many video games. Although this version of
the task has not been used extensively enough for conclusive evaluation, it
does seem to have a much more game-like quality which encourages more in-
tense attention to performance on each trial.

Sensory acuity. Sensory variables have been given little or no attention
as causative factors in individual differences in choice reaction time. How-
ever, it is well known that visual defects are more common among the men-
tally retarded. Certainly sensitivity to stimulus change depends in part on
sensory acuity. Sensory acuity also could have secondary effects on such pro-
cesses as search strategy, eye movements, and other perceptually related
parts of the task.

Speed-accuracy tradeoff. There is almost certainly a relationship be-
tween speed and accuracy in choice reaction time. In the data presented
above, errors showed a negative correlation with IQ. However, Brewer and
Smith (1984) have provided a more substantial demonstration. The task they
used was somewhat different in that several fingers were used to make a re-
sponse. Each subject completed literally thousands of trials on this task.
When an error occurred, performance before and after the error trial was sys-
tematic. Before an error, a subject would become progressively faster but
after an error was committed a dramatic slowing of responding would occur.
This slowing was much greater for lower IQ subjects.

This research suggests that subjects actively seek an optimum level of re-
sponding which maximizes speed and minimizes errors. It also explains why
mentally retarded subjects are more variable. Because they make larger cor-
rections in speed after an error but do respond as quickly as other subjects on
their fastest trial, they are more variable overall. Findings from this research
indicate that any model which fails to consider trial to trial changes in per-
formance in incomplete. Clearly, the model shown in Figure 1 cannot be a
complete description of performance on the task, because no memory for
past trials is included.

Attention. How long it takes a subject to notice stimulus onset is at least
partially a function of attentional mechanisms. By head movement, a subject
could select how much of the display is to be kept in foveal vision. Different
subjects might also select very different criteria for deciding when stimulus
onset has occurred. The degree or intensity of attention might have consider-
able effect on performance, although there is no way to judge this from cur-
rent data.

Memory factors. There are a number of ways that memory factors
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could affect performance on a choice reaction time task. Differences in mem-
ory for previous trials could affect the criterion subjects set, or how willing
they are to risk an error. Memory differences also could affect how well in-
structions are remembered, and the degree to which experiences on previ-
ously done similar tasks are used. In a task which employs responses not
made directly to the stimulus as on a computer key board, the subject must
remember the correct response while searching for the place to make that re-
sponse. This could produce memory problems for some subjects.

Search strategy. In a choice reaction time, the way in which alternatives
are searched for stimulus onset could have a significant impact on decision
time. Though some attention has been given to search strategies (e.g.,
Welford, 1980), there is still not adequate information concerning individual
differences. Mentally retarded subjects are generally poorer at search tasks
and at devising and using strategies. As common as such behaviors are
among low IQ subjects, it would seem highly unlikely that search strategy in
choice reaction time would not vary across IQ levels.

Response selection. An introspectively important component of choice
reaction time is response selection. Complicating the response component
can make choice reaction time a much more difficult task. A comparison of
Tables 2 and 3 show that, when the method of response changed from touch
screen to keyboard, it took twice as long not only to respond (MT) but also to
decide to respond (DT). Evidently, response complexity affects decision
processes.

Response execution and use of feedback. Most models of choice reac-
tion time suggest that, once a response is selected, the selected response is
simply executed. This sort of model would suggest that, if the response had to
be changed in the middle of execution, it would not be possible to do it. In or-
der to modify a response, some form of feedback (or parallel processing)
would be needed during response execution. The subject would have to be
continually verifying the validity of his response.

Such a feedback process must almost certainly occur. It seems highly un-
likely that, once a subject lifts his or her finger from the home key indicating
response selection, it would be impossible for him or her to change his or her
response. Rather, observation of subjects and introspection while doing the
task would seem to indicate that the response being executed is continually
being monitored for correctness.

That subjects monitor their responses is no small point. It means that
many of the processes that subjects use in initiating the response are used also
while making the response. This would make the response execution phase an
extremely complex one. It also would explain why movement time can be cor-
related with 1Q.

Additional evidence. Karrer (in press) has reported a series of ex-
tremely interesting studies of simple reaction time tasks with mentally re-
tarded and intellectually average subjects. What is particularly interesting
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about his research is that electrophysiological measures were combined with
behavioral measures to slice a reaction-time task into smaller components.
For example, finger muscle recording could be used to time response initia-
tion, and AEPs could be utilized to mark the onset of central processing. The
conclusions Karrer is able to come to, using this finer-grained measurement,
are surprising.

First, the major source of slowness in simple motor tasks like simple reac-
tion time is the process of response initiation or beginning a motor act. Sec-
ond, and perhaps even more significant, was the finding of “differences in
the patterning of neural activity across the brain regions in the retarded that
could be associated with differences in structures or in strategies of task per-
formance” (ms. p. 24). Third, it was possible to show that mentally retarded
were like intellectually normal peers on some task components, but differed
on others. These findings hardly support the conclusion that simple reaction
time is a simple task. Taken with the possibilities discussed in the previous
paragraphs, it would take tremendously strong evidence to convince me that
choice reaction time is as simple a task as it initially appears.

A Possible Model of Choice Reaction Time

It is clear that the simple model shown in Figure 1 lacks sufficient detail to
account for observed performance on the choice reaction time task. Al-
though it might not be possible or even useful to attempt to develop a model
complete enough to include all of the factors discussed above, it is possible to
specify the general form such a model might take. Two general types of
changes would have to be made to current models: existing processes would
have to be elaborated and new processes would have to be added.

The elaboration of processes might include the sorts of divisions Karrer
has developed using electrophysiological measures. There are also other pos-
sibilities, such as the use of eye movements to observe visual search strategy.
Refinement of process description will require refinement in measurement.

The processes to be added to current models include a motivational and
attentional component, a component representing the functional set of in-
structions, and a memorial representation of speed-accuracy tradeoff func-
tions and strategic knowledge, to name a few. Choice reaction time will not
be completely understood until these sorts of processes are understood. For
example, it would be difficult to interpret cross-cultural choice reaction time
research without a more adequate knowledge of these processes.

Relation of Model to 1Q

The complexities of understanding choice reaction time and its relationship
to intelligence are really no different than the problems in understanding any
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basic cognitive task. A reasonable model of the task must be developed.
Ways to measure the parameters of the model as reasonably independent of
other parameters as possible must be developed. The independent parame-
ters of the model can then be correlated with g to see which are most involved
in intellectual functioning. But perhaps most important of all, the parame-
ters found in any one basic cognitive task must be shown to be used in other
tasks or the particular parameter has no convergent validity and is of little
theoretical use.

If all of these steps are accomplished, the relationship between choice reac-
tion time parameters and intelligence would be clear. A list of the processes
employed in choice reaction time and the proportion of variance each con-
tributes to general intelligence could be specified. This, of course, assumes
that the preceding analysis is correct.

What if g is actually caused by a single variable? The problem is that this
will be very difficult to demonstrate, even in the unlikely case that it is true. In
fact, it is very much like attempting to prove the null hypothesis, with the ex-
ception that, if all other things are equal, parsimony prevails. But before par-
simony decides the issue, it would be necessary to provide a precise theory of
mental speed (or the single explanatory variable, whatever it is) which ac-
counts for all of the relationships between intelligence and choice reaction
time measures. No such model has yet been offered.

A Proposed Research Strategy

Research with the choice reaction time task can make a valuable contribu-
tion to our understanding of intelligence. However, it is unlikely to fulfill its
entire potential if it is investigated alone. Establishing convergent and dis-
criminant validity demands that findings from choice reaction time research
be reinforced by similar research with other basic tasks. Any systematic re-
search effort should, therefore, include at least two basic tasks.

The need for additional refinement of parameters will require the intro-
duction of increasingly sophisticated measurement methods. With comput-
ers it is now possible to simultaneously acquire behavioral, motor, eye move-
ment, and electrophysiological data. Obtaining such data would make it
possible to divide the choice reaction time task into much smaller stages.

Just refining measurement will not produce insight. Refinement in meas-
urement must be driven by more sophisticated theory. With few exceptions,
individual difference researchers have made all too little use of mathematical
modeling and simulation techniques to develop plausible models of intelli-
gence and basic cognitive tasks which could explain the relationship between
the two. There needs to be much greater effort to develop mathematically ex-
plicit models.

Finally, research on individual differences has been plagued by small
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sample sizes and by samples drawn from poorly specified populations. It is
difficult to come to any firm conclusions with a small number of subjects.
Though large sample sizes are expensive and difficult to obtain, they are ex-
tremely important for good individual differences research.

What is required, then, is a research program which uses multiple basic
tasks, employs extremely sophisticated measurement techniques to collect
data for each task, begins from a precise model of performance on each task,
makes predictions supported by simulation, and uses ample sample sizes in
the experimental confirmation of predictions. When such a research pro-
gram is launched, we will be well on our way to understanding the important
relationship between choice reaction time measures and intelligence.
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CHAPTER 6

A Context for Understanding
Information Processing
Studies of Human Abilities

John Horn
University of Southern California

DIFFICULTIES IN DISTINGUISHING HUMAN ABILITIES

Much is known about human abilities, but much more is not known. That
which is known appears under many headings in the scientific literature. It is
difficult to summarize it in an organized system. The information can be or-
ganized in different ways.

One way to organize the information is in terms of the magnitudes of
intercorrelations among different ability measures (Cf. Cronbach, 1970;
Horn, 1968, 1972, 1986b). Seen in this way, abilities range from very broad to
very narrow. A broad ability is one for which the average of the intercor-
relations among different measures of the ability is small, although signifi-
cantly different from zero. A narrow ability is one for which the average of
the intercorrelations among different measures of the ability is large, al-
though somewhat smaller than the reliabilities of the measures.

A fairly narrow ability is indicated by the following measures:

e Visual Matching . . . Under constraints to respond quickly, the subject

must find 1-to-5-digit numbers that are the same among a list of six such
numbers.
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* Spatial Relations . . . Under constraints to respond quickly, the subject
must determine which two or three shapes among six choices (in a two-
dimensional plane) fit together to form a displayed whole.

® Visual Scanning . . . Working as quickly as possible over a short period
of time (e.g., 2-minute trials), find as many letter ds as possible on a
sheet of paper filled with the letters of the alphabet.

This ability is often referred to as (visual) Perceptual Speed (P), and
thereby identified with a primary ability—i.e., factor among what has be-
come known as the 24 well-replicated common factors of cognitive perform-
ances (Ekstrom, French, & Harmon, 1979). The intercorrelations among dif-
ferent measures of Perceptual Speed are typically in the .65 to .75 range when
the reliabilities of the measures are of the order of .75 to .85.

What a test measures depends in part on the way it is administered. This
can be seen in the Spatial Relations test of the P factor. If this test is given
with liberal time limits (without constraints to work quickly) and the items
are of sufficient difficulty, it measures a Visualization, Vz, primary ability,
rather than P (Ekstrom, French, & Harman, 1979). The same test given un-
der different conditions measures a different ability.

At the other end of a continuum from narrow are broad measures of gen-
eral intelligence, often symbolized as IQ or g or G. The breadth of a measure
of IQ varies greatly from one study to another, reflecting the fact that differ-
ent batteries of tests involve more and fewer tests of different abilities (Horn
& Goldsmith, 1981). IQ tests can be narrow, but, often, researchers, counsel-
lors, and people in general suppose that general intelligence is broad —a di-
verse collection of abilities. Let us consider some examples of broad mea-
sures of g (i.e., 1Q).

1Q might be measured by summing the 12 Cognitive Ability subtest scores
of the Woodcock-Johnson Psycho-Educational Battery (WOJ; Woodcock &
Johnson, 1977), or the 10 Mental Processing subtests of the K-ABC (Kauf-
man & Kaufman, 1983a,b), or the 17 subtest scores of the McCarthy Scales
of Children’s Abilities (McCarthy, 1972). The following labels indicate the
breadth of IQ measures formed in these ways.

Subtests of the WOJ

Cognitive Abilities (CA) Test of Achievements (TOA)
CA Picture Vocabulary TOA  Humanities

CA Antonyms-Synonyms TOA  Social Studies

CA Quantitative Concepts TOA  Science

CA Verbal Analogies TOA  Applied Problems
CA Analysis-Synthesis TOA  Calculations

CA Concept Formation TOA  Letter-Word

CA Visual Auditory TOA  Dictation

CA Memory for Sentences TOA  Proofing
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~ Subtests of the WOJ (continued)

CA Spatial Relations TOA  Passage Comprehension
CA Visual Matching

CA Blending

CA Numbers Reversed

Subtests of the K-ABC
Mental Processing Subtests (MPS) Tests Of Achievements (TOA)
MPS  Matrix Analogies TOA  Riddles
MPS  Spatial Memory TOA  Reading Decoding
MPS  Photo Series TOA  Reading Understanding
MPS  Gestalt Closure TOA  Expressive Vocabulary
MPS  Number Recall TOA  Faces and Places
MPS  Triangles TOA  Arithmetic

MPS Magic Window
MPS  Face Recognition
MPS  Hand Movements
MPS  Word Order

Subtests of the McCarthy

Block Building Imitative Action
Conceptual Grouping Verbal Memory
Number Questions Draw-a-Design
Opposite Analogies Picture Memory
Counting & Sorting Numerical Memory
Word Knowledge Verbal Fluency
Puzzle Solving Draw-a-Child

Leg Coordination Tapping Sequences

Arm Coordination

A measure formed by combining the CA subtests of the WOJ is narrower
than a measure obtained by summing both the CA and TOA of this test. Both
the narrower and the broader measure are referred to as IQ or g. A very
broad measure might be obtained by summing all the subtest scores of both
the WOJ and the K-ABC or the K-ABC and the McCarthy or a combination
of the subtests of all three of these tests. Even broader measures of g can be
envisioned (Humphreys, 1979, Jensen, 1984).

While measures of g are usually broad indeed, measures of what is called g
can be narrow, too. The measure obtained with the matrices test is narrow,
for example. The best known example of such a measure is obtained with the
Raven Progressive Matrices (Raven, 1977). This narrow measure is regarded
by some psychologists as a quite good indicator of g (Jensen, 1973).

We see, then, that the breadth of measure of a cognitive ability is a func-
tion of the extent to which different kinds of component abilities — different
subtest measures —are included in the measure. As diversity increases, the av-
erage of the intercorrelations among components of the measure decreases.
Typically, the intercorrelations among different components of a multi-
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subtest measure of IQ are about .45, but, if measures of artistic abilities, mu-
sical abilities, or athletic abilities are among the components, the average of
the correlations (still almost always positive) can drop below .20, perhaps to
.15, depending on the number of measures of each kind of ability, the hetero-
geneity of the battery, the evenness of the distribution across different kinds
of abilities, and other factors (e.g., the reliabilities, the age of the subjects).

We see, then, that human abilities can be defined partly in terms of breadth
(broad-to-narrow) and partly in terms of conditions of administration (high-
to-low constraints to work quickly). Many other such parameters of descrip-
tion have been used. Guilford (1967) has attempted to develop a taxonomy by
exhaustively identifying such parameters. The following labels indicate the
major categories of Guilford’s system:

Contents: Products:

F  Figural U Units

S Symbolic C  Classes

M  Semantic R Relations

B  Behavioral S  Systems
T  Transformations
1 Implications

Operations:

E  Evaluation

N  Convergent Production

D  Divergent Production

M  Memory

C  Cognition

In Guilford’s system, an ability test is defined by a particular combination of
one operation, one content and one product. For example, a multiple choice
vocabulary test is described as “Cognition of Semantic Units, CMU.” “Cog-
nition is [defined as] awareness, immediate discovery or rediscovery, or rec-
ognition of information in various forms. Units are relatively segregated or
circumscribed items of information having ‘thing’ character. . . . Semantic
information is the form of meanings to which words commonly become at-
tached . . . although we must recognize [also] that much semantic informa-
tion is nonverbalized” (Guilford, 1967, pp. 71, 227).

There are 4 X 5 X 6 = 120 different three-way combinations of four con-
tents, five operations and six products. This is the number of tests one might
construct on the basis of Guilford’s system. Does this correspond to the num-
ber of distinct abilities humans possess?

There are two answers to this question. First, 120 is probably an under-
estimate of the number of separable human intellectual abilities; second, it is
doubtful that the 120 abilities of the Guilford system are reliably and validly
distinct. Let us examine the basis for this last statement.

The Guilford system derives partly from logic, and partly from the evi-
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dence of empirical research. The main research support for the system is indi-
cated in the Ekstrom et al. (1979) integration of results from first-order fac-
tor analytic studies. That integration of results indicates 24 well-replicated
ability factors, and some 13 factors for which there is some, but not well rep-
licated, evidence. Brief descriptions of these abilities are provided in Table 1.

It can be seen in the table that roughly 25-30 of the three-way combina-
tions of Guilford’s system are associated with abilities for which there is em-
pirical evidence from factor analytic studies. This concordance comes about
partly because Guilford based his system, post hoc, on these factor analytic
findings. The theory of the system is not supported by these findings: it is an
outgrowth of them.

Unfortunately, the studies (by Guilford and his coworkers) designed to
add to this evidence have been hampered by lack of objectivity (Carroll,
1972; Horn, 1967; Horn & Knapp, 1973, 1974; Humphreys, 1962; Undheim
& Horn, 1977). The results from this work indicate that there is not a good
basis for retaining many of the major hypotheses of Guilford’s system. Some
of the three-way combinations of the Guilford system represent empirically
based distinctions between established primary mental abilities, but many of
the combinations are only logical indications of ways to construct tests, not
indications of distinct human abilities. They do not indicate distinctly differ-
ent processes of thinking such as are linked together when a person solves a
problem. As Humphreys (1962, p. 476) pointed out, the facets of the
Guilford system “are not psychological as defined. They should be useful to
the test constructor, [but] they do not need to make a behavioral difference.”

The difficulties with the Guilford structure of intellect system obtain as
well for other efforts to provide an empirically sound basis for distinguishing
among different human abilities. There is no thoroughly acceptable system.
Distinctions drawn on the basis of different contents or operations or prod-
ucts can be useful, but they are not sharp (Horn, 1972).

Consider the problem of making sharp distinctions. Look at a test de-
signed to measure Spatial Orientation, S, as an example. This represents
an hypothesis that humans differ in a cognitive process of perceiving (com-
prehending, seeing) differences among similar spatial objects. In a test to
measure this ability, one must explain to people what they are to do, and indi-
viduals differ in abilities of understanding explanations. A test to measure
the S ability thus involves, to some extent, a measure of Verbal Comprehen-
sion, V. This is true, not only because V facilitates understanding the instruc-
tions one must understand in order to do well on spatial tasks, but also be-
cause performance on spatial tasks can be (in some people) facilitated by
verbalizing and using the ability of V. It is true, also, because both S and V
can spring from the same determiners (genetic and/or environmental). There
are many reasons why measures of S and V cannot be entirely independent.

Different levels of breadth of abilities also are not sharply distinguished. A



206 HORN

TABLE 1
FIRST-ORDER (PRIMARY) MENTAL ABILITIES
After Ekstrom, French, and Harman (1979)

SHORT-TERM APPREHENSION AND Guilford  French Well

RETRIEVAL ABILITIES Symbol  Symbol  Replicated

Associative Memory. When presented with one element MSR Ma Yes
of previously associated but otherwise unrelated
elements, recall associated element.

Span Memory. Immediately recall a set of elements after MSU Ms Yes
one presentation.

Meaningful Memory. Immediately recall a set of items MSR Mm ?
that are meaningfully related.

Chunking Memory. Immediately recall elements by MMC No
categories into which elements were classified.

Memory for Order. Immediately recall the position of MSS No
an element within a set of elements.

LONG-TERM STORAGE AND RETRIEVAL ABILITIES.

Associational Fluency. Produce words similar in DMR Fa Yes
meaning to a given word.

Expressional Fluency. Produce different ways of saying DSS Fe Yes
much the same thing.

Ideational Fluency. Produce ideas about a stated DMU Fi Yes
condition or object—e.g., a lady holding a baby.

Word Fluency. Produce words meeting particular DMR Fw Yes
structural requirements—e.g., ending with a
particular suffix.

Originality. Produce “clever” expressions or DMT o Yes
interpretations —e.g., titles for a story plot.

Spontaneous Flexibility. Produce diverse functions and DMC Xs Yes
classifications —e.g., uses for a pencil.

Delayed Retrieval. Recall material learned hours No
before.

VISUALIZATION AND SPATIAL ORIENTATION ABILITIES.

Visualization. Mentally manipulate forms to “see” how CFT Vz Yes
they would look under altered conditions.

Spatial Orientation. Visually imagine parts out of place CFS S Yes
and put them in place—e.g., solve jigsaw
puzzles.

Speed of Closure. Identify Gestalt when parts of whole CFU Cs Yes
are missing.

Flexibility of Closure. Find a particular figure NFT Cs Yes
embedded within distracting figures.

Spatial Planning. Survey a spatial field and find a path CFI Ss Yes
through the field —e.g., pencil mazes.

Figural Adaptive Flexibility. Try out possible DFT Xa Yes

arrangements of elements of visual pattern to
find one arrangement that satisfies several
conditions.
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TABLE 1 (Continued)

VISUALIZATION AND SPATIAL
ORIENTATION ABILITIES

Guilford  French

Symbol

Symbol

Well
Replicated?

Length Estimation. Estimate lengths or distances
between points.

Figural Fluency. Produce different figures using the
lines of a stimulus figure.

Seeing Illusions. Report illusions of such tests as Muller-
Lyer, Sanders, and Poggenforff.

ABILITIES OF LISTENING AND HEARING.

Listening Verbal Comprehension, Va. Show
understanding of oral communications.

Temporal Tracking, Tc. Demonstrate understanding of
sequence of auditory information —e.g., reorder
a set of tones.

Auditory Relations, AcoR. Show understanding of
relations among tones —e.g., identify separate
notes of chord.

Discriminate Patterns of Sounds, DASP. Show
awareness of differences in different
arrangements of tones.

Judging Rhythms, MaJR. Identify and continue a beat.

Auditory Span Memory, Ma. Immediately recall a set of
notes played once.

Perception of Distorted Speech, SPUD. Demonstrate
comprehension of language that has been
distorted in several ways.

ACCULTURATIONAL KNOWLEDGE ABILITIES.

Verbal Comprehension. Demonstrate understanding of
words, sentences and paragraphs.

Sensitivity to Problems. Suggest ways to deal with
problems—e.g., improvements for a toaster.

Applying Conventional Logic. Given stated premises
draw logically permissible conclusions even
when these are nonsensical.

Number Facility. Do basic operations of arithmetic
quickly and accurately.

Verbal Closure. Show comprehension of words and
sentences when parts are omitted.

Estimation. Use incomplete information to estimate
what is required for problem solution.

Behavioral Relations. Judge interaction between people
to estimate how one feels about a situation.

Semantic Relations: Esoteric Concepts. Demonstrate
awareness of analogic relationships among
abstruse bits of information.

Mechanical Knowledge. Information about industrial
arts —mechanics, electricity, etc..

DFI

DFS

CMU

EMI

EMR

NSI

CMI

CBI

CMR
IMR

Le

Sep

Rs

Mk

Yes

No

Yes
Yes

Yes

Yes

No

?

(Continued)
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TABLE 1 (Continued)

ACCULTURATIONAL Guilford  French Well

KNOWLEDGE ABILITIES Symbol  Symbol  Replicated?

General Information. Knowledge about letters, arts and Vi Yes
sciences.

General Information: Science, Humanities, Social Vi

Sciences, Business.

ABILITIES OF REASONING UNDER NOVEL CONDITIONS.

Induction. Discover a principle of relationships among NSR 1 Yes
elements.

General Reasoning. Find solutions for problems having CMS R Yes
an algebraic quality.

Figural Relations. Demonstrate awareness of CFR ?
relationships among figures.

Semantic Relations: Common Concepts. Demonstrate CMR No
awareness of relationships among common IMR
pieces of information.

Symbolic Classifications. Show which symbol does not CsC No
belong in a class of several symbols.

Concept Formation. Given several examples of a CFC No

concept, identify new instances.
SPEED OF THINKING ABILITIES.

Perceptual Speed. Under highly speeded conditions, ESU P Yes
distinguish similar visual patterns and find
instances of a particular pattern.

Correct Decision Speed, CDS. Speed of finding correct No
answers to intellectual problems of intermediate
difficulty.

Writing and Printing Speed. As quickly as possible, No

copy printed or cursive letters or words.

test designed to measure a narrow ability of Span Memory (Ms), for example,
involves broader abilities such as short-term Acquisition and Retrieval
(SAR). This is true because memory for elements (in Ms) can be facilitated or
inhibited by memory for components of which the elements are a part (as
measured in SAR), and because other influences, such as those associated
with recency or primacy, operate at both levels.

In sum, then, a test designed to measure at one level of breadth always
measures, to some extent, narrower and broader abilities, and a test designed
to measure one kind of capacity —a cognitive operation, say —always mea-
sures, to some extent, other capacities. Abilities are not different in the same
sense that marbles and apples are different. The distinctions among abilities
are as shades of gray.
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INFORMATION PROCESSING IN HUMAN ABILITIES

What has just been said about difficulties in distinguishing different
capacities applies as well to distinguishing between different intellectual pro-
cesses. It is difficult to separate different features of apprehending the infor-
mation of problems, and different features of converting information into
what might constitute solutions to problems. But a description of such fea-
tures, however difficult it may be to define them, has come to be known as a
description of information processing.

Thus, studies of information processing focus on what a person does in
solving a particular kind of problem, usually a problem of apprehension and
short-term retention. A way of demonstrating what a person does is referred
to as a paradigm. A paradigm is much the same as a test, but often in infor-
mation processing studies a paradigm is not used to measure individual dif-
ferences, whereas the word “test” usually refers to operations for measuring
such differences. A paradigm thus may indicate only how people on the aver-
age perform on different aspects of a problem, but the history of study of hu-
man abilities is rich in conversions of paradigms into tests to measure individ-
ual differences. This is certainly true of the most recent period of study of
abilities (as illustrated in this volume).

To illustrate the concept of information processing paradigms, consider a
well known paradigm developed by S. Sternberg (1975). There are many ver-
sions of this paradigm. In one version, subjects are shown sets of from 3 to 8
different letters and then asked to judge whether or not a particular letter was
among the set of letters to which they had been exposed. Reaction times to
make correct judgements are recorded, and plotted along the ordinate rela-
tive to the number of letters in the exposure set. A bivariate plot of such data
has the following form:

Reaction
Time 1100
Msec

1000

7 =
. 3 Y = 70X + 570

800

700

3 4 S & 7 8

Number of Letters in Exposure Set
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An equation for a straight line is fitted to this scatter-plot. The slope for this
equation is interpreted as indicating a process of scanning immediate mem-
ory to ascertain whether or not the presented letter is among the letters stored
in that memory. The intercept is interpreted as indicating a melange of pro-
cesses such as are required to get oriented toward the stimuli and generate a
response (after one has scanned to determine if an element is present). For the
results illustrated in the figure, the slope is 70 msec. This indicates that, on the
average over several people, it takes about 70 msec to scan from one letter to
another in order to find whether or not a previously presented letter (now in
immediate awareness) is in the presented set. This slope remains the same as
the number of elements is increased, as does the time to activate the collection
of processes represented by the intercept (about 560 msec).

The results illustrated in the figure thus indicate that, for any person, the
time to locate a particular element in memory is a direct function of the num-
ber of elements in a memory set that contains the element. But individuals
can differ notably in the amount of time it takes to scan from one element to
another (the slope), or in the time required for the processes represented by
the intercept of an equation fitted to their trials on the S. Sternberg para-
digm. Recent work using such paradigms has been aimed at describing such
individual differences and showing how they relate to test measures that have
been around for some time (e.g., Cooper, 1976; Egan, 1979; Chase, 1973;
Horn, 1978; Hunt, 1983; Pellegrino, 1983, and this volume). Such ap-
proaches have been used with tests of several different contents — spatial, se-
mantic, mathematical (Carpenter & Just, 1986; Poltrock & Brown, 1984;
Hayes, 1973; Horn, Donaldson, & Engstrom, 1981; Hunt, Lunneborg, &
Lewis, 1975; Mulholland, Pellegrino, & Glaser, 1980; Pellegrino & Kail,
1982; R. J. Sternberg, 1977) — and with the aim of describing abilities such as
g and Verbal Comprehension. For the most part, these studies can be viewed
as efforts to describe relatively broad abilities in terms of narrower abilities.
The narrower abilities are then often called “components,” in which case the
approach may be referred to as componential (R. J. Sternberg, 1977).

Very commonly, the narrow abilities of information processing or
componential studies are measured in terms of reaction times (RT) to make a
decision that can be judged to be correct. Our example of the S. Sternberg
paradigm illustrates this. RT measures should be carefully distinguished
from other measures that can be obtained from a paradigm or test. A well-
known paradigm of Shepard & Metzler (1971) can be used to illustrate dis-
tinctions between RT measures and other measures of abilities.

The Shepard-Metzler spatial rotation paradigm requires a subject to judge
whether or not one of two figures is a rotation of the other. Different
amounts of rotation, Rj, are represented inj = 1, 2, . . ., n different sets of
figures. A subject’s reaction times (Tj) to make correct judgments (of
whether or not one figure is a rotation of the other) are plotted along the axis



INFORMATION PROCESSING STUDIES OF HUMAN ABILITIES 211

of ordinates in a bivariate Cartesian system, and the Rj degrees of rotation of
different figures are plotted along the axis of abscissas. A good-fit straight
line of the form Tj = mRj + k is fitted to the plotted points to represent the
relation between RT and amount of rotation. As in the S. Sternberg para-
digm, the slope of this line is interpreted as indicating a cognitive process, in
this case a process of visual scanning, and the intercept is interpreted as indi-
cating a mixture of processes such as those of coordinating muscles in press-
ing a lever (to respond), focusing on the figures, encoding the figures into im-
mediate awareness, etc.

A test designed to measure the Spatial Orientation primary ability, S, can
be comprised of the items of the Shepard-Metzler paradigm (French, 1951),
but the scoring of the items is not for reaction time but for accuracy —i.e.,
whether or not one figure is correctly judged to be a particular rotation (e.g.,
a flip-flop) of the other. The scoring difference between RT & accuracy is fre-
quently the defining characteristic for distinguishing a study said to represent
cognitive processing and other kinds of studies of abilities: the tasks of two
studies can be very similar, but, in the study said to represent processing, RT
measures are obtained, while, in the other study, the basic measures are for
accuracy.

This is not always the case, however. What is called cognitive processing
may involve accuracy measures for simple or very homogeneous tasks or
features of tasks. Often in studies of this kind, the simple tasks are used to
help describe the variance in accuracy scores for complex tasks. Measures de-
rived from serial recall tasks illustrate this approach to defining cognitive
processes.

In a serial recall task the subject is presented with a series of elements — say,
words —in a particular order and, after a lapse of time (usually very short),
asked to recall the elements in the order in which they were presented. If sev-
eral sets of elements are presented (or the same set is presented over several
trials) and the scorer accumulates (over presentations) the elements correctly
recalled and their serial positions, typically a curve such as the following is in-
dicated. This figure illustrates what are called primacy and recency processes
(Glanzer & Cunitz, 1966; Murdock, 1960). Primacy is indicated by the find-
ing that an element presented early in a series is more likely to be recalled than
an element presented in the middle of the series; recency is indicated by the
finding that an element presented near the end of a (fairly long) series is more
likely to be recalled than an element presented either early or in the middle of
the series.

In one kind of cognitive process study using these measures (Horn et al.,
1981), primacy and recency measures of individual differences were obtained
as accuracy scores for the elements early-presented and late-presented. These
measures were then used in multiple, part, and partial correlational analyses
to demonstrate the extent to which elementary processes could account for
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the variance in accuracy measures of the kind that have been said to indicate
g. In this work recency was said to indicate a process of holding elements of
information in immediate awareness, as required in comparing elements in a
reasoning task; primacy was said to indicate nascent comprehension of the
kind that is needed for encoding information. Both of these processes were
found to account for some (by no means all) of the variance in a broad g-like
measure labeled Gf. Perhaps more important, the processes were implicated
in adulthood age differences in Gf (Horn et al., 1981). These findings will be
discussed in a later section of this chapter.

There is considerable evidence to suggest that the component abilities indi-
cated by reaction time measures are different from the component abilities
indicated by accuracy scores. Egan (1979), for example, looked carefully at
speed and accuracy processes of thinking, using the Shepard-Metzler task
and a clock-position test developed by Guilford (1967). He found that the
speed of rotation (slope) measures correlated near zero with number-correct
(i.e., accuracy) scores on the Shepard-Metzler and Guilford tests. The slope
measures also correlated near zero with measures of pilot-training perform-
ances that were expected to indicate spatial abilities. These findings are con-
sistent with the overall pattern of findings for many measures in other studies
(Horn, 1978; Horn et al., 1981).

It is difficult to obtain reliable measures of slopes and intercepts for indi-
vidual subjects. It is possible that Egan’s resuits mainly reflect this problem.
If slope measures do not have substantial reliability — above .7 —they cannot
correlate substantially with another variable, and small correlations can not
be seen to be significant in “smallish” samples (e.g., Ns less than 100). Prob-
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lems of obtaining adequate reliabilities for slope and intercept measures have
been important in many studies of information processing (e.g., Carpenter &
Just, 1978; Horn et al., 1981; Hunt, et al., 1975; R. J. Sternberg, 1977).

Virtually an entire new field of cognitive processing studies has been
opened by advances in microcomputer technology. RT measures are easily
obtained with this technology, but so are other measures. We have only just
begun to look through the window into human thinking that has been opened
by measurements derived from microcomputer presentations. This volume
attests to the promise of quite interesting findings yet to come.

The remainder of this chapter is devoted to sketching an indication of
broad abilities that need to be understood in terms of detailed analyses of the
kind that now can be undertaken in cognitive processing studies.

A HIERARCHY OF HUMAN ABILITIES

The system I will describe is empirically based. There have been hundreds of
studies of the intercorrelations and linear structures (e.g., common-factor,
simple structure) for human abilities. This work has been collated and sum-
marized (by, for example, Cattell, 1971; Ekstrom et al., 1979; French, 1951;
French, Ekstrom, & Price, 1963; Guilford, 1967; Guilford & Hoepfner,
1971; Hakstian & Cattell, 1974, 1978; Horn, 1968, 1972, 1982a, b, 1985,
19864, b, c; Horn & Donaldson, 1980; Pawlik, 1966, 1978). The results have
led to an understanding (with provisos, Carroll & Horn, 1981) of different
kinds and different levels of narrowness of human abilities. I will outline this
understanding in the sections that follow.

In describing levels of narrowness of abilities, it is useful to move from the
general to the specific. It would be reasonable, also, to do it the other way,
and go from the narrow to the broad. But it seems that often, at least, adults
prefer to think in terms of broad concepts for which there can be particular
instances. Also, broad concepts of general intelligence (and there are several,
Horn, 1986a) have been in vogue for roughly 80 years, in consequence of
which many people readily assume that it is most useful to think in terms of
such an ability before (if ever) thinking in terms of narrower abilities.

To make the presentation fairly concrete, I will use the subtests of a
popular test—the WOJ —to illustrate the kinds of component abilities that
are parts of major abilities. Many of the WOJ subtests represent primary
abilities indicated by replicated research, as summarized by Ekstrom et al.
(1979). This relationship is suggested in Table 2. We shall see that some of the
major abilities indicated by existing research are not well represented in the
WOJ. In describing those abilities, I will refer to subtests of other popular
tests, such as the K-ABC and McCarthy.
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TABLE 2
WOODCOCK-JOHNSON TESTS CLASSIFIED IN TERMS OF
The Primary Ability Best Measured With a Test

Test CAor Second
No. TOA Subtest Name Symbol Primary Ability Name Order
1 CA Picture Vocabulary v Verbal Comprehension .Gce
8 CA Antonyms-Synonyms EMR Evaluation of Semantic Gc
Relations
22 TOA Humanities Vi General Information Gce
21 TOA Social Studies Vi General Information Ge
20 TOA Science Vi General Information Gce
15 TOA Passage Comprehension MMC Chunking Memory Ge
17 TOA Applied Problems Sep Sensitivity to Problems Gq
6 CA Quantitative Concepts R General Reasoning Gq
16 TOA  Calculations N Number Facility Gq
12 CA Verbal Analogies CMR Cognition of Semantic Gf
Relations
9 CA Analysis-Synthesis CFR Cognition of Figural Gf
Relations
11 CA Concept Formation CFC Concept Formation Gf
4 CA Visual Auditory Learning ACoR Auditory Relations Gf,Ga
13 TOA Letter-Word CMR Semantic Relations \
Identification
18 TOA Dictation DASP Discriminate Patterns of Vf,Ga
Sounds
19 TOA  Proofing EMU Evaluation of Semantic A%
Units
14 Word Attack Tc Temporal Tracking V§,Ga
5 CA Blending SPUD Distorted Speech Ga
Comprehension
3 CA Memory for Sentences Mm Meaningful Memory SAR
10 CA Numbers Reversed Ms Span Memory SAR
2 CA Spatial Relations vz Visualization Gv
7 CA Visual Matching P Perceptual Speed Gs
Very Broad Abilities

The ability that might be measured by a linear combination of all the mea-
sures of the WOJ or K-ABC — those listed as cognitive or process abilities, as
well as those referred to as measures of achievement —is broader than most
measures of IQ or g. Call this measure G1. A somewhat less broad G2 meas-
ure could be obtained by summing over the 12 measures of cognitive abilities
in the WOJ, or the 10 measures of processes in the K-ABC. These G2 mea-
sures are comparable in breadth to a total-score G2 measure obtained as the
sum of the subtest scores of the cognitive subtests of the McCarthy (1972)
test. Each of these G2 measures has a somewhat different mixture of compo-
nent abilities, but they are comparable in terms of breadth. A G3 measure
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might be a linear combination of the measures (sum of subtest scores) ob-
tained with the tests of achievement in the WOJ or K-ABC. These measures,
too, would be comprised of somewhat different component abilities, and
both would be narrower than the G2 measures, but they would be compar-
able in terms of breadth.

The G3 measure would be roughly as broad as the total IQ measure of the
Wechsler tests (Matarazzo, 1972; Wechsler, 1981), although the primary fac-
tor compositions of the indicated G3 measures are different from the primary
factor composition of Wechsler IQ measures. The G2 and G3 measures
would in each case be broader than the measure obtained as Stanford-Binet
IQ, although this conclusion must be guarded because the Stanford-Binet
provides a broader measure at young ages than at older ages (see Horn, 1972,
1976, 1977 for review of some of the relevant evidence).

In a test intended for applied work, it might be wise to provide the user
with a basis for using a broad-to-narrow hierarchy of ability measures. Such
a hierarchy would permit flexibility in use. A broad-to-narrow hierarchical
system permits one to skirt issues that seem to divide investigators such as
Horn (1985, 1986a), on the one side, and Jensen (1984, 1985) and Eysenck
(1985), on the other, while at the same time retaining the major concepts of
these different investigators. Features of a potentially useful hierarchy will be
illustrated in subsequent sections.

Second-Order Abilities

For several reasons of theory and practice, it is useful to step down in a hier-
archy of breadth from very broad measures referred to as 1Q (or the like) to
measures that are less broad. This helps indicate lawful relations that are
clouded if only a concept of general intelligence is used (Horn, 1986a); it
helps mitigate confusion generated by the fact that IQ has been so variably
defined.

One of the major problems with the literature pertaining to IQ is that dif-
ferent measures of what is said to be the same attribute involve different col-
lections of basic abilities having different construct validities (Cronbach,
1971; Horn, 1972, 1976, 1986a, b; Horn & Goldsmith, 1981). This condition
leads to unproductive arguments about whether or not a test “really measures
&” (arguments seen in the Harnad, 1985, collection of essays pertaining to a
piece by Jensen). The arguments are unproductive for reasons adumbrated
previously: the melange of abilities an IQ test measures is an arbitrary func-
tion of the nature and breadth of the subtests used in the total measure. Al-
though Jensen (1984) contends that the broad measure obtained with the
K-ABC tests is not a good measure of IQ, in fact his argument boils down to
an opinion that short-term memory and visualization abilities (called by
other names in Kaufman & Kaufman, 1983) do not best exemplify his ideas
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about what should be measured in an IQ test. (As pointed out by Horn &
Goldsmith, 1981, these ideas change from one to another of Jensen’s writ-
ings). Kaufman and Kaufman, on the other hand, argue that the abilities they
measure are the sine qua non of what should be measured in an IQ test. What
we presently know about human abilities does not consistently support or re-
fute either party in this kind of controversy. Different mixture-measures are
useful for different purposes.

What the extant evidence does indicate is that abilities less broad than g in-
dicate important lawful relations that are not well represented in theories of
general intelligence. The interrelationships among diverse samples of ability
measurements are not explained by g; distinctly different abilities are re-
quired to explain these relationships. More important, these distinctly differ-
ent abilities have different lawful relationships with variables that indicate
the development and function of cognitive capacities. These broad abilities,
and the measures of the WOJ that fit within a system of these abilities, will be
described next.

Acculturation knowledge or crystallized intelligence, Gc.  The tests of
the WOJ capture the breadth of this ability better than any published test of
which I am aware. The tests that measure Gc are found both among the cog-
nitive abilities (CA) and tests of achievement (TOA) of the WOJ. Listed in
order of strength o