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For Norman Frederiksen 



PREFACE 

In Decembe,r, 1984 a NATO-sponsored Advanced Study Institute 
entitled "Human Asessment:Cognition and Motivation" took place in 
Athens. It succeeded in attracting a great many of the most eminent 
scholars and researchers in this area, both as lecturers and 
participants. The contributors to this book are mostly members of 
staff who taught at the Institute. The chapters they have written 
are designed to provide an introduction to the principal issues 
that arise in the study of the assessment of intelligence and 
cognition. Since most of the protagonists are represented in this 
book the student is provided with an excellent overview. 

Many different people are responsible for preparation of a book 
such as this. We would like to express particular thanks to 
Siobhan Breslin and Julie Coleman, who typed the text despite an 
unfriendly and unreliable word-processing system. Thanks are also 
due to Steve Gill who helped with the preparation of the figures. 
Finally, as a mark of respect for his achievements and leadership 
in the field of mental measurement, we dedicate this volume to 
Norman Frederiksen. 
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Sidney H. Irvine 
Stephen E. Newstead 
Plymouth, September 1985. 
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CHAPTER 1 

FUNCTIONS AND CONSTANTS IN MENTAL MEASUREMENT: 

A TAXONOlUC APPROACH 

S.H. IRVINE 

Plymouth Polytechnic, U.K. 

INTRODUCTION 

Psychologists in the field of individual differences seldom agree 
on precisely what abilities they can measure, or indeed how to 
measure those aQilities that they give accepted names to. The 
best example of this is "intelligence", because there have been 
many theories of intelligence, as Figure 1 shows. This climate of 
uncertainty has become a constant in mental measurement because 
the theories and practices behind the assessment of human skills, 
achievements, aptitudes and capacities, are imperfect. If they 
had been perfect, debate since Spearman published his great work 
"The Abilities of Man" in 1926 would not be focussed on what 
abilities can be measured, by what methods, and in what contexts. 
These preoccupations still exercise us sixty years on, in this 
book as in others before it. 

The ma terial in this collection constructs a modern frame of 
reference for ability measurement. What distinguishes it from 
others is its balance between history and innovation, theory and 
empiricism, experimental and correlational approaches. Taken 
together, the chapters constitute a complete, scholarly 
description of the science of mental measurement as it approaches 
the end of the century. \fuat this opening tries to give the 
reader is a key to the understanding of the chapters that follow. 
In the process human abilities are implicitly defined not in any 
operat~onal sense, but in a fashion that makes good science 
possible, and better theory a reasonable expectation. 

The first step on the path to understanding what is going on in 
individual differences is the realisation that there is not one 
correct theory of the nature and nurture of abilities, but many. 
Major theories of ability have been proposed regularly since 
Spearman. Verster's chapter provides details of their strengths as 
well as their faults; and the exposi tion of both leads to a 
realisation of their role in the development of current thinking. 
Sternberg, in his chapter, suggests that they were far more alike 
than their proponents and critics thought. This idea is worth 
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Single General Factor 

Primary Mental Abilities Each 
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Group Factor, Associationist 

Hierarchical, General Plus Group 

Multiple-Orthogonal 

Two-Factors, Qualitatively Distinct 

Distributive-Memory Factors 

Componential Theory 

*Note: Sternberg's (1977) Componential theory of intellect must 
be included, although it is non-factorial as a rival to 
current-formulations, since it is based on correlations 

Figure 1 Structures of Intellect based on Test 
Intercorrelations and Factors 

pursuing, and Figure 1 gives a clue to the nature of their unity. 
As we shall see, their dependence on the correlation coefficient, 
and its unstated assumptions, gives them a coherence that requires 
some understanding. 

THE TAXONOMY 

If an applied psychologist is at the mercy of imperfect theory, 
and this is used in research within and across cultures, how can 
empiricism produce other than poor science? It is a fair 
question, and not one to which there is no ready answer. One way 
to avoid gross errors is to stay within the logical limits of the 
data. But for that one must first know how to go about evaluating 
the results from the different schools of individual differences 
measurement that have grown up since the turn of the century. 

In this section, a taxonomy is suggested for the understanding and 
evaluation of the empirical data preducer:l by research into thE' 
.::ea-surement of cog-nj '.:: ve- abilities. A taxonomy of data types .is 
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produced from a rationale that has emerged from cross-cultural 
psychology (Irvine and Berry, in press). The subsequent framework 
is Hself a definition of abilities that Miles (1957) would 
describe as "a key to understanding". The other definition of 
abilities that comes from this book is an ostensive one, in that 
the reports and reviews of research point out what is now being 
measured. All of the contributors try to avoid one of the most 
common faults of those who measure mental functions, that of 
producing stipulative definitions. These arise out of labelling 
test scores as measures of this or that ability without taking 
into account the strict controls necessitated by a theory of 
knowledge. An understanding of the limitations of empirical 
research as we now know it will hopefully lead to the creation of 
instruments that provide systematic operational definitions of the 
abilities of man. 

The first step on the road t.o understanding what test scores 
contribute to science is a specialised theory of knowledge. 
Although such an approach may seem strange at first, knowledge of 
the logical constraints of ~he various conventional approaches to 
collecting cognitive data is crucial. The taxonomy draws 
attention, first, to three paradigms, or patterns of, enquiry that 
are distinct in their assumptions about the nature and measurement 
of abilities. In the first column of Figure 2 these are labelled 
psychometric, Piagetian, and cognitive information-processing. 
How they differ in their assumptions, in their ways of collecting 
data and in their conclusions, is important. If one confuses one 
paradigm with any other, then the errors that result are 
self-inflicted. Why they are more than flags of convenience is 
explained in the next three sections. 

Psychometric measurement 

Sixty years ago, the abilities of man were the theme of Spearman's 
(1926) book on the nature and measurement of intelligence. In 
that work, the constants in modern psychometrics were expressed 
mathematically. Every work thereafter has had to come to terms 
with the assumptions behind its tools and technology, and, above 
all, its model of man's abilities. Spearmans' theory was 
energy-focussed, not an unusual approach for an engineer turned 
pSYChologist, perhaps •. Mental events could be construed as 
expressions of energy, just as'the universe could be thought of in 
the same terms. Spearman's empirical base for his model was 
necessarily a restricted one, since he had no evidence, such as we 
must reckon with today, from subjects obtained outside North 
America and Europe. The chapters by Berry, Vernon and Klich in 
this volume would surely have interested him, as they provide data 
that challenge conventional approaches to measurement. 
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Figure 2 Taxonomy of Empirical Data Types 

From the turn of the century Spearman derived a theory that 
depended upon a particular mathematical rule that could be 
observed in test correlations. All mental tests were thought to 
be in special relationships to each other. The essence of how 
test scores fitted Spearman's (1972) prescription is best 
described as the tendency for all tests of ability to be 
positively correlated. From the special patterns made by these 
test correlations, Spearman deduced tha t a pervasi ve and 
fundamental source of energy was at work in mental performance: 

" •••• all the mental acti vi ty, just like the physical, consists in 
ever varying manifestations of one and the same thing, to which 
may be given the name of energy ••• " (p. 133). 

This pervasive energy "factor" he called "g" because of its 
genera] nature. In ef'sence, Spearman saw a rela.tionship among 
tes-t correlations that led him to assert that there was a single 
common factor among all mental tests that accounted for their 
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individual correlations with each other. But perhaps the best way 
to understand what Spearman discovered is to begin with a set of 
numbers that already illustrate this "one factor" relationship 
among test correlations, and then to work backwards to the ideal 
correlation matrix. No great mathematical skill is involved, just 
a little patience while working through this example, based on a 
set of six numbers. 

.9 .8 .7 .6 .3 .1 

Imagine these to be indices of the amount of general mental energy 
used by a group of subjects to perform six different intellectual 
tasks. \'ie could use them, for example, as indica tors of how much 
a test score depended on this theoretical notion of mental energy, 
.9 being the highest, and .1 the lowest. Another way of saying 
this is to call this row of numbers "general factor loadings" or 
"g" loadings. From this single row of six numbers one can make a 
square matrix, very like a correlation matrix, by a method called 
post-multiplication. 

If we now multiply .9 by itself (.81) and then by every other 
index (.9 x .8 = .72); (.9 x .7 = .63) and so on down the 
line, the row looks like this 

( .81) .72 .63 .54 .27 .09 

Another row can be produced by multiplying .8 by all the others. 

.72 (.64) .56 .48 .24 .08 

This procedure can be repeated for all the other numbers to 
produce a square matrix (Matrix A) of rows and columns that looks 
this this: 

MATRIX A 

( .81 ) .72 .63 .54 .27 .09 

.72 ( .64) .56 .48 .24 .08 

.63 .56 (.49) .42 .21 .07 

.54 .48 .42 (.36) .18 .06 

.27 .24 .21 .18 ( .09) .03 

.09 .08 .07 .06 .03 ( .01) 
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Now the next part is the interesting one. Spearman produced many 
squar~ matrices of test correlations, and he thought that he could 
reduce every matrix to ~ row of figures, which, when 
post-multiplied by itself, could reproduce the correlations almost 
perfectly. A real correlation matrix (~~TRIX B) would look like 
this compared to its reconstruction. 

MATRIX B 

1 .0 .72 .63 .54 .27 .09 

.72 1.0 .56 .48 .24 .08 

.63 .56 1.0 .42 .21 .07 

.54 .48 .42 1.0 .18 .06 

.27 .24 .21 .18 1.0 .03 

.09 .08 .07 .06 .03 1.0 

The second matrix is exactly like the first, except that the 
diagonal now contains 1.0, representing the actual correlation of 
each .test with itself, not a derived, or manl,lf'actured value. 
Without knowing beforehand, as we did the square of the 
"perfect" row of numbers in the diagonal of Matrix A, one would 
have to guess a value for each 1.0 in the pattern, so that when 
the square root of each guessed diagonal value were obtained, it 
could serve as an estimate of the "g" loading that would reproduce 
the matrix perfectly, or as near perfectly as possible. We 
already have that set of values,- since we manufactured it for the 
diagonal of Matrix A. The perfect guessed estimates for a single 
factor would be; 

.81 .64 .49 .36 .09 .01 

The square root of each diagonal vBlue brings us back to the first 
row of numbers. 

.9 .8 .7 .6 .3 .1 

Using these numbers, the intercorrelations of Matrix B could be 
reproduced perfectly from po.st-mul tiplica tion of a singe "general 
factor" with these values. Some tests would have very high 
loadings, others hardly any at all, but these values could be 
calculated exactly. 
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Two interesting points can be observed in Matrix A. First., the 
rows and columns are all perfectly correIa ted with each other. 
Second, any block of four correlations also has a peculiar 
ari thmetical rela tionship. If two diagonal correIa tions in any 
block of four are multiplied, say the .03 and the .03 of the lower 
right corner, the product (.0009) is equal to the product of the 
other diagonal pair ( .01 and .09). Every block of four 
correlations (or tetrad) in Matrix A behaves like this, as a 
little checking will show. 

From this, Spearman was able to derive his theory of two factors. 
What was always extracted in this way from a set of correlations 
was a single set of numbers, one for each test, representing g; 
and what might be left after the correlation due to g was 
accounted for was specific to each test, and uncorrelated with 
anything else. 

This example illustrates the basic ~ of factor analysis, which 
is to reduce the matrix of correlations parsimoniously to rows of 
numbers tha t , when post-multiplied, will reproduce the original 
matrix with least error. These mathematical functions can then be 
usedto create new measures of individual differences. For all its 
insularity, the theory has survived as one against which data from 
Euramerican or "exotic" cultures are compared. Theories of the 
abilities of mankind must test the limits of this trend to 
positive correlation, whatever the cultural heritage of the sample 
of subjects. This challenge is apparent in the response off those 
who questioned what that trend implied, notably Thurstone (1938), 
Thomson (1951), Guilford (1959, 1969), Ca, ttell (1971), Carroll 
(1976, 1983) Eysenck (1982) and Sternberg (1985a). Theories of 
abilities, whatever their outward appearance, tend to, be like 
onions. The removal of a surface layer reveals a smalller core. 

So far, only the obvious aspect of Spearman's model has been 
uncovered. That outer skin covers a more fundamental notion 
still: an inner psychophysical model of man's abilities that is 
independent of data from other cultures~ This controls the very 
nature of data collection from any culture, since Spearman's 
psychometric theory came from a more fundamental theory of 
knowledge formed over a thirty year period. In that time, physics 
was the science, and energy its epicentre. In producing a new way 
of reasoning about mental life, Spearman attempted to link mental 
events with the physical world. His analogy between physics and 
mental life depended on the prior existence and use of a 
mathematical technology that manifested the parallel. By the turn 
of the century, it was there in the shape of an index of agreement 
among measures applied to the same set of individuals. Karl 
Pearson, who developed the coefficient upon which Spearman's 
theory was founded, called his index of covariation between two 
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measures the product-moment correlation. 

Some benefit accrues from looking closely at the name given to it 
by Pearson. It requires that the covariation of individual 
differences be calculated as a product of moments around a point: 
specifically, deviations from the mean, which is a fixed point, or 
fulcrum of a distribution of scores. How does this relate to the 
physics of the Victorian and Edwardian eras? Perhaps the most 
famous school text book of physics to deal with measurement of 
forces around a fixed point is Loney's (1890), on statics and 
dynamics. By 1964 it had gone through five editions and thirty 
three printings. Loney describes moments very exactly, and (p. 
61) has a diagram showing that a system is in equilibrium around a 
fixed point when the sum of the products of force times distance 
from the fixed point is zero. That very diagram provides the 
analogy between energy in physics and energy in the mind, as 
Spearman saw it. It underpins the whole concept of the 
correlational technology of tests and testing. The amount of 
mental energy for an individual can be captured in terms of a test 
score's relative distance from a group mean. An individual 
difference score is a moment around a point, as in physics. 

Secondly, the deviation score in standard form was the building 
block of a quantum theory of human abilities, standing in relation 
to mental energy as moments of forces around a point did to the 
physical world of mass and inertia. Although the correlation 
coefficient begins with deviations from an average score, it is 
itself an average value, specifically of the amount of consistent 
deviation from the means that the same set of persons show when 
measured twice. It is difficult to understand .Spearman's concept 
of the abilities of man, and those variations introduced by his 
rivals and successors, unless one grasps the power of this method 
of measurement as a model for an exact science of the mind. At 
the very start of his theory construction, (Spearman, 1904), he 
stressed what his theory demanded, and what the Pearson 
coefficient appeared to give it "the first fundamental 
requisite of correlation, namely, a precise quantitative 
expression." 

To derive scores based on deviations from a mean is only one way 
to quantify individual differences. Other paradigms use other 
procedures, but to point out how universal is the practice in 
spite of theoretical differences is perhaps too easy. Since 
Spearman's famous book, one theory of abilities has been produced 
based on the correlation coefficient every ten years (see Figure 
1) (Irvine, 1983a). Some of the protagonists of these theories, 
such as Vernon, Carroll, Eysenck and Sternberg are able to write 
for themselves in this book. It is unlikely that each one of 
these theories was closely conscious of its epistemology; but in 
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their reliance on the assumptions of the index of correlation, 
they are, as Sternberg argues for quite different reasons, very 
much alike. They have wrongly, I think, been called structuralist 
theories. They are undoubtedly, as Stephenson (1981) points out, 
quantum theories. They are above all, as the book by Loney 
reminds us, static, and not dynamic theories of cognition, since 
they derive from a theory of objects that are fixed, not objects 
in motion. 

Piagetian Observations 

By 1927, the publication date of Spearman's book, the names of 
Rutherford and the Cavendish laboratory in Cambridge had become 
permanently linked with the knowledge that the atom could be 
split. Physics was changing dramatically. The previous year saw 
the publication in English of Piaget's book on language and 
thought in the young child (Piaget, 1926). Piaget's radical 
approach to the science of mental measurement was, as he and his 
disciples have insisted, that of genetic epistemology. This 
grandiloquent but complex and somewhat daunting phrase has 
produced as many interpretations as there are commentators. The 
key perspective on human abilit~es is derived from the important 
aspects of Piagetian research that give it a separate status in 
the taxonomy. These are its orl.gl.ns , aims and methods. 
Observations are not extensions of physics but of biology; not 
energy but growth " ••• Every psychological explanation comes sooner 
or later to lean either on biology or logic ••• " (Piaget, 1950, 
p.1). The aim of experiments relying on cognitive tasks is to 
define universal progressions from infancy to old age in the use 
of thought for adaptation to the environment. To do this in a 
Piagetian mould, the scientist requires absolute scales of 
measurement against which individuals can first be measured and 
then, after clinical interview, understood. Thus Piaget offers a 
theory of knowledge (epistomology) arising not from physics, but 
(genetic) out of. the species itself - out of man's biological 
nature. Embryology has as much to offer as a key to understanding 
Pia get ian emphases as physics has to understanding Spearman's 
arguments. Each stage of mental life is irreversible. Just as 
the embryo cannot revert to one of its earlier forms, there is no 
going back, except in the imagination, to what it is like to think 
like a child. The scale of measurement must reflect that 
irreverSible trend. It is an absolute, testifying to qualitative 
differences in thought that are associated with different 
life-span stages. 

A steady body of research in Europe and America from 1950 onwards 
speaks to the pervasive influence of Piagetian, as distinct from 
psychometric methods. There are some quite obvious differences 
between psychometric approaches whose empiriCism yields a 
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correlation, and one whose end point is a clinical judgement based 
on a standard form of interviews with the subj ect. First, the 
result of the application of a small number of tasks to a single 
subject is designed to determine the processes of thought in the 
developing organism. Next, there is no mean score by which to fix 
a personal deviation, positive or negative. A scale of mental 
life, analogous to egg, tadpole and frog, assures all of adult 
thinking status if they survive environmental hazards and 
censors. In Piagetian theory, normality is progression, not an IQ 
of 100. \1e will all get there sooner or later. 

One must be careful to link and distinguish the two most 
influential schools of mental measurement in one other way. 
Individuals are assessed by trained psychologists on a one to one 
basis except when group tests, which are self report 
questionnaires in highly mechanised form, are administered. Far 
many more people have undergone standardised group testing than 
have been subjects of Piagetian or laboratory experiments in 
cognition. On the other hand, all forms of individual assessments 
resemble group tests in their quest for standard procedures. 
Apart from differences of scale, there is one important logical 
constraint on empirical observations, the condition of stimulus 
identity. 

The need to control as much as possible stems from the development 
of experimental psychology from the laboratories of the hard 
sciences. Replication without standardisation is impossible. 
Cronbach (1957) drew attention to a split in psychology between 
those who exercise as much control as possible over the dependent 
variable in the laboratory, and those who let the subject do what 
he may on a number of dependent variables that are then 
cor.related. Yet both test and laboratory cultures in the 
discipline pursue stimulus identity as a logical starting point. 
Without identical stimuli for each group of subj ects, observed 
differences are impossible to interpret. All seem agreed on that 
point. 

Cognitive information processing 

The road to Piagetianism and psychometrics may well have started 
in a third path to knowledge, that of cognitive 
information-processing. The work of \'Tundt, as Eysenck (Chapter 8, 
this volume) asserts, may have paved the way for a theory of 
cogni tion. Neither physics nor biology is its focus, but the 
defini tion of the concept of intelligence by adopting a logical 
ca tegorisa tion of mental acti vi ty from a precise theory of the 
transmission of information. This particular biometric emphasis 
appears in Spearman's work, although it was not a central method 
of measurement. Theoretical and operational consensus seems to 
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vanish in the literature as the use of tests increases to define a 
specialist branch of psychology. 

The divisions that Cronbach observed and drew attention to, 
however, did not begin to narrow until a conscious effort was made 
once again to apply cognitive theory, that derived from laboratory 
environments, to the measurement of individual differences. Such 
an effort emerged once more in the seventies, and is catalogued in 
the texts by Resnick (1976), Friedman, Das and 0' Connor (1981), 
Sternberg (1985a) and, cross-culturally, by Irvine and Berry 
( 1983 ). Eysenck ( 1982) sees the divisions in the ques t for a 
structure of intellect somewhat differently. He takes a 
fundamentalist position. For him, the Binet-Simon and ~lechsler 
testing approach based on item-analysis has been somewhat isolated 
from the rigour of experimental research. He argues that the 
quest for intelligence as a scientific construct requires 
biochemical and neurological models for the definition of 
information transfer. His model for intelligence is unique in its 
emphasis not on the apparent complexity of thought, but on the 
ease with which some of these indi~es of complexity, such as IQ 
scores, can be defined by "simple" measures of the speed and 
regularity of transmission of information through the cortex. The 
chronometric approach currently demonstrated by other contributors 
such as Sternberg, Hunt, and Pellegrino, is perceived by Eysenck 
as contributing to a rethinking of the parameters by which the 
abilities of mankind shall, and as he would argue, must be 
measured if the science of individual differences is to remain 
credible. 

Perhaps Eysenck goes only part of the way towards a complete 
paradigm shift. A theory that refuted the whole correlational 
approach might serve us if not better, then differently. In the 
seventies Sternberg (1977) produced component-theory and 
cri ticised the whole factor-analytic approach because it had not 
the power, scientifically, to advance our knowledge of intellect. 
Sternberg's paradigm avoided psychometric factors of any kind, and 
instead concentrated on defining the information content of 
reasoning in terms of stages of processing. Latency was used as a 
measure of the process. Sternberg is still, in his triarchic 
theory summarised in Chapter 3, concerned with the nature of human 
intelligence. In contrast to Eysenck, he emphasises not neurology 
but the constants in information-processing tasks that transfer 
acros s items in tests. It would appear that dynamic image s are 
the metaphors considered useful. Take the definition of a 
component by Sternberg and Gardner (1982) as an example... "The 
component may translate a sensory input into a conceptual 
representation, transform one conceptual representation into 
another, or translate a conceptual representation into a motor 
output." Translations and transformations are dynamic mental 
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concepts. These are seldom seen in the factor-analytic literature 
apart from Guilford's (1959) elaborate metaphor for the structure 
of intellect. That metaphor had a vogue for a while, like other 
structures of intellect, but never really became scientifically 
viable. 

How unique is Sternberg's approach, and what are its points of 
contact with rival formulations? Has it a life expectancy of more 
than ten years? Sternberg's components are latency based, and in 
that they share with Eysenck's, Hunt's and Pellegrino's research a 
common concern for speed. Sternberg himself defines duration, 
difficulty and probability of execution as the markers for 
components. This can be compared with the much earlier 
transatlantic excursion by Furneaux, Eysenck and White (White 
1982) into speed, accuracy, and persistence in relation to problem 
parameters such as difficulty and discriminating power. There is 
precious little between them in the long run. 

In the short run the information-processing approach to the 
abilities of mankind will dominate the next decade of research. 
Two recent textbooks (Sternberg, 1985b; Kail and Pellegrino, 1985) 
reveal its popularity. Moreover, the lower cost of microcomputers 
has brought large-scale research to bear on the problems of 
construct validation. Success in this applied area has alr€!ady 
been demonstra ted by Fairbank, Tirre and Anderson (in press). 
Although the technology for expansion exists in networks of 
microcomputers, Spearman would still not find the basic 
mathematical approach to individual difference measurement foreign 
to him. Sternberg, Eysenck, Hunt and Fairbank are still 
calculating the very correlations he borrowed from Pearson, even 
if these are based on mean values of latencies instead of mean 
number correct. The mathematical bounds of the coefficient have 
not been challenged by paradigm shift. The dependent variable is 
still a deviation score from an average. 

These three paradigms, traditional testing, neopiagetian 
interviews and information processing in experimental settings, 
are the epistemological bases of enquiry into the abilities of 
mankind. Al though they seem distinct in some ways, they share 
affinities of scientific emphasis., The foundations of our 
taxonomy allow a rough sort of the empirical data base for 
building purposes. The paradigms say different things about 
mental life; and the question of the value of anyone of them is 
answered only when one knows the scientist's aim. 

Independent Variables and Levels of Inference 

Often the scientist's aim is to explain what makes performance on 
tests or tasks easy for some and difficult for others. There is a 
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good example in the extensive literature on the performance of 
different cultural groups on tests and tasks. Much of the flavour 
of that debate is present in the contributions by Berry (Chapter 
10), Klich (Chapter 7) and Vernon (Chapter 9) in this book. 
Critics of such comparative studies demand proof of the status of 
the test score in each group (Berry, 1972). The dependent 
variables must mean the same thing from one group to another. 
Unless there is a method of satisfying that blanket restriction, 
an unfalsifiable veto is placed on all test use in different 
cultures. 

Irvine (1965, 1966, 1979) specified the sources of variance that 
accompanied test use across cul tures and also proposed ways of 
regulating these. He has provided (Irvine, 1983a) a system for 
proving a test or test series by considering the claims made for 
the validity of a test score in a context of independent variable 
types. This quasi-causal dimension serves to classify the kinds 
of evidence most commonly used to construct ability theory. This 
specification is found in the second frame of Figure 2. 

First, he assumes that test scores or latencies can be used as 
dependent variables in situations where the cause of enhanced or 
restricted performance can be inferred without doubt. These are 
most easily recognised as treatments, such as in practice or 
coaching experiments, and are critical when moti va tional effects 
are linked with different testing conditions. Variables assumed 
to affect test performance "directly" in quasi-experimental 
contexts are usually, but not always, low-inference. The third 
frame of Figure 2 introduces this important distinction. The 
evaluative label low inference is not confined to laboratory 
manipulations. Any pre-selection of a group by previous 
performance likely to be related to current performance is a 
low-inference situation. Good teaching environments also enhance 
performance, although to adduce these as direct causes of group 
differences is a much harder task, or a longer leap from the 
immediate data. Culture as a direct cause is, like ethnic 
grouping, one of the highest inferences of all, yet it is one that 
is constantly being brought into playas a mechanism in theory 
construction. 

A very important point to remember in the scrutiny of inferences 
from data is the lack of repeated measurements in the assessment 
of individual differences. Most test scores are derived from one 
application of the test. This real-world situation tends to 
encourage the post-hoc examination of variables that are assumed 
to influence performance. These variables, because they are 
post-hoc and static, are very often high-inference variables. 
Typical data types that can be evaluated in this way are variables 
based on streaming in schools; schools themselves; urban or rural 
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residence; number of years of schooling; parental occupation and 
educational levels; ecological demand characteristics. 

These are all (Figure 2, frame 2) environmental variables that 
could be either low or high inference independent variables. 
These may be distinguished from other data types that are not 
environmental, but dispositional. These include gender; broad 
comparison groups where little genetic similarity is present; and 
groups where genetic identity or bias may be assumed, such as in 
samples of identical twins. Dispositional variables have also 
been constructed from differences in the age of onset of some 
predisposing physical characteristic such as gynaecomastia, 
menarche, and even myopia. 

Other, usually high inference variables of an even more complex, 
interactive nature include ethnic identity, or tribal groupings, 
structural and language characteristics. These are ethnographic 

.in nature, and they can extend to meta-analysis of results, using 
the ethnic identity of the researcher as litmus test for bias in 
method, analysis or interpretation of findings (Irvine, 1986). 

The point of this scheme is its potential for systematic analysis 
of evidence about causal influences on task performance. Each 
class of variable contributes quite different kinds of information 
about test scores, and they are not equal in their potential for 
causal attribution. So far we have distinguished one evaluative 
dimension, high-low inference that has causal properties, and four 
data types: treatments, environmental, dispositional and 
ethnographic. 

Finally, the last kind of information about tests (Figure 2, frame 
2) comes from the correlations of tests or tasks amongst 
themselves, whether as predictive or descriptive variables. This 
is taken as the last data type. An illustration from testing will 
suffice, but any paradigm can produce a domain study. When tests 
or tasks are subjected to correlation among themselves and factor 
analysed, the factors may be used as a means of classifying tests 
into broad families. The consistent appearance of the same test 
factors within subjects over many different samples and occasions 
becomes evidence for the validity of the constructs used by 
theorists· to explain performance. Carroll shows the value of 
domain variables in his categorisation of factors derived from 
many independent correlational analyses. Each kind of study, 
whether it is psychometric, neopiagetian or 
information-processing, can concern itself with treatments, 
domain, environmental, dispOSitional or ethnographic variables. 
These fifteen ideal types can and do inform theory construction in 
quite different ways. Moreover, each type is capable of yielding 
low or high inference results: but the conclusions tha t can be 
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attached to each type of finding do not simply depend on this 
classification, as we now illustrate. 

Causal explanations 

The taxonomy requires one other dimension for evaluation of the 
evidence from test score use. The type of causal explanation 
given by the researcher for any apparent difference between groups 
was determined by Irvine (1979). He showed that four classes of 
explanation have been produced to account for observed differences 
in test performance, as illustrated in Figure 2, frame 4. The 
first is intra-hominem. This relates observed differences in 
cognitive performance, individual or group, with the structural 
properties of the brain, its biochemistry or neurology. This kind 
of explanation is typical of laboratory experiments of "basic 
processes". The next is extra-hominem, and attributes performance 
differences to ecological press and the demands of survival in a 
particular environment: for example Arctic nomadic lifestyles 
versus pastoral subtropical subsistence farming are held to be 
polar opposites in their influence on spatial abilities, according 
to Berry, in Chapter 10. A third is termed inter-hominem, being a 
class of explanation that explains performance differences in 
terms of wha t people teach each other: language skills, 
educational curricula, values and behavioural norms. 

A fourth is an ad-hominem appeal to common sense, often associated 
with anthropological vetoes that point to the development in local 
contexts of skills that tests and tasks fail to measure in 
standard formats. Ad-hominem explanations of effects are seldom 
scientific, but they have the effect of making psychologists 
justify' their methods. 

The taxonomy for systematic analysis of studies about the 
abilities of mankind can now be seen to have four dimensions. One 
is epistemological, recognising that its three classes, 
psychometrics, neopiagetianism and information-processing, are 
different ways of discussing the universe of mental abilities. 
They are different universes of discourse. The second is 
inferential, in that it describes the type of variable used to 
infer propositions about abilities. The other two classifications 
are concerned with causal explanations of data types. Some 
studies require long inferences, and others permit direct or short 
inferences about what causes any alteration in the dependent 
measure. All inferences from data are part of a persistent form 
of explanation for cause, of which four types have been 
specified. 

It is possible to generate 120 ideal types. In fact, far fewer 
types are used for research purposes. This is a consequence of 
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the frequent covaria tion of variable types, empirical and 
inferential; and the choice of anyone empirical type may lead the 
experimenter to one class of explanation, though it need not 
logically do so. Nevertheless, validation of any ability 
construct might yet require evidence from all three epistemologies 
and all types of independent variable, leading inexorably to one 
class of explanation. 

FUNCTIONS AND CONSTANTS 

From this taxonomic approach to the understanding of data produced 
to validate theories of intellect comes the realisation that all 
models of the nature of human abilities are functions of their 
origins. The generic problems of the discipline in the past have 
originated from a lack of a method of delimiting the contributions 
from a variety of approaches. As Sternberg suggests, a lot of the 
debate has taken place on grounds that were inappropriate. That 
may have been an unforeseen, but abiding consequence of inexact 
theory. 

There have, then, been many constants in the quest for individual 
differences, and some of these were not necessarily helpful. 
Those that have proved most troublesome to the conclusion of 
research in individual differences have been the common faults of 
the research enterprise. Among them have been the failure to 
follow known guidelines for construct validity. Much lip-service 
is paid to the multi-method and multi-trait approach. This 
requires the empirical test of a theory when all possible 
confounding elements have been removed, including the paradigm of 
data collection itself. A corollary of paying scant attention to 
construct validity is the pursuit of new names for the same 
measurements, or the production of many different measures for the 
same phenomenon, without investigating the claims of the old 
measures. There are many tests of intelligence, as well as 
various labels for scores from any single test of intelligence. 
The apparatus score from the WISC, for example, has been called 
non-verbal intelligence, fluid intelligence, simultaneous 
processing, field-dependence-independence. This practice of 
calling a test score something other than the last theoretician 
usually leads to the gravest fault of all, stipulative definiton. 
One would have hoped that the new techniques of measurement would 
have been able to avoid this; but it has emerged from new 
approaches to measurement, as the next example reveals. 

This legacy has in recent years been brought home to those who 
might be tempted to search for a standard way to administer some 
of the elementary cognitive tasks (ECTs) that have been the 
vehicle of individual differences research. No sooner does one 
discover one way of administering a task than one finds the very 
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experimenters who introduced it have themselves altered the 
instructions to their subjects in their latest versions, while 
stipulating the measure to be the same as it was in the previous 
experiment. vie refer particularly to recent work by Stankov on 
divided attention (Stankov and Horn, 1980, Stankov 1983). Close 
reading of the Stankov series shows not only that instructions to 
subjects are modified without predicting the outcome of such 
changes, but that the products are assumed to be identical from 
experiment to experiment. More to the point, the editors of the 
journals concerned apparently see nothing wrong with this. They 
might also have asked what rival theory of attention has been 
excluded from the experiments, had construct validation crossed 
their minds. 

However, editors of journals in individual differences have 
nothing to fear from their so-called hard cognitive colleagues. A 
quick glance at Welford's (1980) comprehensive book on reaction 
times demonstrates that whole careers have been built in 
experimental psychology by changing the rules within subjects for 
what appears to be the simplest of all cognitive tasks and then 
arguing bitterly with colleagues about the outcomes as if the 
products (latencies) from the subjects were the result of 
identical sequences of operations within them. 

Similarly, Jensen's recent foray into individual differences 
(Jensen, 1982) using reaction times has now taken on the mantle of 
divided attention with a set of tasks that bears no generic or 
theoretical similarity to those of Stankov (Vernon, 1983; Vernon 
and Jensen, 1985). Neither Stankov's nor Vernon and Jensen's tasks 
are in any way comparable with those preferred by Lansman, 
Poltrock and Hunt (1983) in their pursuit of ability to focus and 
divide attention. In the space of a publishing year we have 
witnessed more tests of attention than have probably been 
developed in the past hundred years. The canon of parsimony has 
vanished in a cloud of neophilia. Some sanity may be returning to 
the movement if the critical notice served on Jensen's reaction 
time series is taken as more than a straw in the wind. Irvine 
(1983b) in a review of work by Jensen in Eysenck's (1982) 
collection made the point that the literature on reaction-til!le 
tasks is too voluminous to ignore, and that these tasks are 
neither pure nor simple. 

Current Functions 

It might well be argued that an expose of our past and present 
faults of theory and its operation in tests and tasks is neither 
constructive nor well informed, because the battleground has been 
changed beyond recognition by recent paradigl!l shifts owing little 
to traditional psychometrics. This point of view might reasonably 
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place particular emphasis on the work of Sternberg (1985a) and of 
Eysenck (1982) and his colleagues. Nevertheless, if anticipation 
of any cogent objection is a sign of intelligence, perhaps 
judgement can be withheld for a little while yet, especially if we 
acknowledge that the work of these scientists should not be viewed 
outside the scientific prescriptions first advocated by Carroll 
( 1976, 1980, 1983). 

Sternberg's current theory of intelligence has had detailed 
comment and criticism from peers. Among several critics are those 
who say he extends his definitions to such an extent that they are 
incapable of falsification. Such a charge places severe 
limitations on any theory. Irvine (1984) has considerable 
sympathy with that view, drawing attention to the great difficulty 
with Sternberg's notion of a contextual subtheory. Context, 
according to Sternberg, embraces everything from the printed page 
to cultural values. The important aspects of context, though, 
seem to lie in the representation of a stimulus in the context. of 
the subject's working memory. Those of us who recall Ferguson's 
( 1954, 1956) essays on transfer and intelligence think that this 
unexplored relationship is the best ostensive definition of the 
kind of sleeping partnership between long and short-term memory 
that the Atkinson-Schiffrin model of information processing 
tacitly assumes. In brief, concentration of effort in STM 
operations will have only a limited life span in the quest for a 
definition of intelligence. Sternberg's emphasis on context 
reminds us that the subject has always brought with him to the 
task more than we could measure. 

For all that, Sternberg's major achievement is likely to be his 
modernisation of "Donders" thinking about mental life as 
constituting measurable stages or components. The timing of 
stages in the execution of problem-solving tasks allows 
predictions about the contribution of individual differences in 
these stages to success on the task as a whole. In pursuit of 
this work in the seventies, Sternberg avoided factor analysis and 
tradi tional psychometric tasks as if they were apples in Eden. 
Consumption meant explulsion from his frame of reference. 
Nevertheless, two points seem to have escaped general notice. 
First, Sternberg uses produce-moment correlations, the generic 
tool of all psychometricians, thereby aligning his work with the 
psycho-physics model of means as fulcrums around which individual 
differences may be observed as moments. Next, given that the 
total time to solve a problem is the sum of its constituent parts, 
the parts themselves are not necessarily independent of each 
other. In fact, the ipsative nature of the components is a 
problem that Sternberg acknowledges but is powerless to solve. 
Some concern at the high multiple R values of the fits for his 
models would be diminished given proof of experimental 
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independence in his measures. Nevertheless, observers will be 
glad to credit Sternberg with a bold approach, even if they regret 
its temporary abandonment before its implications have been worked 
through. 

A second line of research with its roots in the Galton tradition 
has been extensively reported by Eysenck (1982) and his colleagues 
A.E. Hendrickson (1982) and D.E. Hendrickson, (1982). This work 
has two quite distinct parts, empirical relationships. among 
measures, and the theory that explains them. The empiricism is 
easy enough to demonstrate. First, averaged evoked potentials of 
audi tory stimuli were clinically determined for each subj ect by 
the experimenter, and the lengths of the wave in the first 256 
ms. and the first 512 ms. following the onset of the stimulus 
were determined by an averaging algorithm. In addition the 
variance of the waves over all trials was calculated for each 
subject. When the results of these measures were correlated with 
IQ total, the 256 ms. length measures and variance measures each 
correlated .7 with the IQ total, and combined in a post hoc 
composi te yielded .82. On the other hand, the composite 512 ms. 
measures produced a correlation of .59 (n=78) whose confidence 
limits are .72 and .43. 

This disparity might cause some concern for those who desire that 
a part of a wave should not predict more than all of it, but this 
is a minor point when the theory of the evoked potential is 
considered. Hendrickson presents the view that the biochemical 
nature of pulse transmission presupposes a basic regularity in the 
pulse to ensure the smooth passage of information from stimulus 
receptor to the cortex. The more regular the pulse, the faster 
and more accurate the information transmission. Irregular pulses 
destroy clear messages. The AEP is a window on to that clarity. 
Long strings and small variances are the hallmark of efficient and 
regular biochemical pulses, the basic stuff of intelligent thought 
and action. String length and variance are transformations of 
that biochemical efficiency. Some veteran AEP watchers will know 
that Irvine (1983b) holds that the two measures are e~perimentally 
related, just as reaction times and their variances are, and 
family size and position. However, that is an empirical question, 
even if it prevents the us.e of the two measures in covariance 
analysis, factor analysis and the like. 

Hendrickson I s theory is applied by Eysenck in argument for the 
biological basis of intelligence. Some regard Eysenck IS position 
as too fundamentalist. Sternberg (1984) produces a cogent 
rebuttal of physiological determinism that will do for the moment, 
since that red herring need not detain us. \Vbat has hitherto been 
missing is the knowledge that the theory of the evoked potential 
is by no means captured by Hendrickson I s explanation. In fact, 
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his work seems to be consistent with only one of two ri val 
theories. The debate is about two different viewpoints. Simply 
expressed, the evoked potential wave represents either a 
reformulation of the amount of energy present in the trace before 
the onset of the stimulus, or has additional energy present in 
it. While Hendrickson's theory of biochemical regularity fits 
very well with a constant energy system, it would not fare nearly 
so well with an additive energy explanation. 

Recent work in Plymouth by the Electrical Engineering Department 
on the harmonics of the evoked potential offers strong evidence 
for an additive energy system (Jervis, Nichols, Johnson, Allen and 
Hudson, 1983). Indeed it is not the only evidence on offer 
(Jervis, Allen, Johnson, Nichols and Hudson, 1984). Hy point is 
not, of course, that this detracts from the emp~r~c~sm 

demonstrated by Eysenck and his colleagues; simply that the one 
explanation for the relationship between IQ and evoked potential 
put forward by Eysenck so far, cannot be accepted as the only 
plausible alternative. No scientist can ignore plausible rival 
alternatives for long, without doing the discipline a disservice. 
Eysenck will doubtless reconsider his theoretical position because 
the evidence about the increased amount of energy in the wave 
invalida tes the kind of physiological perspecti ve he has 
preferred. The shape of the wave does not in fact depend solely 
on system constancy, but signals how the system accommodates and 
enables energy increase. Spearman, in fact, was not far wrong in 
proposing mental energy mobilisation as one important area for 
investigation, even if tests and factor analysis were only blunt 
instruments. 

Tools of interrogation and integration 

Hendrickson's work would still be portentous even if it proved to 
be incorrect. Its significance would have more to do with the 
method of testing his pulse-train theory than its present status. 
He simulated the effects of irregular pulse-trains on a computer, 
arriving at wave forms resembling those of short; rounded evoked 
potential measures. His precise theoretical formulation allowed 
the design and execution of the experiment. Similar rigour in the 
field of mental testing is apparent in the work of J .B. Carroll 
(1976, 1980, 1983). A short account of his ear-lier work; might be 
salutory as well as instructive, since it stands in sharp contrast 
to any programme of work mentioned so far. "Therein lie the 
differences, and what has happened to his prescriptions? 

Carroll's (1976) VTatershed essay on tests as cognitive tasks was 
available in report form in 1974 and had been in preparation for 
some time prior to that. It emerges as the very first use by a 
psychologist of a computer to aid in the classification of test 
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items by means of a theoretical system. Nowadays the system would 
be classified as a hybrid between an expert system and an empty 
decision machine. Input from the psychologist was forced on a 
predetermined grid derived form a theory of distributive memory. 
The result was, indeed, a new structure of intellect (Carroll's 
own sub-title); but there was not a correlation to be seen, not a 
principal component conjured, and not a single subject 
interrogated, except Carroll himself. Some might have described 
this oracular performance had he not done it again in 1980. In 
this extensive monograph he provides, and demonstrates the force 
of, an improved system for the analysis and construction of 
paradigms and of the tasks that define them. 

Throughout this paper I have been suggesting that the discipline 
as a whole has suffered for lack of such a framework. Perhaps I 
have been particularly severe on reaction-time proponents. That 
is partly due to Carroll's (1980) examples of how reaction time 
measures can be seen to differ significantly in their demands on 
the subject by adopting a computer based system of interrogation 
of the task. The object is to relate experimenter events to the 
corresponding mental events of the subject. The result is a Dual 
Time Representation chart. Reaction time tasks, by this scheme, 
show infinite variety.. Carroll's approach has been extended in 
this volume in Chapter 5. He has gone on to demonstrate that a 
standard method of analysing data, and of constructing models for 
it, is preferable to widespread idiosyncrasy. His contribution to 
item difficulty is the start of the next focus in individual 
differences. That, surely, is the question of what makes items 
difficult. 

\.,rithout tools of interrogation of data, such as the taxonomy we 
present here, without new methods to validate old constructs, and 
the power of computers to help in decision functions, the science 
of individual differences will not improve. I have asserted, if 
not demonstrated why I believe that human ability measurement is 
not yet wholly credible. Some hope that we can achieve scientific 
certainty in measurement because the distinguished contributors to 
this book have pointed not one, but several ways to remove 
barriers to progress. These are non-observance of construct 
validation frameworks and methods; instrument variations whose 
consequences are unexplained; ignorance of methods of task 
specification; and disagreement on the priorities for paradigm 
refinement. These were, indeed, the problems that divided 
Spearman, Thurstone, Guilford, Cattell and others in the heyday of 
tests. They have not disappeared with odysseys in the wine-dark 
sea of cognitive tasks. 
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CHAPTER 2 

HUMAN COGNITION AND INTELLIGENCE 
TOWARDS AN INTEGRATED THEORETICAL PERSPECTIVE 

JOHN M. VERSTER 

Human Development Division, N.I.P.R, South Africa 

INTRODUCTION 

This chapter presents a selective review of theoretical 
developments and empirical research results bearing on the nature 
of human cognition and intelligence. An attempt is made to show 
how concepts of cognition and intelligence have, historically, 
formed focusses in quite separate universes of discourse in 
scientific psychology. Cognition became a focal point in 
experimental psychology, aimed at identifying universal laws of 
mental function. Intelligence became the central concept in the 
study of individual differences in mental competence, their 
causes, correlates, and consequences. Only during the latter half 
of the last decade have psychologists begun to make a concerted 
effort to integrate knowledge and theory from the two formerly 
separate sub-disciplines. The purpose of this report is to 
appraise the progress being made towards this end and to highlight 
implications and opportunities for new research. 

Greater emphasis is given, in this chapter, to the individual 
differences tradition, since the theoretical perspectives and 
measuring instruments it has spawned have seeri far wider 
application in the real world, influencing social policy as well 
as educational and vocational practice in many countries. Yet it 
has been only recently, due to the gradual rapprochement between 
experimentally based cognitive psychology and measurement
oriented intelligence research, that psychologists and the g~neral 
public have begun to question in earnest the adequacy of the 
theoretical base for many so-called intelligence and ability tests 
in popular use. 
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Early Conceptions of Intelligence 

A central theoretical question in cognitive psychology for over a 
century has concerned the nature of human intelligence, its 
origin, developmental course, structure, and function. The 
implicit motive behind the question is to derive a theory capable 
of explaining adequately both the nomothethic laws governing 
manifest indi vidual and group differences in cogni ti ve ability, 
and the ideographic variations in cognitive function that testify 
to the psychological uniqueness of each individual. This 
question, albeit in modified form, remains one of the major issues 
in scientific psychology and it is of central relevance to the 
theme of this report. 

To gain an appreciation of the developmental sequence and pace at 
which systematic thought pertaining to this question has 
progressed, it will be necessary and instructive to regress 
briefly in time and to take up the narra ti ve at its logical 
beginning. 

Perhaps the most meaningful starting point lies in the enormously 
insightful, if complex and speculative writings of Herbert Spencer 
(1855). Spencer was, in essence, a biologist, physiologist, and 
philosopher whose psychological thinking grew out of the 
pre-evolution doctrine of associationism. Yet Spencer was 
profoundly interested in the emerging notion of evolutionism, 
publishing on this theme in the early 1850s before the appearance 
of Charles Darwin's celebrated treatise on 'The Origin of 
Species'. Spencer's chief concern was to create a "synthetic 
philosophy" in which all natural things could be related in terms 
of a unified principle of development. Included in this framework 
was his concept of the human mind. In contrast to the prevailing 
view espoused by the associationist school, that the mind was 
composed of innumerable separate faculties acquired 
mechanistically as a consequence of associations among incoming 
sensory impressions, Spencer conceived of the mind as an 
integrated whole, expressive of a single adaptive capacity. He 
was the first to use the term intelligence, derived from Cicero, 
wi th reference to the adaptive function of nervous and mental 
processes. He was also first to elaborate the view that all 
development involves differentiation, followed by integration at 
successively higher, more complex levels of organisation. He 
expressly applied this notion to the human mind, suggesting that 
the mind (intellect) is organised hierarchically, with 
developmentally simpler processes (reflexes) at the lowest level 
(subconscious), and progressively more complex processes 
(sensation, perception, association, relation) defining 
progressively higher (conscious) levels of organisation and 
function. 
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A less successful theme in Spencer's work is his attempt to 
resolve the mind-body problem, a crucial issue which cannot be 
omitted from any comprehensi ve theory of intelligence. He was 
unable to find a means of relating mental events to physical 
processes in the brain. Eventually he resorted to the view that 
they represent a series of parallel events, both of which stem 
from a deeper underlying reality. This reality he regarded as 
unknowable. Yet he believed that mental and physical events are 
closely associated and somehow must be linked organically. He 
consistently qualified this view by emphasising that neither one 
should be treated as a cause of the other. Rather, they should 
both be seen to arise from the same unfathomable source. 

Perhaps the forerunner of a truly scientific approach to the study 
of human intelligence is the nineteenth century British scholar 
and evolutionist, Sir Francis Galton, a cousin of Darwin. In his 
first major contribution to psychology, Galton (1869) sought to 
demonstrate the hereditary basis of genius, a term he applied to 
those commonly considered to have attained outstanding eminence in 
their respective fields. His work bore a very strong influence 
from the new theory of evolution which Darwin (1859) had published 
only a decade earlier. Gal ton was the first to apply Darwin's 
principles of variation, selection, and adaptation directly to 
human populations. He espoused the view that races (sub-species) 
evolve in response to differential environmental pressures 
operating over time on different segments of a population 
(species). By extending this view, Gal ton became the first to 
really develop the concept of individual differences, a central 
tenet of modern differential psychology. 

Galton's conception of the human mind was based on the widely held 
belief that all mental events have three aspects: cognitive, 
conative, and affective. On the basis of his biographical studies 
of men of eminence, he came to the conclusion tha t all three 
components are essential to outstanding achievement. His pedigree 
analyses convinced him that all three were subject to the laws of 
heredity. Yet, he argued, of the three cognitive capacity is by 
far the most important, since it alone sets an upper limit to what 
can be accomplished by an individual. Galton accordingly decided 
to devote most of his attention to a detailed analysis of the 
nature of human cognitive ability. Like Spencer, he rejected the 
elaborate classification of mental faculties of the associationist 
school. In its place, he devised a system of constructs that 
amounts to a three-way cross-classification, in terms of which 
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inborn tendencies (innate) are contrasted with acquired 
tendencies; a super-faculty (general ability) is set in opposition 
to special aptitudes; and cognitive capacity is distinguished from 
moti va tional and emotional tendencies. Out of this system grew 
the first specific definition of intelligence, as innate, general 
cognitive ability. This definition was to exert a strong 
influence on later psychologists, most notably Burt (1909-1975) 
and defenders of the IQ movement. 

The Invention of Mental Tests 

IIi his later work Galton (1883) concentrated on the development 
and refinement of quantitative methods for use in the study of 
mental phenomena. It is ironical that in so doing he helped lay 
the foundations for both traditions underlying what Cronbach 
(1957) has called the two disciplines of scientific psychology, 
the experimental and the differential. Only in the last decade 
(e.g., Carroll, 1980a) have these two traditions begun to converge 
effectively into the modern synthesis of cognitive science. 

During the period 1879-80 Gal ton developed the first empirical 
framework for studying the phenomena of associationism and applied 
his principles to the study of free association. His experimental 
procedure was quickly adopted by l'Tundt, who had just founded his 
laboratory in Leipzig. Wundt's descendants became the bearers of 
the experimental tradition in psychology, which focusses on the 
establishment of general laws governing cognitive processes, but 
pays no heed to individual variations in task performance. 

Galton's subsequent work (1880-1883) on mental imagery, involving 
the first use of the questionnaire method in psychology, 
concentrated on the quantification of individual differences and 
represents the beginning of the differential, or psychometric 
tradition in scientific p~ychology. But it was his development of 
simple tests of sensory judgements and reaction times, that 
heralds the first true attempt to measure intelligence. Galton's 
(1869) view of intelligence as a unitary capacity acquired through 
inheritance encouraged his belief that it could be measured 
objectively by quantifying individual differences in the simplest 
sensory processes. For this reason his attention was diverted 
from an attempt to sample the higher cognitive processes that 
today are viewed as the central components of intelligence. 

Yet the significance of Galton's contribution should not be 
overlooked. His firm belief in the biological determination of 
all mental qualities, although today relegated to a pole position 
in the spectrum of views on the nature/nurture issue, nonetheless 
led to the development of important statistical concepts which 
have had a profound influence on the subsequent development of 
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psychometric methodology. In particular, his theory of "atomic" 
or "particulate" inheritance, which was a remarkable anticipation 
of Hendelian genetics, led to the prediction that mental phenomena 
would follow the same laws of inheritance as physical phenomena. 
Hence in the same way that physical attributes such as weight or 
height were known to be distributed in the general population 
according to a symmetric, bell-shaped curve, so, Galton believed 
(1883), intelligence should be distributed according to what today 
would be called a normal distribution. This innovative view gave 
rise to the first normative psychometric scales, in which 
individual differences in intelligence were described in terms of 
standard deviation units about a mean value representing the 
average level of intelligence in the population. Galton's belief 
that intelligence followed a uniform rate of growth as a function 
of age, suggested the utility of expressing a child's intelligence 
in terms of the ratio between the deviation of his performance 
from the norm for his age, and his chronological age. This notion 
was the forerunner of the subsequent mental level of Binet and 
Simon (1908) and of the concepts of mental age and intelligence 
quotient (IQ) proposed by Stern (1912) and used widely by later 
psychologists. 

It is worth observing, in passing, that if Galton's (1883) theory 
concerning the mechanism responsible for individual differences in 
intelligence is wrong, then there may be no longer any compelling 
reason to adhere to the convention of standardizing intelligence 
tests to yield a normal distribution of scores in the general 
population. Indeed, this time-honoured practice may be 
responsible for the concealment or distortion of important 
information regarding the true distribution of cognitive ability 
(or abilities) which might hold the key to a better understanding 
of the mechanisms underlying its (their) determination. If, for 
the sake of argument, intelligence is acquired largely through the 
agencies of environmental opportunity, is it not conceivable that 
the distribution of intelligence may deviate significantly from 
normality in the same way that, say, income usually does, showing 
marked skewness and kurtosis? This is an issue which has only 
just begun to receive the attention, however obliquely, of modern 
test theorists (e.g., Lord, 1969) but which has not yet been faced 
squarely by most users of tests in psychological practice. 

The objective measurement of human ability became a focal point in 
the development of psychology as a scientific discipline around 
the turn of the century. In America, James McKeen Cattell (1890) 
of Columbia Uni versi ty coined the term "mental testing" and with 
his associates ( Cattell and Ferrand, 1896) developed the first 
largescale mental test battery, which was administered to 
university students. Their tests provided measures of a variety 
of cognitive processes, including free and controlled association, 
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simple sensory judgements, simple perceptual processes, reaction 
times, and memory span. Like Gal ton, however, they failed to 
devise ways of measuring the higher cogni ti ve processes which 
exemplify modern intelligence tests and which would have provided 
the correlations they sought in vain with criteria of academic 
achievement. 

Significant advances in mental testing soon followed, most notably 
in the seminal work of The Frenchmen Alfred Binet and Th. Simon 
(1905) who invented the first tests of higher cognitive 
processes. A careful reading of the frequently misconstrued 
theoretical position taken by these authors (Binet and Simon, 
1916) reveals that they conceived intelligence to be a global 
capacity of the mind, but that its nature was multi-facetted, 
including "nearly all the phenomena with which psychology concerns 
itself, sensation, perception ••• as much as reasoning" (p.42). This 
formulation differs substantially both from Galton's (1883) 
unitary general cognitive capacity and from the doctrine of 
independent faculties which, in different guises, dominated much 
of eighteenth and nineteenth century thinking. Instead of 
repeating the mistakes of earlier mental testers, Binet and Simon 
(1916) perceived that" ••• in intelligence there is a fundamental 
faculty •••• This faculty is judgement, ••• the faculty of adapting 
one's self to circumstances" (p.42). They channelled their efforts 
towards the measurement of this higher adaptive capacity based on 
judgement and reasoning. 

Analysis of the writings, testing strategy, and materials used by 
Binet and Simon (1916) indicates clearly that they held the view 
that the mental processes underlying intelligence are 
hierarchically organized. Intellectual development during 
childhood was considered to involve progressive adaptation to 
environmental demands by mastering successively higher forms of 
cognitive function until, in adolescence, the highest levels of 
judgement are attained. Unlike Galton, they emphasized the 
importance of environmental opportunity and learning in the 
development of intelligence. Their views, for the most part, are 
remarltably close to Spencer (1855) and differ in most important 
aspects from Gal ton (1883). Thus, like Spencer, they associate 
intelligence with a global entity, mind, not just its cognitive 
aspect. It is viewed as the maj or adaptive mechanism of the 
organism, capable of benefitting from experience. It· can be 
broken down structurally into successive hierarchical levels, 
which progress from the simple to the complex, corresponding to 
major epochs of development. 

This view seems a remarkable anticipation of contemporary 
developmental theories of intelligence, as exemplified in the work 
of Piaget (1964), Bruner (1957), Horn (1978), and others. These 
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theories all recognise quali ta ti ve discontinuities between stages 
of growth, which give rise to structural changes in intelligence 
over time. They also recognise the dual importance of innate and 
environmental factors in the development of intelligence. Yet for 
at least half a century, Galton's extreme hereditarian views held 
sway over the more subtle and complex perspectives of Alfred 
Binet, leading the ill-fated IQ movement, which grew out of the 
latter's tests, into eventual embroilment in fruitless social 
polemics and ultimately to public disrepute. 

The First Factor Model of Intelligence 

Most authors would agree that the next major advance in the 
development of cognitive psychology as a quantitative discipline 
came with Spearman's (1904; 1912; 1927) development of the 
statistical method of factor analysis and its application to the 
problem of defining the structure of human intelligence. 

Spearman (1904) was impressed by the potential he saw in Pearson's 
(1902) product-moment correlation coefficient which was a 
refinement of the earlier method of correlation proposed by Galton 
(1883). He saw it as a means of identifying the "hidden underlying 
cause" of the variations between individuals in mental function 
(p.74). He recognised that the coefficient of correlation between 
a pair of variables offered no basis f--ur inferring whether one 
variable was the cause or effect of the other, although either 
condition might conceivably obtain. He regarded it as more 
appropria te, however, following J. S. 11ill's fifth canon of the 
method of concomitant variation, that in the case of psychological 
variables the correlation coefficient should be interpreted as 
representing some common fact of causation, or common factor. 
Spearman recognised that by extending the measure of correlation 
between a pair of variables to an estimate of the common variation 
among a number of variables, it should be possible to discover the 
major common factors of the mind. 

This line of thought han been independently pursued in the USA by 
Cattell and his collaborators (Cattell, 1890; Wissler, 1901). They 
had analysed data from student samples tested on measures of 
simple sensory and psycho-physical processes. Their results led 
them to conclude that. t:herewas no evidence of a common factor 
underlying performance on the tests, or between test performance 
and academic achievement. Spearman (1904) criticised their work, 
chiefly on the grounds that their samples were too homogeneous to 
exhibit large variations in intelligence. He administered similar 
measures to more heterogeneous, although smaller samples of school 
children. His data were analysed with the aid of Yule's (1897) 
formula for partial correlation and a correction formula of his 
own for attenuation due to measurement error. The results 
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revealed correlations equal to unity, leading Spearman to conclude 
that he had demonstrated evidence of a common element underlying 
all the specific forms of intelligence assessed by the tests. He 
interpreted the common factor initially as general sensory 
discrimination. His conclusion was hotly contested by Thorndike 
(1909) who used apparently similar methods but came up with 
zero-order correlations, re-affirming his belief in the presence 
of distinct and independent intelligences. Clearly both 
investigators could not be right. Future research would reveal 
that the extreme discrepancy of results lay both in the choice of 
experimental design and in the use of statistical methods favoured 
respectively by Spearman (1904) and Thorndike (1909). As it would 
eventually transpire, neither contestant in the bitter debate was 
right. 

In the same year that the debate flared up, new results were 
published (Burt, 1909) offering qualified support for Spearman's 
position. Unlike Cattell, Spearman, Thorndike, and others who had 
until then used chiefly measures of simple sensory processes, Burt 
(1909) had taken account of Binet's (Binet and Simon, 1905) work 
and included in his study a wider variety of tests with a greater 
emphasis on the higher cognitive processes. He used modified 
statistical procedures in the analysiS of his data and produced 
correlations of less than unity, but significantly greater than 
zero. He concluded that the common variation in the test scores 
represented not the simplest common property of sensory 
discrimination, but the highest common factor. which was exhibited 
most clearly in those measures calling for logical thought and 
judgement. Spearman readily accepted this interpretation, 
building upon it in his own research. He recognised that in 
addition to a factor common to performance on all mental tests, 
there may be factors specific to each particular test, thus 
accounting for the correlations of less than unity. Three years 
later he formally propounded the famous two-factor theory of 
intelligence, crystallizing this view (Spearman and Hart, 1912; 
Spearman, 1914). The general factor, designated simply g to avoid 
unwarranted confusion with previous notions of intelligence, was 
considered to enter into all mental performance, but was most 
purely measured in tests demanding the higher cognitive functions 
of logic, judgement, and reasoning. The other factor, denoted s, 
did not enter into the correlations between pairs of tests, but 
reflected the residual variance specific to performance on each 
test. After fifteen years of development, refinement, and bitter 
controversy, Spearman (1927) published his definitive statement on 
the two-factor theory of intelligence in his classic book "The 
Abilities of Man". 

Al though this work was enormously influential at the time, a 
number of shortcomings in Spearman's (1927) formulation are 
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evident. For a start, his elegant statistical criterion for a 
hlo-factor solution, which stipulates that all the "tetrad 
differences" in the intercorrelation matrix must be equal to zero, 
was not always satisfied by the data (Burt, 1940). Hore important 
from the viewpoint of psychological theory, the data base on which 
the two-factor model was erected is far from adequate to support a 
comprehensive theory of intelligence. The tests on which most of 
his intercorrelation matrices are based represent a meagre sample 
of the potential universe of human cognitive processes. In fact, 
he relied mainly upon measures of scholastic achievement. A 
rather extreme interpretation of his general factor, g, is 
consequently that it represents no more than overall scholastic 
achievement in the British school system of the time. Certainly 
Spearman had little grounds for going beyond this -interpretation. 
Indeed, it is to his credit that he acknowledged he had no 
adequate explanation for the identity of g, allowing that it might 
represent merely" ••• some mathematical function of a large number 
of elements distributed by 'chance'" (Spearman, 1927, p.414). 

It might be observed, parenthetically, that this view is ominously 
similar to Galton's (1883) "atomic" theory of the mechanism by 
which his general cognitive capacity is inherited, and which gave 
rise to his belief that it mu,st be normally distributed. It is 
perhaps small wonder that Spearman's statistical factor, g, and 
Galton's theoretical construct, innate general cognitive capacity, 
became confused in the minds of many uncri tical applied 
psychologists. It requires only a small leap of imagination to 
fuse these two unrelated and equivocal formulations into the 
"scientific" justification often cited in support of popular IQ 
tests as measures of a unitary intellectual quantity, intelligence 
(e.g., Brody and Brody, 1976; tiatarazzo, 1976). 

Spearman's (1927) more venturesome hypothesis, that g represents 
some form of men tal energy, bears no relation to the empirical 
procedures used to derive iL At best, it serves as a vain 
attempt to resolve the mind-brain problem and enjoys no serious 
scientific support. His equally speculative characterization of 
the essence of g in terms of his three neogenetic principles of 
cognition (Spearman, 1923) was received with greater enthusiasm 
but remains, nonetheless, unsubstantiated to the present day. 
Moreover, it fails to account for the origin, structure, function, 
or development of g and is therefore of limited explanatory 
value. 

His treatment of the s factor, which implies that there are as 
many specific abilities as there are tasks to perform and that 
each is independent of the other, as well as of the general 
factor, is, to say the least, extremely unparsimonious. Hore 
recent evidence, based on better test batteries and improved 
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statistical procedures, suggests that the variance attributed by 
Spearman to g and s can be better accounted for by other models. 

A final criticism of the two-factor model as a comprehensive 
theory of intellectual structure arises from Spearman's (1927) own 
awkward recognition of the need to append a number of extra 
constructs, which could not be accommodated without disrupting the 
model's elegant simplicity. These are the lesser known cognitive 
factors Spearman also considered to be universal and to possess 
functional unity, notably general inertia (c) and general 
oscillation. A last factor, w, was also considered to enter into 
all cognitive performance and its estimation, but was not in 
itself supposed to be cognitive. It was interpreted tentatively 
as 'self-control' (p.413). 

Hierarchical Structure of the Hind 

One of the most industrious and prolific of Spearman's former 
students was Cyril Burt, whose prodigious outflow of publications 
spans over six decades. Some of Burt's writings, particularly 
those bearing on the nature/nurture issue, have recently become 
the subject of a major public scandal (e. g., Dorfman, 1978) and 
no longer merit serious scientific consideration. But much of his 
earlier work on factor analysis has been left untouched by this 
ignominious debacle and will be considered here. Even if his data 
cannot be trusted, his methodological and theoretical 
contributions have had a significant impact on the quantitative 
study of intellectual structure and are pertinent to the present 
theme of discussion. 

Burt's (1949) model of the structure of the mind developed from an 
interesting amalgam of the views of the major theorists considered 
in the preceding sections. From Spencer (1855) he took his 
central notion of a hierarchically organised intellect in which 
mental processes are located on structurally distinct levels 
corresponding to reflexes, sensations, perceptions, associations, 
and relations. Like Galton (1869) he distinguished between 
cognitive, conative, and affective aspects of the mind. He also 
chose to define intelligence in Gal ton's narrow sense of innate 
general cognitive ability and he interpreted the theoretically 
normal distribution of intelligence as evidence for its hereditary 
determination. Following the work of Binet and Simon (1905) he 
became convinced of the practical utility and theoretical 
significance of sampling mainly the higher cognitive processes in 
tests of intelligence (Burt, 1914). From his chief mentor, 
Spearman, he acquired the conviction that the most fruitful means 
of studying the structure of the mind was by factor-analytic 
methods. He was not wholly convinced, however, that Spearman's 
(1927) two-factor model of g and s was the best means of 
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accounting for the variance in tables of intercorrelations based 
upon mental test scores. 

In the decade or so following Spearman's (1927) classic 
publication, major modifications and improvements had been made to 
his factor-analytic method, culminating in a series of important 
extensions to the basic mathematical model (Thurstone, 1935; 
Holzinger, 1937; Thomson, 1939; and Burt, 1940). Burt's ( 1940) 
approach to the problem of factor analysis, in particular, was 
inspired by the findings of Stephenson (1931) and EI Koussi (1935) 
which pointed to the presence of major group factors of 
intelligence distinct from g and s. Their data supported Burt's 
(1919) earlier hypothesis, following Spencer (1855), that the mind 
would exhibit a hierarchical structure, with group factors located 
on ~uccessive levels of generality intermediate between g and s. 
This hypothesis was strongly augmented by the work of HacDougal 
(1932) whose thinking was based in physiology. He argued that, as 
the individual evolves, new sUb-systems of abilities gradually 
form and become differentiated from the initial general 
structureless state. These acquire a certain functional autonomy, 
yet remain integral sUb-systems of the brain's global capacity. 
The progressive differentiation of abilities follows the course of 
maturation of major physiological structures, or sub-systems in 
the brain. ·These support, respectively, reflex, sensori-motor, 
perceptual, associative, and· relational processes or functions. 
r1acDougal (1932) acknowledged the heavy dependence of his theory 
on the original formulation of hierarchical structure outlined by 
Spencer (1855). 

Burt (1945) was later to give a clear exposition to the proposed 
mechanism by which the mind becomes hierarchically structured. 
His formulation has become known as the differentiation hypothesis 
of intellectual development. A considerable volume of support for 
this hypothesis, in its various forms (e.g., Garrett, 1946) has 
been garnered in independent studies over the past several 
decades. These have been comprehensively reviewed by Reinert 
(1970) who concludes that there is sufficient evidence to indicate 
the existence of age-related changes in the factorial structure of 
intelligence, but tha t the data do not yet permit a clear-cut 
description of the nature of the changes. 

In 1949 Burt published his major theoretical statement on the 
hierarchical structure of the mind. It represents a formidable 
integration of theory, method, and empirical results based on 
factor-analytic studies. He recognised evidence for the presence 
of at least 18 group factors, which could be located on successive 
hierarchical levels beneath the general factor, g. This in turn 
he identified as innate, general cognitive ability, a sub-set of 
the larger totality, mind. On the simplest level were factors 
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associated with sensory processes of sight, hearing, smell, touch, 
and kinesthesis. On the next level he loca ted factors 
representing perceptual and complex perceptual-motor processes. 
Factors at the next level, termed intermediate, represent 
associative thinking processes classified according to either form 
(e.g., productive association) or context (e.g., verbal, 
ari thmetic, practical/spatial/mechanical). On the highest level 
he located relational cognitive processes as involved, for 
example, in scientific or logical thinking on the one hand, and in 
artistic or aesthetic judgement and appreciation on the other. 

Although Burt's (1949) work falls short of the rigorous standards 
of modern factor-analytic research on many counts, his general 
model has served as a rich source of hypotheses for subsequent 
empirical verification and refinement. The powerful influence of 
his hierarchical model is still felt, albeit in modified form, in 
most currently prominent theories of intellectual structure based 
upon factor analysis (e.g., Vernon, 1959, 1961; Cattell, 1971; 
Horn, 1978; Royce, 1977). Factor analysis of the intercorrelations 
among sub-tests of widely used IQ tests such as the Wechsler Adult 
Intelligence Scale (I-TAIS) has revealed not a unitary intellective 
factor, but an hierarchical arrangement of abilities (Uallbrown, 
Blaha and Vherry, 1974). Even the most outspoken· and longstanding 
adversary of hierarchical theories of intellectual structure, J.P. 
Guilford . (1967; 1971) has capitulated in his most recent public 
statement (Guilford, 1980) conceding that the weight of available 
evidence favours a hierarchical interpretation. The principles of 
hierarchical organisation have been retained in theories of mental 
abilities which transcend factor-analytic methods (e.g., 
Sternberg, 1979) and which strive to integrate research findings 
from many disparate disciplines (e.g., Koestler, 1979). 

~1uch of Burt's work after publication of his benchmark paper of 
1949 was devoted to adducing evidence for his belief in the 
hereditary determination of the general factor at the apex of the 
intellectual hierarchy. The recently published authoritative 
biography of Cyril Burt by Hearnshaw (1979), who had access to 
Burt's own diaries, confirms that Burt perpetrated systematic 
fraud from about 1950 onwards. Data from his twin studies, in 
particular, are worthless. Burt's (1949) hypothesis that the 
general factor in his data rna trices represents innate cogni ti ve 
ability remains unfounded and recourse must be had to other 
sources in search of a resolution to the nature/nurture issue in 
:!ptelligence. 

Primary Hental Abilities 

Hhile Burt's (1949) model was acclaimed by British psychologists 
as a promising rapprochement between Spearman's (1927) two-factor 
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theory and the growing evidence of group factors independent of g 
but more general than the specifics, it failed to satisfy many of 
the criteria necessary for a convincing scientific theory of 
mental structure. Not least, the factor-analytic procedures 
favoured by Burt lacked the desired degree of objectivity. His 
method of factor extraction leads inevitably to a hierarchical 
interpretation of the data with a general factor accounting for 
the greatest proportion of the variance. Factors beneath the 
general factor necessarily have both positive and negative 
loadings, making interpretation very problematic. Furthermore, 
his method allows only for the extraction of orthogonal factors, 
imposing unwarranted constraints upon interpretation and 
foreclosing the possibility of studying relationships that might 
exist among intellectual dimensions. 

These and other shortcomings had been foreseen early on by L.L. 
Thurstone (1931), working at the University of Chicago in America, 
where he developed the statistical method of multiple factor 
analysis. As is often the case with important scientific 
developments, there were several independent precursors to 
Thurstone's formulation. According to Burt the essential idea of 
multiple factor analysis was clearly set out by the British 
statistician Karl Pearson in the first decade of the century, but 
was never followed up. The same principles were independently 
discovered and further developed by Garnett (1919) in an article 
published in the proceedings of the Royal Society. At about the 
same time American mathematicians were developing the methodology 
for principal components analysis, which Truman Kelly (1923; 1928; 
1935) extended into multiple components analysis and applied for 
the first time to mental test data. 

Yet there is general consensus that it was Thurstone's (1931; 
1933; 1935; 1947) clear exposition of multiple factor analysis and 
its largescale application to psychological test data (Thurstone, 
1936; 1938; 1944) that heralded a major turning point in the 
history of differential psychology. Henceforth the centre of 
developments shifted from the prestigious London group to America 
where it has remained to the present. 

Thurstone's (1924) early views on the nature of intelligence 
developed, in part, as a reaction against mechanistic S-R theory. 
He viewed all mental life as action in the process of being 
formulated. He saw the origins of cognitive behaviour within the 
individual rather than as a response to external stimuli. He 
argued that the behaviourists' sequence of 
stimulus-person-response should be reformulated to read 
person-stimulus-response. This last insight has only recently 
regained currency in cognitive psychology, where it has been 
independently rediscovered, for example, by Tyler (1978) as the 
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basis of her theory of individuality and personal choice. It also 
occupies a central position in some, but not all modern theories 
of information processing. Thurstone's extensive experience at 
the Carnegie Institute of Technology, with problems in educational 
and vocational prediction, greatly influenced his impatience with 
a single overall index of general intelligence. According to his 
biographer (Wood, 1962) he considered such indices as the IQ to be 
a "hodge-podge of unknown abilities combined at unknown weights". 
He was similarly disenchanted with other central concepts in the 
popular view of intelligence at this time. He exposed serious 
flaws in the rationale of the mental age concept (Thurstone, 1926) 
and rejected the pseudo-axiomatic assumption of Gaussian 
distributions underlying mental traits (Thurstone, 1927). 

Against this background of his developing views on intelligence, 
the impetus for his methodological innovations must be seen, at 
least in part, to have arisen as a reaction against the 
restrictive confines of Spearman's (1927) theory of g and sand 
the methodology that evol ved around it. Central to Thurstone' s 
whole approach was a spirit of rigorous empiricism, founded on the 
premise that data must be permitted to guide theory development, 
subj ect to the accepted scientific pril\ciples of parsimony and 
objectivity. Instead of addressing him$elf to the debate on 
whether a table of correlation co-efficlents supported mainly a 
general factor, mainly group factors, or some compromise between 
the two, he reformulated the basic factor-analytic problem. The 
central question for Thurstone was to determine how many factors 
need be postulated to account for the observed correlations. It 
was left to his method to determine whether the resultant factors 
should be construed as common or group, broad or narrow. In the 
course of developing his technique he introduced s~veral major 
extensions to the basic factor-analytic method, including the 
concept of communalities, the notion of rotating. the reference 
frame, the departure from orthogonality to admit oblique 
references axes, the procedures for second-order factor analysis, 
the principle of factorial invariance and, above all, the crucial 
idea of simple structure (Thurstone, 1940; 1947). 

Thurstone (1936; 1938) first applied his method of multiple factor 
analysis to a matrix of intercorrelations among 56 tests that had 
been administered to 240 students at the University of Chicago. 
Instead of one general factor, his method revealed nine separate 
factors, seven of which could be readily interpreted. He 
identified the factors as spatial ability (S), perceptual speed 
(P), number facility (N), verbal meaning (V), rote memory (M), 
word fluency (W), and inductive reasoning (I). 

The rema1n1ng factors he identified tentatively as deductive 
reasoning (D) and a restriction factor (R). A subsequently applied 
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oblique rotation of the reference frame, guided by the criterion 
of simple structure (Thurstone, 1940) revealed low positive 
correlations among all but the two verbal factors (V and W) which 
were more substantially correlated. 

Thurstone (1938) labelled his factors the primary mental abilities 
(PMAs) arguing that his statistical procedures justified, for the 
first time, a scientific interpretation of factors as real 
functional and causal entities. He was nonetheless cautious not 
to intimate that his abilities were necessarily primary in any 
ultimate neurological sense, nor that they should be regarded as 
empirically irreducible. He fully acknowledged the effects that 
sampling variables, both in terms of subj ect selection and test 
selection, might exert on the final factor solution. For the same 
reason he never claimed his list of PHAs was exhaustive of the 
potential repertoire of human abilities. 

At first it seemed that Thurstone's (1939) results constituted a 
mortal blow to the British theory of g. A possible reconciliation 
was soon perceived, however, by R.B. Cattell (1941) who suggested 
that g might be obtained as a second-order factor among 
Thurstone's primaries. Until then no sui table methodology had 
been developed for second-order factor analysis, largely because 
prior to Thurstone no one had seriously entertained the notion of 
correlating factors at the first order. 

In a subsequent study (Thurstone and Thurstone, 1941) the notion 
of oblique factors was taken an important step forward. It was 
argued that the maintenance of orthogonality among factors 
amounted to the imposition of an unnecessary and arbitrary 
mathematical constraint. From a scientific point of view it 
seemed more reasonable to expect that abilities might be 
correlated with one another, especially in particular experimental 
samples, but potentially also in the general population, just as 
the distinct physical attributes of weight and height tend to be 
correlated. The Thurstones accordingly left it to the data to 
determine whether and to what extent their factors would be 
correlated. The final solution to the factor rotation problem was 
left to the criterion of simple structure, which ensured a 
mathematically unique and scientifically meaningful solution. 

In this study (Thurstone and Thurstone, 1941) ten factors were 
extracted from the intercorrelations among 60 tests administered 
to 710 eighth-grade children. The factors were rotated to an 
oblique simple structure. Cosines of the angular separations 
among the reference axes indicated substantially higher 
correlations than those found among primaries in the adult 
sample. Nevertheless the initial PHAs of N, 1JT, S, V, H, I, and P 
seemed to have been replicated in the sample of school children, 
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with minor differences in the patterns for different age groups. 
A second-order analysis of the correlations among the six most 
stable primaries (N, W, S, V, M, I) suggested that a single factor 
was sufficient to account for the common variance. The verbal and 
inductive primaries had the highest loadings of the second-order 
factor, while rote memory had the lowest loading. The factor was 
interpreted tentatively as a second-order general factor, which 
only further research in different samples, using independent 
tests, could corroborate or refute as a universal intellective 
factor analogous to Spearman's g. 

In principle, at least, there thus seemed grounds for a resolution 
to the seemingly disparate British and American results, with the 
important concept of hierarchical organisation offering the 
framework needed for a theoretical reconciliation. Henceforth 
emphasis shifted from direct attempts to clarify the nature of the 
hypothetical construct, g, to the seemingly more profitable 
enterprise of uncovering the full range of primary mental 
abili ties. The question of second-order factors was relegated, 
for the time, to a position of lesser importance. 

TAXONOHIC SYSTEHS OF COGNITIVE PERFORMANCE 

The Search for a Taxonomic System 

The success of Thurstone"s early PMA studies led to the mounting 
of a large-scale search in pursuit of further primary abilities. 
At first, particular domains of cognitive behaviour, such as 
memory, verbal, perceptual, or spatial were systematically 
explored and new abilities were uncovered (e. g., Thurstone, 1944; 
Thurstone, 1950; Adkins and Lyerly, 1952; Pemberton, 1952). But as 
Thurstone's general approach became more widely known and his 
techniques more readily available beyond hi~ laboratory, the 
search became less co-ordinated and more frenzied. Many new 
factors were thrown up, often as trivial by-products of studies 
with somewhat different aims. Often factors failed to emerge in 
independent attempts at replication, remaining specific to the 
particular data matrices that produced them (French, 1951). The 
clear perspective Thurstone had brought to bear on the problem of 
defining the ability domain clouded with his passing in the mid 
nineteen fifties, becoming progressively more confused by the 
clumsy efforts of less competent researchers. 

A notable exception to the, vogue of haphazardly proliferating 
ability factors that swept through the nineteen fifties and early 
sixties is to be found in the ambitious but co-ordinated research 
programme of J.P. Guilford (1956; 1967) and his many collaborators 
a t the Uni versi ty of Southern California. Guilford's well-known 
three-dimensional model of the structure-of -intellect (S-I) was 
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put forward in an attempt to bring order to the disarray that was 
rapidly overtaking the field of abilities research. The model 
arose partly as a systematic summary of empirical results Guilford 
had amassed in the course of his work in the American Armed Forces 
during the Second \'Torld l'lar. But it was influenced to a great 
extent also by his intui ti ve insights and personal philosophy 
regarding the nature of human intellect. It is due to this 
element of arbitrariness underlying his principles of 
classification, that the model has never enjoyed the degree of 
acceptance accorded earlier to Thurstone' s primary mental 
abilities. 

Guilford's (1956; 1967) basic model comprises a cube defined by 
three dimensions he terms operations, products, and contents. He 
identifies five operations, namely cognition, memory, di vergent 
production, convergent production and evaluation; six products, 
namely units, clas ses , relations, systems , transformations, and 
implications; and four contents, called figural, symbolic, 
semantic, and behavioural. The result is a three-way matrix of 
120 cells each determined by a unique combination of operations, 
products, and contents. Each cell is considered to represent a 
unique intellectual ability. In some cases more than one ability 
per cell has been found, particularly when more than one sense 
modality (e.g., visual or auditory) is involved. 

An important and highly controversial feature of the model is that 
the cells are treated as strictly orthogonal. This carries the 
implication that the intellect is composed of well over a hundred 
mutually independent abilities. For many this notion stretches 
scientific credulity too far. Horeover, it is at variance with 
the enormous weight of research findings from beyond Guilford's 
laboratory which points, with remarkable consistency, to a picture 
of significantly fewer, positively correlated ability factors 
(e. g., French, Ekstrom, and Price, 1963; Horn, 1976; Kline, 1979). 
One constructive critic of the S-I model (Varela, 1969) has 
proposed the interesting idea of replacing Guilford's cube with a 
cylinder to represent the closer relationships among factors. In 
a very recent statement, Guilford (1980) has relented in his 
insistence on orthogonality, allowing that factors may be 
correlated, indeed, in the real world. He does not see this 
admission as a criticism of the S-I model, however, preferring to 
view his model as the best available framework for constructing a 
hierarchy of abilities. 

But the fundamental criticism remains that the initial principles 
of classification are derived largely on a priori grounds and are 
arbitrary. Alternative taxonomic principles have been proposed by 
other writers, notably Eysenck (1953; 1967), Guttman (1954; 1964) 
and Humphreys (1961) 'lhich are no less valid but have been 
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subjected to far less empirical verification and have not had 
anything like the same impact on research in related areas of 
psychology. Indeed, one of the greatest strengths of Guilford's 
S-I model is its richness as a source of ideas for stimulating new 
research. Hence, in recent years attention has been directed at 
exploring the relations between S-I concepts and 
information-processing theory (Guilford and Tenopyr, 1968; 
Guilford and Bradley, 1970), while Hichael (1968), Dunham and 
Bunderson (1969), and others have examined relationships between 
S-I factors, learning, and instruction methods. Guilford (1979) 
has recently provided a useful summary of these applications of 
the S-I model to more general problems in cognitive psychology. 

It can be expected that the S-I model will continue to exert an 
influence on research at the interface between human abilities and 
other domains because of its convenient, logical dimensions. But 
as the basis for a theory of human intellect it has been found 
sterile and wanting in empirical support. In a major summary of 
work on the 8-1 model, Guilford and Hoepfner (1971) claim to have 
found support for a large number of the factors expected to fill 
the 120 cells. Yet few critics have been willing to accept the 
S-I factors as referents for meaningful abilities (e. g., Vernon, 
1964; 1969b). Humphreys (1962) deplores Guilford's claim to have 
produced more factors than Thurstone (1938) had tests, due to the 
widespread view that the latter had sampled the ability domain 
carefully. Humphreys accuses Guilford of blowing up trivial or 
specific variance into factors by artful inclusion of closely 
similar tests. The critical evaluations of Horn (1967; Horn and 
Knapp, 1973) have exposed fundamental shortcomings in the 
factor-analytic methodology favoured by Guilford and his 
colleagues in seeking to verify their factors. In particular, 
their Procrustean methods of target rotation have been shown to 
provide no better support for factors predicted on the basis of 
the S-I model than for predictions from random models (Horn and 
Knapp, 1973). 

Alternative Systems of Classification 

Summaries of factor studies in the abilities domain by reviewers 
outside of Guilford's laboratory recognise support for 
significantly fewer primary abilities (French, Ekstrom, and Price, 
1963; Pawlik, 1966; Horn, 1976; Kline, 1979). These reviewers 
would probably concur in settling on no more than about 30 and 
perhaps fewer established primary factors. Not all of these would 
be regarded as useful or widely applicable in the real world 
(Vernon, 1979) but they are nonetheless important from a 
scientific viewpoint. Host revie.Ters are also agreed that one of 
the most consistent findings in the psychometric literature is the 
positive manifold, or oblique structure among ability factors, as 
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predicted by Thurstone. This is in sharp contrast to the 
orthogonal structure artificially imposed by Guilford as a 
mathematical constraint on his data. The positive correlations 
among ability factors should not be overhastily interpreted, 
however, as conclusive evidence of the pervasive influence of a 
general factor (g) at the second-order level. This remains an 
open question for empirical investigation. It is equally well 
established that correlations of near zero between particular 
pairs of tests, or factors, are frequently found. Moreover, the 
pattern of correlations among ability tests is known to vary 
somewhat as a result of sampling differences and test selection, 
leaving the question of factorial invariance over populations an 
open one. 

The above considerations should serve to emphasize that the search 
for a good taxonomic system in the realm of human abilities is no 
mean task. 

Eysenck (1953; 1967) is one of the first to have attempted the 
construction of an al terna ti ve and more parsimonious system to 
replace the 8-I model. Like Guilford, he distinguishes among 
three major principles of classification, but he does not divide 
his resulting cube into mutually exclusive cells, or 
compartments. On one axis he distinguishes among different types 
of mental processes, such as reasoning, memory, or perception, 
based largely on Thurstone's (1938) PMAs. Along the second axis he 
recognises a distinction among different types of test materials, 
or task materials such as verbal, numerical, or spatial, again 
being guided by Thurstone's results. His third dimension reflects 
differences in the quality of response demanded. The major 
distinction here is between speed and power, following the 
insightful but complex work of Furneaux (1960). Eysenck' s model 
appears to hold considerable merit as a more dynamic 
representation of the way different components of a task influence 
cognitive performance. But it was designed mainly with a view to 
explaining the determinants of scores on omnibus intelligence 
tests and to serve as the basis for constructing more effective 
tests. Unfortunately it has not been followed up by systematic 
research and evaluation. 

A different system for classifying cognitive performance has been 
proposed by Guttman (1954; 1964) within the framework of his facet 
theory of intelligence. Although his model does not derive 
directly from factor-analytic results, it has been strongly 
influenced by this tradition of research and warrants brief 
mention here. Guttman (1950) seems to be one of the few to have 
heeded Thurstone's (1947, p.xiii) recommendation that a non-metric 
form of analysis, yielding rank order data, might be ultimately 
more suited to the problem of studying the structure of 
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interrelations among intelligence tests. Application of his 
non-metric smallest space analysis (SSA) (Guttman, 1968) to data 
taken from Thurstone and Thurstone (1941) and Thurstone (1938) 
suggested that the space defined by the interrelations among tests 
could be described with reference to a roughly conical structure 
called a circumplex. This space is stratified cross-sectionally 
into a series of roughly concentric circles. Successive strata 
represent qualitative differences in test demands along a 
continuum Guttman (1965) characterises as varying from analytic at 
the core, to achievement at the circumference. The distinction 
between analytic and achievement depends on the nature of the 
relations that must be cognised by the test subject in order to 
produce a correct answer. Analytic relations are rule inferring 
and closely parallel Spearman's (1923) eduction of relations, 
while achievement relations are rule applying and resemble 
Spearman's eduction of correlates. The circumplex is divided 
radially into segments corresponding roughly to what Guttman 
(1965) calls languages of communication. These are analogous to 
the distinction in Eysenck's (1953) model among types of 
materials, notably verbal, numerical, and spatial/pictorial. 

Guttman (1967; Guttman and Schlesinger, 1966) ackno"lledges many of 
the limitations inherent in his model. Particularly, that facet 
analysis cannot be applied to all kinds of tests and that the 
logical distinction between analytic and achievement items may not 
always be paralleled by a psychological distinction at the process 
level. 

A somewhat related model has been proposed independently by 
Humphreys (1962) who acknowledges the dependence of his thinking 
on the initial stimulation he received from Guttman's (1954) 
formulation of facet theory. Humphreys' facet model in some 
respects also resembles earlier work by Godfrey Thomson (1939) and 
E.L. Thorndike, to both of whom he gives credit. Like their 
conceptions of mental structure, however, it is of no more than 
heuristic interest. It amounts to an a priori set of logical 
principles (facets and elements) for classifying mental tests or 
for designing new ones. Little empirical work appears to have 
been stimulated by this model and it has not been systematically 
pursued by Humphreys. As in the case of the arbitrary 
classification schemes of Guilford and Guttman it is doubtful 
whether even extensive empirical research would establish 
Humphreys' (1962) taxonomic system as a useful scientific 
representat{on of the organisation of human abilities. 

Higher-order Systems of Abilities 

\Ifhile Guilford and his many followers concentrated chiefly on the 
extension of Thurstone's list of primary abilities, R.B. Cattell 
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and his adherents have done more than any other group in 
developing Thurstone's notion of second- or higher-order structure 
among abilities. From the published literature it is difficult to 
determine who deservescredi t for first proposing the idea of 
second-order factor analysis. Cattell (1971) claims priority 
dates back to his paper delivered to the 1940 annual meeting of 
the American Psychological Association (Cattell, 1941) which paved 
the ground for a reconciliation between the seemingly antithetical 
perspectives of Spearman (1927) and Thurstone (1938). Be that as 
it may, the first published application of second-order analysis 
is by Thurstone and Thurstone (1941). 

Although the Thurstones took out only one factor at the 
second-order, Cattell's (1941) hypothesis was that there should be 
two. This hypothesis was more fully developed in a subsequent 
paper (Cattell, 1943), and has since become known as the theory of 
fluid and crystallized intelligence. 

Ironically, the introduction of this theory coincided with the 
presentation in 1941 by D.O. Hebb (Hebb, 1942) of an independently 
deri ved but very similar set of conclusions, pointing to the 
likelihood that two distinct concepts of intelligence should be 
recognised. Hebb's theorv, based on evidence from clinical 
neurology, proposed that an innate genotypic potential, termed 
intelligence A, should be distinguished from the phenotypic 
expression of realized intellectual capacity, termed intelligence 
~. Cattell (1963; 1971) has summarized the major similarities and 
differences between his theory and that of Hebb. Perhaps the most 
important difference, from the viewpoint of theory testing, is 
that both of Cattell's constructs can be directly assessed, 
whereas neither of Hebb's constructs can be measured 
independently. For this reason Cattell's theory has attracted 
wider scientific interest than Hebb's and has stimulated a greater 
volume of research. 

It seems strange at first sight, therefore, that the theory was 
left dormant for two decades follo.ling its announcement, before 
being actively pursued. The reason for this, as Cattell (1963) 
suggests, is that a critical experiment to test the theory had to 
awai t crucial methodological developments in factor analysis and 
psychometrics. A somewhat related reason is that the theory's 
major proponent became engrossed, during the intervening period, 
in pioneering explorations of personality structure. 

In its original formulation the structural theory of fluid and 
crystallized intelligence states that in a comprehensive sampling 
of human abilities, the effects of two major cognitive dimensions 
can be discerned. One of these, fluid intelligence (Gf) is a 
close behavioural correlate of basic neural-physiological 
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capaci ty, as laid down initially by heredity and intra-uterine 
influences. Gf is not a direct referent for innate potential in 
the sense of Hebb's (1941) intelligence A, but reflects rather a 
pattern of behaviour resulting from the interaction of this 
potential with environmental-developmental influences common to 
members of any society. Crystallized intelligence (Gc) on the 
other hand, represents the level of cognitive development attained 
through accumulation of knowledge, skills, and strategies in the 
course of acculturation. A primary agent in the development of Gc 
is therefore formal learning in the context of education, whereas 
Gf is to a greater extent dependent on the incidental learning 
opportunities available in virtually any human culture. 

Cattell (1963) is at pains to point out that Gc is not the same as 
general scholastic achievement (V ed) nor should Gf be equated 
with the Burt-Vernon group factor, K, practical intelligence. 

Under lying both Gf and Gc are wha t Spearman ( 1923 ) termed the 
eduction of relations and eduction of correlates. Cattell 
considers the basic processes involved to depend upon two general 
concepts, identified respectively as anlage functions, reflecting 
the perceptual limits of an individual and generalised solution 
instruments or aids. Examples of anlage functions would include 
Spearman's (1923) span of apprehension, Hearnshaw's (1964) 
temporal integration, or Guilford's (1967) adaptive flexibility. 
Aids are likened to Harlow's (1949) learning sets, Piaget's (1946) 
opera tions, and to Bruner's (Bruner, Goodnow, and Austin, 1956) 
strategies. Aids are considered to range along a continuum from 
those that are essentially personal, idiosyncratic cognitive 
techniques, to those which have become the common possession of 
members of a culture. Aids may also range from those which 
virtually everyone has an opportunity to acquire, to those 
accessible to relatively few individuals, who have gained exposure 
to highly selective, usually organized, learning situations such 
as courses in advanced mathematics or musicology. 

The principal theoretical distinction between Gf and Gc has to do 
with their location in this latter continuum. Although both 
involve anlage functions and aids, Gf reflects relatively greater 
influence of anlage functions, coupled with aids of an 
idiosyncratic nature relevant to the immediate environmental 
situation. On the other hand Gc reflects relatively more use of 
previously acquired aids and concepts available in memory stores. 
Moreover, the aids involved in Gf derive from relatively universal 
human experiences, whereas those in Gc are more specifically tied 
to a particular culture or socialization programme. 

In the early nineteen sixties Cattell (1963) undertook a study he 
believed to constitute a critical check on the fluid-crystallized 
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theory. The design of the experiment called for second-order 
factorization of the first-order factors found among a battery of 
culture-fair and culturally-embedded ability tests, together with 
a disproportionate number of non-ability variables. The latter 
were intended as markers for well established personality factors 
wi th a known structure at the second-order level (Cattell and 
Beloff, 1959). They were not of direct theoretical interest but 
were included in the design of the study for methodological 
reasons associated with factor rotation. Culture-fair measures 
included four perceptual tests from Cattell's (1957) IPAT 
Culture-fair Intelligence Scale 2a. Thurstone' s PMA battery was 
used for measures of five culturally-embedded primary abilities, 
notably V, N, I, Sand W. The latter two were considered 
relatively less culturally saturated and consequently likely to 
involve significant amounts of both Gf and Gc. The sample 
consisted of 277 junior high school boys and girls from Illinois. 
Altogether 44 variables were intercorrelated. Twenty-two primary 
factors were extracted and rota ted to oblique simple structure. 
Intercorrelations between the primaries were determined from a 
transformation matrix and submitted to factoring at the second
order level. Four personality and two ability factors were 
identified at this order. The ability factors corresponded to the 
expected nature of general fluid and general crystallized 
intelligence. The former was defined by the culture-fair subtests 
plus space .,hile the latter involved the four remaining PHAs, 
notably V, N, \rT, and 1. 

A subsequent study by Horn and Cattell (1966) using an adult 
sample brought further refinement to the definition of Gf and Gc. 
New evidence was brought to bear on four further general factors 
at the second-order level. These were identified as general 
visualization, fluency of retrieval, speediness, and carefulness. 
Positive manifold for the intercorrelations among the six 
second-order ability factors was interpreted as indicating "a 
social fact of interdependence between intra-person and 
environmental influences determining behavioural attributes" (Horn 
and Cattell, 1966, p. 253). 

The work of Horn (1966) and Horn and Bramble (1967) provides 
further support for the six broad cogni ti ve dimensions at the 
second-order level. Furthermore, their study was designed to 
assess the short-term stability of the factors as a check on their 
trait status. Tests were administered to the same subjects on ten 
separate occasions over five days. Special analyses were used to 
distinguish trait from state variance. Other than general 
speediness, all expected factors appeared in the analyses and all 
manifested substantial trait variance. Tests for fluid 
intelligence showed relatively more day-to-day covariation than 
crystallized measures, however, revealing some of the properties 
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associated with psychological states. The short-term fluctuations 
in fluid ability were interpreted as evidence for its closer 
dependence upon basic neurophysiological processes. 

On testing the lower limits of applicability of his theory Cattell 
(1967) found fluid and crystallized dimensions operating as 
distinct abilities as early as five to six years of age. This 
study also revealed a dimension resembling general visualization. 
Independent researchers have since produced evidence that the 
theory holds up in different socio-economic classes (Schmidt and 
Crano, 1974) in other national groups at a variety of ages 
(Undheim, 1976; 1978) and in a broad cross-section of distinct 
cultural populations (Hakstian and Vandenberg, 1976). 

The weight of evidence in support of Cattell's structural theory 
of higher order ability organisation is impressive. Yet it would 
be vastly premature to accept the theory as a valid representation 
of the structure of human abilities. At best it is aimed in the 
right direction, but, it is still at a very early and tentative 
stage of development. In its most comprehensive elaboration to 
date Cattell (1971) introduces maj or revisions and extensions, 
adding many new insights, hypotheses and technical terms. The 
outcome, known as the triadic theory of intelligence, has now been 
part of the psychological literature for a decade, but much of it 
has yet to be subjected to empirical verification. Influential 
critics such as Vernon.(1979) and Guilford (1980) view its basic 
tenets with scepticism and choose to dismiss a good deal of 
Cattell's theorising as fanciful. Others, most notably Horn 
(1978) accept it in better faith as the best available system for 
integrating present knowledge and guiding future research in the 
realm of human abilities. 

STABILITY OF COGNITIVE STRUCTURE 

Life-span Changes in Cognitive Structure 

For any model of intellectual structure to have an impact on the 
psychology of cognition as a whole, provision should be made for 
relating structure to function and for encompassing both within a 
developmental framework. How do certain structural features 
evolve, what are the underlying mechanisms arid processes and to 
what extent do they become modified over the life-span? these are 
questions to which only some of the structural models considered 
in the preceding chapters have been addressed. Burt (1949; 1954) 
for example, developed his hypothesis of intellectual 
differentiation to explain the increasing structural complexity 
that accompanies growth during the childhood years. Thurstone and 
Thurstone (1941) were less explicit about the mechanisms of 
differentiation, but were equally ready to acknowledge that 
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structural changes take place during childhood development. 
Guilford's 8-I model wi th its mutually exclusi ve factors 
explicitly ignores the question of structural development. Only 
Cattell's (1963) fluid-crystallized theory and its extension in 
the form of triadic theory (Cattell, 1971) directly accommodate 
the question of development over the entire life-span, from birth 
to death. Host prominent developmental theories of cognition, 
conversely, pay little or no attention to the adult years and take 
insufficient account of the problems of structure as understood 
and explicated in the literature of differential psychology 
(Reinert, 1970). 

One of the most indefatigable and insightful reviewers of the 
Ii tera ture on human abilities and their structural development 
over the life-span is Cattell's former student and collaborator, 
J.L. Horn (1968; 1970; 1976; 1978). In a major review of research 
on the life-span development of human abilities prior to 1970, 
Horn (1970) attempts to draw together the threads of evidence from 
over six hundred studies. He is forced to acknowledge that the 
data are replete with inconsistencies, paradoxes, and unresolved 
issues. Yet certain broad consistencies are apparent that 
transcend sampling, theoretical and methodological differences 
across studies. 

Perhaps the most notable consistency bears on the finding of ~ 
process of structural change in the composition and expression of 
human intellect over the life-span. There is broad agreement 
across researchers that the infant years (approximately the first 
two years of life) are characterized chiefly by the development of 
sensorimotor alertness (Bayley, 1943; Piaget, 1936; 1946; Hunt 
1961 ). Transfer learning (Ferguson, 1954; 1956) and even 
trial-and-error learning appear to be unimportant influences on 
development during this period. Classical conditioning and 
frequent repetition appear to be the principal factors producing 
growth and change. Ability measurements taken during this period 
show generally low correlations, sometimes even nega ti ve, with 
measures taken during later periods of life. 

The next phase of development appears to centre around the 
formation and attainment of basic concepts, or what Cattell (1963) 
has described as the acquisi tion of generalised solution 
instruments or aids. This activity begins some time during the 
second year of life and continues essentially throughout the 
life-span. But is is most prominent and intensive in the age 
range from two to six years (Hofstaetter, 1954). This period 
corresponds roughly to the preconceptual phase of the second major 
stage in the Piagetian scheme. Use is made primarily of 
perceptual processes for exploring and knowing the world. At 
first objects are represented idiosyncratically in terms of what 
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might be called symbols. Gradually these become integrated with 
one another as complex symbol systems are formed. This process is 
facilitated by the simultaneous and interdependent development of 
language. Transfer learning plays an important role in the growth 
and structural evolution of intelligence during this period. The 
greater portion of reliable variance in measured abilities at this 
stage comes from tests of the processes implied in the 
Ca ttell-Horn notion of fluid intelligence. Substantial positive 
correlations are found with measures taken later in life, although 
these become progressively weaker as age increases. 

Cognitive development and accompanying changes in intellectual 
structure are marked during the childhood years. From about age 
nine to fifteen emphasis shifts from the acquisition of basic 
concepts and aids and the mastery of language to a phase of growth 
characterised more by the intensive internalization of culture and 
a corresponding differentiation of the intellect. In a I'Testern 
context the primary agent of acculturation shifts from the home to 
the school and the specialised abilities that evolve are those 
emphasised in the curricula of formal education. Host notable 
among these are the primary mental abilities first identified by 
Thurstone and Thurstone (1941). Relative to earlier periods, this 
phase is characterised by major growth in the abilities underlying 
crystallized intelligence. Cultural differences in values and 
emphasis exert important influences on the emerging intellectual 
structure during this period. For example, Levinson (1961; 1963) 
found that in Jewish-American homes and communities development of 
the primary ability V (verbal comprehension) is emphasised 
relative to the development of other primaries such as I 
(inductive reasoning), N (number facility) or S (space). A reverse 
pattern was found to hold in the case of Chinese-Americans. 
Similar factors have been advanced to account for the emergence of 
sex differences in ability patterns during this stage (Hill, 1967; 
l'Terts, 1976). Studies by Jensen (1967), Cattell, Feingold, and 
Sarason (1941), and many others serve to caution that the 
expression of intelligence during this period, although 
significantly influenced by acculturation, is more than just the 
product of formal learning and transfer. To a significant extent 
it is also still an expression of important unlearned anlage 
functions and of incidental learning. In Cattell's terms, fluid 
and crystallized intelligence must be seen as highly co-operative 
during this period. 

Considerably less is known about the development and changing 
structure of intelligence in the adult years than in the case of 
childhood and youth. Yet a substantial volume of research has 
been addressed to this question, as testified by Horn's (1970) 
review. Consideration of the evidence suggests that despite the 
amount of work done, there is still too little clarity to come to 
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any firm conclusions. Two of the most hotly debated issues 
concern, firstly, whether the structure of intellect remains 
stable during adulthood, whether the process of differentiation 
that characterises the pre-puberty and adolescent years continues 
into adulthood and on into old age, or whether a structural 
de-differentiation or neo-integration occurs. This issue revolves 
around the problem of structure. The second issue has to do with 
the level of intelligence. Does it remain constant, does it 
continue to increase, or does it reach an asymptote and thereafter 
decline? Both issues are compounded by the prevalence of 
differences among cultures and between the sexes. For purposes of 
the present discussion, only the first issue, pertaining to 
structure, is of direct concern. (The interested reader is 
referred to papers by Horn and Donaldson (1976), and Baltes and 
Schaie (1976) for good expositions of the maj or opposing views 
concerning the question of intellectual growth, stability, or 
decline in adulthood. Hore recent statements on the differing 
arguments in the debate are to be found in Horn and t1cArdle 
(1980), and Cunningham (1981 )). 

On the question of structural change in the adult years, Reinertrs 
(1970) very comprehensive review suggests that the evidence is 
.,eighted in favour of a de-differentiation hypothesis. 
Particularly in the mature years (from about age 35 onwards) the 
intellectual structure is characterised by a very strong first 
factor, with a concomitant decline in the importance of subsequent 
factors. Balinsky (1941) has described this finding as indicating 
a re-organisation of the intellect towards a flexible complexity. 
Horn (Horn and Cattell, 1967; Horn and Donaldson, 1976) argues 
that the results are consistent with the predictions of Gf-Gc 
theory, notably that crystallized intelligence increases in 
importance during adulthood relative to fluid intelligence and 
other abilities. Only qualified support for this view is offered 
by a recent test of the Gf-Gc theory in old age (Baltes, 
Cornelius, Spiro, Nesselroade, and vTillie, 1980). The results of 
this study do, however, clearly support the more general 
hypothesis that in the late adult years (age range 60-89) a 
neo-integration, or de-differentiation of psychometric 
intelligence occurs. Recent work by Cunningham (1980b; 1981; 
Cunningham and Birren, 1980) offers further, qualified support for 
the de-differentiation hypothesis in late adulthood. This \oTOrk 
suggests that although the number of intellectual factors may not 
decrease with ageing, factor covariances tend to increase, 
implying a greater interdependence among abilities in late 
adulthood. 

The general hypothesis that emerges from the literature is thus 
tha t the intellectual structure undergoes continual, if subtle, 
change over the course of the human life-span. In the earliest 
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years biogenic factors are more important than environmental ones, 
exercising an integrative influence on cognitive development. At 
some stage during childhood intensive acculturation assumes 
paramount importance, bringing about structural differentiation 
and the growth of specialised abilities. As the individual 
matures in adulthood, a re-organisation of the intellect occurs, 
with abilities becoming loosely integrated in a complex, flexible 
structure. 

This biosocial hypothesis of intellectual development is 
consistent with the general scientific notion of development in 
all living organisms (Scarr-Salapatek, 1975). Development, in a 
biological sense, usually refers to change, over time, in terms of 
both structure and function, in the direction of greater 
differentiation and of ·increasingly higher levels of 
organisation. Notwithstanding, careful reviews such as Reinert 
(1970) and Schaie (1970) warn against premature acceptance of this 
hypothesis until further evidence is available. They even 
discourage uncritical acceptance of the more general hypothesi s 
that intellectual development is accompanied by structural changes 
of any kind. Yet both authors agree that the hypotheses are 
plausible in the light of available evidence and warrant further 
research. 

Influential theorists including Piaget (1936; 1946) and his 
followers (Elkind and Flavell, 1969), as well as certain factor 
analysts (Hofstaetter, 1954) have interpreted the changing pattern 
of intellectual structure in terms of stages of development. It 
is indeed convenient to organise and evaluate data on the 
life-span development of intelligence in terms of major 
life-stages, as in the preceding discussion. Yet the 
integration-differentiation-neointegration hypothesis of 
structural change is not to be confused with stage developmental 
theories. Cronbach (1967), Nesselroade (1970), Schaie (1970) and 
others have pointed out that stage theories have yet to be 
adequately tested from a methodological viewpoint and that the 
available data are equally consistent with theories proposing that 
changes come about through continuous, imperceptibly small 
transformations. 

The best available model to account for the observed pattern of 
development would seem to be that originally proposed by Anderson 
(1939) and subsequently extended by Humphreys (1960) and Horn 
( 1978). It has come to be known as the quasi-simplex model of 
intellectual development (Horn, 1978). It provides a good account 
of the common finding that test-retest correlations based on 
repeated measurement over the life-span conform roughly to a 
pattern described by Guttman (1954) in mathematical terms as a 
simplex. That is to say, correlations tend to be highest for 
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measures taken in adjacent years, but become progressively weaker 
as the time interval between measurements is increased, although 
they remain positive. This model and the findings that support it 
bear testimony to the lucidity of the early insights of Spencer 
and Alfred Binet, while suggesting that Galton's original thesis, 
of a unitary cognitive capacity developing at a uniform rate over 
time, was wrong. 

Cross-cultural Comparisons of Cognitive Structure 

The study of intellectual structure is rendered problematic not 
only as a result of ontogenetic changes over the life span, but 
also due to the effects of indi vidual and group differences in 
biogenic and ecological circumstances. Since both sources of 
influence have been shown to modify the evolving intellectual 
structure within a given population, it seems reasonable to expect 
that variations in biological and ecological factors across 
populations might give rise to differences in intellectual 
structure in different populations. 

This is a question of fundamental importance for psychology as a 
whole, since it touches on the quest for universally valid 
constructs that would help seal the discipline's status as a 
science. The branch of psychology most closely pre-occupied with 
this question has come to be known as cross-cultural psychology. 
This is an unfortunate label, because it carries with it the false 
connotation that interest is limited to explaining variations in 
behaviour in terms of cultural variables. As several prominent 
advocates of cross-cultural psychology have recently proclaimed, 
its scope must be understood to include the full spectrum of 
ecological and biological variables, as well as cuI tural 
variables, in the comparative study of behavioural variation 
(Berry, 1966; 1969; 1976; Dawson, 1969; 1971; Jahoda, 1970). 
Indeed, as Lij phart (1971) has pointed out, its scope is not 
defined in terms of content as in the case of other branches of 
psychology, but rather by its method. For this reason Berry (1980) 
has argued that a more appropriate label for this sub-discipline 
would have been comparative psychology, since it relies on use of 
the comparative method, in common with many other sciences. 
Regrettably the latter label, through an accident of history, has 
come to be associated exclusively with phylogenetic comparisons in 
psychology. Variations in psychological function related to 
culture, sex, language, age, or other factors have been excluded 
from the domain of comparative psychology, as this label has come 
to be used. An implicit identity thus needs to be made between 
the term cross-cultural in psychology and the term comparative in 
other disciplines including sociology, anthropology, economics, 
and politic~l studies (Berry, 1980). 
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In keeping with this view, the goals of cross-cultural psychology 
have been variously enunciated and progressively extended by 
Biesheuvel (1958), Poortinga (1971), Ekensberger (1972), Triandis, 
Malpass, and Davidson (1972), Brislin, Lonner, and Thorndike 
(1973), Berry (1980) and others. It is clear from these 
formulations that the discipline needs to be distinguished from 
the superficially related, diehard na ture/ nurture tradition in 
intelligence research (Jensen, 1977). 

The latter enterprise is characterised for the most part by the 
use of sophisticated statistical artifice in the estimation of 
so-called heritability ratios for such a theoretical behaviour 
indices as the IQ, without showing due concern for the problems of 
construct validity, cross-cultural comparability or measurement 
equivalence. Legitimate scientific enquiry into the hereditary 
and environmental determinants of cognitive structure and function 
over the life-span will have to await the application of such 
promising theoretical developments as exemplified in the work of 
Royce (1977) and his colleagues. Royce's conceptual schema takes 
account of the most recent developments in cognitive psychology, 
incorporating inputs from both experimental and psychometric 
research. The central analytic tool is the factor model, which is 
used to define a multidimensional, hierarchically organised 
cognitive system. The cognitive system can be specified in terms 
of both structural variables and process variables. The complex 
multiplicity of both genetic and environmental influences is also 
recognised and their respective effects on cognitive variables are 
specified in terms of a factor-gene model and a factor learning 
model. The models permit analysis of interactions among genetic 
and learning variables over the full span of ontogenetic 
development. The empirical work of Vandenberg (1977) and 
Vandenberg and Kuse (1979) represents a useful contribution to 
research on the hereditary basis of different mental abilities. 

In contrast to Royce's concern with the partitioning of variance 
in cognitive behaviour between hereditary and environmental 
factors, cross-cultural psychologists are involved in the search 
for psychological universals (Dasen, 1977; Lonner, 1980) and are 
pre-occupied with the methodology for establishing criteria which 
will enable valid comparisons of psychological functions to be 
made across populations. Central to this endeavour is the need to 
develop procedures for defining constructs and processes 
cross-culturally. Constructs such as intelligence are not assumed 
or accepted on a priori grounds unless demonstrated empirically to 
meet criteria of dimensional identity (Frijda and Jahoda, 1966) 
across populations. Dimensional identity can be established 
either by the adoption of accepted universals from other 
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disciplines, such as biology or linguistics, or by the empirical 
demonstration of eguivalence in the data collected in different 
cultural populations. 

Lonner (1980) has shown that there are many established universals 
in other disciplines which may serve as dimensions along which 
indi viduals or groups can be compared in cross-cul tural 
psychology. There is considerably less agreement with regard to 
the procedures for demonstrating measurement equivalence. 
Different classifications of criteria of equivalence have been 
proposed by Berry and Dasen (197 4), Poortinga (1975a), Brislin 
(1976), Irvine and Carroll (1980), and others. The persistent 
lack of consensus among these authors renders many published 
findings on cross-cul tural differences in mean level of 
performance on behavioural dimens ions of doubtful worth ( e • g. , 
Jensen, 1973). It would seem advisable for the enterprise of 
comparing performance levels cross-culturally to await further 
methodological developments and refinement of measuring 
procedures, as foreshadowed in the promising lead given by Van de 
Vijver and Poortinga (1982). 

A somewhat less problematic, if in a sense less ambitious 
objective in cross-cultural research is the comparison of 
structural relations among dependent variables. Equi valence of 
structures has been identified by various writers (Irvine, 1966; 
Poortinga, 1975a; Bass and Royce, 1975; Irvine and Carroll, 1980) 
as a prerequisite for comparability of levels. The essential 
requirement is that patterns of covariation among variables within 
groups should be similar before comparisons of scores can be made 
across groups. This requirement is variously known as scalar 
equivalence, which is es.tablished by comparing correlation 
matrices (Poortinga, 1975) or metric equivalence which is best 
studied by comparison of factor structures across cultural 
populations (Irvine, 1966; Bass and Royce, 1975). Structural 
comparisons need not be made only with a view to the ultimate 
comparison of levels of performance on psychological constructs. 
They may be seen as a worthwhile scientific objective in their own 
right, as a means of evaluating hypotheses about structural 
invariance or as a means of testing more general theories of 
structural development cross-culturally. The study of structural 
congruence across cultures differs from the comparative study of 
performance levels in that the focus of interest in the case of 
the former is on the establishment of similarities, whereas the 
latter is more concerned with differences in the psychological 
make-up of different populations. 

Vandenberg and Hakstian (1978) provide a useful review of 
factor-analytic studies in which cognitive structures are compared 
cross-culturally. Despite pervasive differences among studies in 
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terms of methodological approach standards, these authors conclude 
tha t there is evidence of considerable similarity in cogni ti ve 
structures across widely divergent cultures. Their conclusion is 
support by a re-analysis of data from Vernon's (1969) studies, 
undertaken in four different cultures which were administered 
essentially the same set of tests. Samples included Scots from 
the Hebrides, Ugandans, Canadian Eskimos, and Canadian Indians. 
Using a variety of procedures Vandenberg and Hakstian (1978) 
obtained factor structures for each sample separately from the 
original intercorrelation matrices provided by Vernon. These were 
rotated towards a common target considered to be the average 
factor matrix for the sample combined. Coefficients of factor 
congruence were estimated for each of seven common factors across 
the four samples using a formula first proposed by Tucker (1951). 
Congruence coefficients ranged from .71 to .88 indicating a 
generally high degree of agreement in the definition of factors 
between sample pairs. Interestingly, the factors themselves and 
their underlying oblique simple structure can be reconciled more 
readily with Thurstone' s (1938) PHA model than with Vernon's 
(1961) own model in which the major portion of variance is 
attributed to a general factor at the apex of a branched 
hierarchy. 

In a subsequent study based on the same data, Hakstian and 
Vandenberg (1979) sought to test the generalizability of Cattell's 
(1971) higher-order model of cognitive structure. Good support 
was found for four of the six postulated capacities, namely fluid 
and crystallized intelligences, general memory and general 
retrieval. In addition a strong Piagetian conservation factor was 
identified. No evidence for Cattell's second-order general 
cogni ti ve speed factor was expected, or found, since no marker 
variables for this factor had been included in the original data. 
Once again it is interesting to note that Vernon's (1969) 
predicted general factor, g, did not materialise even at the 
second-order, despite the fact that Vernon himself had selected 
the initial measurement variables. Similarly, at the third-order 
not one but two very general factors were found, common to the 
different cultures. These were interpreted tenatively as original 
fluid intelligence and acculturation influences. The major 
dimension of discrimination among the four samples was highly 
dependent upon acculturation. Samples were rank-ordered in terms 
of mean level of performance on this dimension precisely according 
to independent assessments of their acculturation opportunities 
and familiarity with the English language. 

Irvine ( 1979) has compiled a comprehensive survey of ninety-one 
studies using factor analysis to examine intellectual structure 
across cultures. Despite the diversity of cultures sampled, the 
range of different tests used, and the variations in 
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factor-analytic methodology, broad consistencies are clearly 
apparent in the pattern of results. Factors reported lend 
themselves to parsimonious classification in six compound 
groupings, labelled reasoning, verbal abilities and skills, 
spatial/perceptual processes, numerical operations, memory 
functions, and physical/temperamental quickness. These groupings 
are strongly reminiscent of Thurstone's (1938) original PHAse 

A noteworthy relation was found by Irvine to obtain between the 
level of education of samples and number of mathematically 
extracted factors, regardless of the original number of variables 
on which analyses are based. This general finding lends support 
to the plausibility of the hypothesis that education facilitates 
psychological differentiation. 

The degree of consistency in the pattern of factors across 
cultures, Irvine (1979) argues, permits a class of explanation 
defined as intra-hominem (p. 10). This implies support for the 
hypothesis o~versal processing parameters in human cognition. 
These appear to transcend behaviour variations due to 
extra-hominem sources , attributable to ecological press (Tfli tkin 
and Berry, 1975) , or inter-hominem sources, arlslng from 
combinations of linguistic, educational, or social variables that 
mediate man's ability to communicate with other men (Irvine, 1979, 
p. 304) • 

Irvine emphasises that his logically constructed factor groupings 
are in no way intended to represent a theory of cognitive 
organisation. He also cautions that the groupings are internally 
complex and are not to be assigned status as psychological 
constructs. Not even the underlying rna thema tical factors, on 
which the groupings are based, should be identified automatically 
wi th psychological functions. Factors are not, in themselves, 
explanatory constructs. At best they are pointers to underlying 
sources of explanation in terms of information-processing 
parameters. These in turn require classification vTi th the aid of 
independent experimentation, guided by cognitive theory from 
beyond the domain of factor analysis. 

Sex Differences in Cognitive Structure and Function 

1.'he overall stability of intellectual structure across cultures 
must be understood at a molar level of analysis only. At the more 
molecular level some differences in structure seem inevitable. 
Even between sub-groups of a single, culturally homogeneous 
population, minor differences in cognitive structure may be 
manifest. Such differences would be expected where sub-groups 
differ marginally in terms of influences associated with cognitive 
structure, such as maturation rate (genes, hormones, nutrition), 
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socialization (family structure, child rearing, role modelling), 
or specific learning opportunities (education, environment). But 
as in the case of cross-cultural differences in cognition, 
population sub-group differences are likely to be far less 
pronounced with regard to cogni ti ve structure than other 
characteristics such as level of performance and variability. 
These propositions have been examined chiefly in comparative 
studies of population sub-groups differentiated on the basis of 
sex. 

Money and Ehrhardt (1972), Maccoby and Jacklin (1974), Wittig 
(1979), and many others have pointed out that the individual 
attribute, sex, is less easy to define scientifically than is 
commonly accepted in everyday terms. There are several biological 
criteria that generally differentiate males from females. The 
most obvious and easily assessed of these include sex chromosomes, 
sex hormones, and reproductive organs. Inconsistencies among 
these biolological criteria can and do occur within an individual, 
if infrequently, detracting from their reliability and raiSing 
serious methodological problems for comparative gender research. 
The label of male or female is generally assigned at birth on the 
basis of external genitalia alone. This sex of assignment is most 
frequently used in sex research in psychology, but at least in 
some cases, it may conceal the confounding of effects on the 
variable under investigation due to inconsistencies between, say, 
sex chromosomes and sex hormones (Money and Ehrhardt, 1972). Sex 
of assignment does not show a perfect correlation with the 
psychological traits of masculinity and femininity (Bem, 1974), so 
that the attribution of observed sex-related differences in 
cognitive function socialization factors requires careful 
treatment. These and other methodological issues are not always 
accorded the attention they deserve in the literature on 
sex-related differences in cognitive behaviour. Findings of 
sex-differences in cogni ti ve structure or function accordingly 
need to be interpreted with extreme caution, if the greater 
enterprise of understanding the effects of d,ifferent sources of 
influence on human cognition is to profit from this literature. 

As Petersen and Wittig (1979) have argued, the label of male or 
female is a highly salient characteristic of an individual. One 
study (Grady, 1977) has shown that of all characteristics used to 
describe strangers, sex was always noted and usually was the first 
characteristic to be mentioned. It would seem, accordingly, of 
the greatest importance to understand the ways in which sex is 
associa ted with relevant psychological and behavioural 
attributes. More accurately, the need is to understand which of 
the factors differentiating males from females is implicated, and 
through which mechanisms such factors exert their influence. 
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Unfortunately, the salience of sex as an individual attribute in 
everyday life has emotional and polemical overtones which are not 
always excluded from scientific discourse and laboratory 
investigation. It is noteworthy that while most earlier writers 
on the subj ect of behavioural sex-differences have been males, 
following in the tradition of Havelock Ellis's (1894) classical 
study, most prominent contemporary writers to challenge earlier 
theories are females (Anastasi, 1958; 1972; Tyler, 1965; Bem, 
1974; Haccoby and Jacklin, 1975; Sherman, 1978; Waber, 1977; 
Wittig and Petersen, 1979). 

It is regrettable that scientific debates should polarize 
contestants on the basis of their sex. Lehrke (1978) for example, 
deplores the fact that the longstanding hypothesis of greater male 
variability (greater female stability) in biological and cognitive 
trai ts, which can be traced back to Ellis's work, should come 
under increasing attack from an almost exclusively female lobby. 
Since scientists of both sexes frequently have to resort to the 
same limited body of empirical data to support their arguments, it 
must be assumed that the data themselves do not provide a 
clear-cut basis for supporting or rejecting the hypothesis. This 
is so despite the sophistication and plausibility of the 
explanatory biological mechanism proposed to account for the 
hypothesis (Lehrke, 1974) and the lack of alternative mechanisms 
in arguments rejecting the hypothesis on purely empirical grounds 
(Lehrke, 1978). This problem is apparent in relation to many other 
controversial issues in the sex difference literature. It 
necessitates particular alertness to the possibility of sex-linked 
experimenter bi-as when reviewing results. 

Although the central issue in this discussion has to do with the 
stability of cognitive structure in relation to population 
differences, age, culture, or sex, it appears that little research 
has been addressed directly to the question of sex differences in 
cognitive structure. Host of the sex differences literature deals 
with comparisons of mean levels of cognitive performance, while a 
considerable volume of literature is also addressed to the issue 
of variability of cognitive function as discussed briefly above. 

On the question of structural comparison, Cattell (1971) contends 
that there is no evidence to suggest the presence of important 
structural differences in intellectual make-up between the sexes, 
particularly as regards higher-order ability structure. With 
regard to structure at the level of primary abilities, he appears 
to recognise evidence for at least minor structural differences 
between the sexes, within certain restricted ability domains. 
Herdelin's (1959) often cited study is referred to as an example 
of evidence for possible sex-related structural differences in the 
domain of visuo-spatial thinking. In a sample of Swedish male 
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high school pupils, Werdelin found two distinct primary space 
factors underlying performance on tasks of geometric ability and 
spatial thinking, while only one factor could be identified for 
girls. The apparently greater differentiation of spatial 
abilities in the case of boys might point the way to an 
explanation for their generally higher performance levels on the 
spatial tests. On the other hand, some common underlying 
merchanism could be responsible for the observed sex differences 
in both structure and level. Bryden (1979), for example, has 
reviewed evidence in support of hypotheses that such differences 
might relate to differences in the neural organisation of the 
brain, particularly with regard to cerebral hemisphere asymmetry. 
He is obliged to conclude, like other reviewers in this field 
(Harris, (1978) that the evidence pertaining to sex differences in 
neural organisation is inadequate to account for the observed sex 
differences in spatial abilities. 

It is surprising that no systematic attempt has been made to 
replicate or refute Werdelin's findings of structural differences 
in spatial abilities between the sexes. Until further evidence 
becomes available, this isolated result must be regarded as highly 
tentative, possibly an artefact of sampling error or research 
methodology. No similar finding has been forthcoming with regard 
to sex differences in ability structure in other cognitive 
domains. Major reviews of the sex differences literature (Maccoby 
and Jacklin, 1975; Sherman, 1978; ~vittig and Petersen, 1979) make 
no mention of findings pertaining to structural. differences. It 
is not clear whether this should be interpeted to imply that no 
noteworthy differences have been found in research, or whether 
research has not yet been directed at this question. A 
painstaking search through the literature suggests that .the latter 
is a valid reflection of the state of research. A li.1rely 
explanation is that most psychologists interested in sex 
differences in cognitive function seek explanations in terms of 
developmental theories. They criticize factor-analytic designs 
for reflecting the underlying structure of behaviour as a set of 
traits, rather than a true structure in the sense of a system of 
interacting units of behavioural operations (Cohen and Wilkie, 
1979). lfuile this criticism is valid for much of psychometric 
research, it is not a necessary criticism of theories based upon 
factor analysis, as in the case of stratified system theories 
(Catttell, 1971; 1977) both of which include a temporal dimension 
as an essential feature. Notwithstanding, available knoviledge 
about performance distributions for males and females on different 
tests or tasks provides no reason to expect sex differences in 
cognitive structure. This may be viewed, perhaps, as a strong 
null hypothesis . which has yet to be adequately tested. For the 
present, the question remains open for further research. 
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With regard to sex differences in level of cognitive performance, 
the literature is replete with claims and counter claims for the 
superiori ty of one sex or the other on abilities defined with 
varying degrees of methodological precision (Haccoby and Jacklin, 
1975). In a recent careful appraisal of research evidence Sherman 
(1978) concludes that the most striking features to emerge are the 
IItrivial and fragile nature of sex-related differences in 
cognition and flimsy quality of the theories of biological 
influence" (p. 172). These views are echoed and amplified in the 
more assertive conclusions of Fairweather (1976) who argues flatly 
that there is as yet no convincing evidence for sex-related 
differences in cognition, or in underlying cerebral organization. 

Nevertheless, Sherman (1978) proceeds to argue that if any 
biologically based sex difference in cognitive performance exists, 
the most plausible claim would seem to be for the frequently cited 
female precocity in verbal skills. The likely explanation she 
considers to be found in some aspects of the accelerated 
biological ma tura tion of females. This claim is not endorsed by 
l1accoby and Jacklin (1975), who show that at best it is subject to 
severe qualifications. 

Sherman IS IIbent twig hypothesis II to account for female verbal 
precocity, is that girls show an early preference for verbal, left 
hemisphere, approaches to problem solution, which establishes a 
primacy for verbal, as opposed to vi suo-spatial thinking. This 
primacy, or bending of the twig in favour of verbal processing, is 
encouraged through socialization since verbal activities are 
supposed to be sex-typed female. Vi suo-spatial skills, on the 
other hand, are considered sex-typed male. Females are considered 
to lose their advantage in verbal skills towards the onset of 
adolescence, when males catch up lias they mature and as they are 
exposed to heavy educational intervention in verbal training II 
( Sherman, 1978, p. 172) • 

The primacy hypothesis has something of a hen-or-egg argument 
about it, since it is .not clear which comes first, an advantage 
favouring verbal over spatial processing in girls due to the 
developmental course or neural organisation between the 
hemispheres, or a culturally induced female disposition to verbal 
cogni 11i ve activity '- which interacts with neural development. 
Although Sherman (1978) muste"rs a good deal of evidence in favour 
of her claim for early female precocity in verbal skills, the 
observed sex differences are neither large nor consistent. In 
their review, Maccoby and Jacklin (1975) find that earlier, but 
not more recent studies, point to a small female lead on specific 
aspects of language acquisition prior to actual speech, before the 
age of three. Between ages three and eleven no reliable sex 
differences in verbal skills are apparent. After puberty, a clear 
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female lead seems to develop in certain kinds of verbal tests, but 
not in others. These findings do not support hypotheses of sex 
differences in the development of hemisphere lateralization. 
Rather, they are consistent with hypotheses emphasizing sex role 
differentiation in the course of socialization, chiefly during the 
adolescent period. 

A good number of technically complex biological hypotheses have 
been advanced or contested in attempts to reconcile the disparate 
results of research in relation to verbal sex differences (e.g., 
Buffery and Gray, 1972; Bryden, 1979; Carter-Saltzman, 1979; Dan, 
1979; Nash, 1979; Petersen, 1979; Waber, 1979). It seems premature 
to attempt an evaluation of the various arguments, however, since 
the fundamental question of whether the sexes differ reliably in 
verbal skills has not been answered satisfactorily yet. The 
magnitude and direction of differences vary across studies. Many 
studies have-failed to establish a significant sex difference in 
verbal skills; Maccoby and Jacklin (1975) list over one hundred 
researches that failed to establish a significant sex difference 
in the verbal domain. Hore than a dozen studies are listed 
showing a significant'difference in verbal performance favouring 
males. The magnitude and direction of the differences shows some 
dependence upon age, as well as socialization factors. In studies 
undertaken outside of the U. S. A. , for example in t'J. Germany 
(Preston, 1962), Zimbabwe (Irvine, 1966), and Tanzania (Drenth, 
Van der Flier, and Omari, 1979) results most frequently favour 
males. Presumably this has to do with the higher ratio of male to 
female teachers in these countries compared to America. The 
argument in this case would be that acti vi ties such as reading, 
essay writing, and other verbal pursuits are less obviously 
sex-typed female than in the U. S. A., or that they are sex-typed 
male. The trend favouring the hypothesis of female verbal 
precoci ty in the largely American literature may be simply an 
indication of a national socialization bias, and biological 
explanations need not be implicated. 

Before leaving this question it is also important to consider, in 
more precise terms, which verbal skills are purported to 
differentiate the sexes. Omnibus "verbal intelligence" tests or 
verbal aptitude tests, in vogue amongst educational psychologists 
in the U.S.A., are of no value in relation to this question. It 
is necessary to restrict the analysis to only those data based on 
reliable measures of established primary factors in the verbal 
domain. The best known of these are Thurstone's (1938) original 
factors for word fluency (In and verbal meaning (V). The former 
has to do with the production of words under appropriate 
constraints, such as listing in a short span of time as many words 
as possible conforming to a given prefix or suffix. The latter 
factor involves comprehension of the meaning of words, as in a 
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vocabulary test, or reasoning about the meaning in written 
material, as in a test of reading cOl!lprehension. l:.Then verbal 
skills are appraised separately in terms of these factors, the 
evidence suggests that the advantage of American females is 
restricted to factor 'II (Cattell, 1971; Haccoby and Jacklin, 1975; 
\'li t tig and Petersen, 1979). Hales outperform females on tests of 
factor V about as often as not, resulting in no clear trend 
favouring either sex when it comes to verbal ability based on 
knowledge and understanding (vocabulary), or reasoning (reading 
comprehension). But even the female advantage on factor 1;1 is not 
unequivocal (1<1ittig and Petersen, 1979; Haccoby and Jacklin, 
1975). Further verification within and across different 
language-cultural groups, at different age levels, is required 
before the finding can be considered sufficiently established to 
warrant an explana tion a t the biological level. Horeover, it 
would have to be adequately demonstrated that the tests used in 
this research are unbiased and constitute a fair basis for 
comparisons to be made between the sexes. This problem is 
analogous to the issue of del!lonstrating measurement equivalence in 
cross-cultural comparative research, as discussed in the foregoing 
section. 

The same may be said with respect to sex comparisons on most other 
ability factors, where the evidence of reliable sex differences is 
even more tenuous. Females, for example, are often but not always 
claimed to lead on speed of performance on simple motor and 
perceptual tasks (Broverman, Klaiber, Kobayashi, and Vogel, 1968), 
rote l!lemory (Hobson, 1947), and deductive aspects of reasoning. 
Hales are most often claimed to lead on spatial, mechanical, 
inductive, and mathematical abilities, as well as problem-solving 
which requires originality (Cattell, 1971; Harris, 1978). The 
sexes appear well matched on quantitative abilities, with females 
being supposed slightly superior on speed or simple numerical 
calculations, males on spatial or geometric aspects. Haccoby and 
Jacklin (1975) as well as other reviewers provide ample examples 
of results counter to these claims. The direction of the 
differences depends on age factors, cultural factors, and on the 
nature of the particular test used to assess the ability in 
question. For example, a "reasoning test" may favour either 
females, or males, depending upon whether the task content 
emphasises deductive, or inductive problem solving (Cattell, 
1971 ) • 

Cattell (1971) has argued that if there is a biological basis to 
observed sex differences in cogni ti ve performance, it is more 
likely to be indirect, via the effects of sex-linked genetic 
differences on temperament factors, which influence cognitive 
behaviour. For example, the frequent claim that females achieve 
better scores than males on simple tasks requiring speediness, as 
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in certain tests for factors N or P, is most likely due to 
genetically determined sex differences in the temperament factor, 
Corte ria (U. 1. 22). The higher performance of males on inductive 
problem solving, requiring originality, may be due to genetic 
differences favouring males in the underlying personality factor, 
Independence (U.I.19). Despite Cattell's interesting proposition, 
however, it must be accepted that on present evidence the genetic 
basis of observed sex differences in temperament factors is no 
more clearly established than in the case of cognitive factors. 

Several authors have argued that the only sex differences in 
cognitive function that appear with reliable consistency, even 
across cultures and race groups, are in the area of visual spatial 
thinking. In an intensive investigation of sex differences in the 
specific field of spatial abilities, HcGee (1979) brings powerful 
evidence to bear on the hypothesis of male superiority. He offers 
no further evidence on l,oJerdelin' s (1959) finding of a sex-related 
structural difference in spatial abilities, but concludes that 
male superiority in level of spatial performance is "one of the 
most persistent and best documented findings in the mental 
abilities literature, contrary to reports by Sherman (1978) and 
Fairweather (1976)". Furthermore, he interprets findings of sex 
differences favouring males in various broader aspects of 
perceptual-cogni ti ve functioning, such as ma thema tics and field 
dependence, as a secondary consequence of differences with r~spect 
to spatial abilities. 

HcGee's (1979) evaluation of the factor-analytic literature on 
abilities leads him to conclude that there is consistent evidence 
for two distinct abilities in the spatial domain. The first, 
spatial visualization, has to do chiefly with the mental 
manipulation of pictorially presented stimuli. This factor 
involves, in particular, the ability to rotate, twist, or invert 
pictorial ma terial mentally. The second factor, spa tial 
orientation, involves "comprehension of the arrangement of 
elements within a visual pattern, the aptitude for remaining 
unconfused by the changing orientations in which a configuration 
may be presented, and the ability to determine spatial relations 
in which the body orientation of the observer is an esse'ntial part 
of the problem" (p.4). Significant sex differences favouring males 
are commonly reported for both factors. There is no evidence to 
suggest that sex differences are greater or more consistent in the 
case of either factor. Nor do there appear to be developmental 
differences in the age at which sex differences reliably appear. 
In the case of both factors, reliable sex differences do not 
appear until puberty,_ although, where differences do appear in 
younger samples, boys typically show superiority on both factors. 
These findings are in essential agreement with the views of other 
authorities (Maccoby and Jacklin, 1974; Harris, 1978; Vandenberg 
and Kuse, 1979). 
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11cGee: (1979) is forced to conclude, in company with most \.,rri ters 
in the field, that evidence pertaining to the various hypotheses 
advanced to explain male superiority on spatial factors, is far 
from clear-cut. The longest standing hypothesis, that the 
differences are genetically determined, through the action of a 
sex-linked recessive gene on the X chromosomes of males (O'Connor, 
1943) has not stood up well under the critical scrutiny of recent, 
more sophisticated research designs (Bock and Kolak01l1ski, 1973; 
Vandenberg and Kuse, 1979). This is so despite the demonstration 
that spatial abilities in the population at large have a high 
hereditary determination (Vandenberg, 1971), perhaps slightly 
higher in the case of orientation than visualization (Yen, 1975), 
but in both cases at least as high as verbal abilities 
(Vandenberg, 1977). 

The hormonal hypothesis of sex differences in spatial abilities 
(Stern, 1960) remains equally unsubstantiated 01cGee, 1979). This 
hypothesis is predicated on the observation that spatial abilities 
do not differ reliably between the sexes until the onset of 
adolescence. The developmental timing of such differences 
suggests the possible influence of genetically controlled sex 
differences in the release and balance of sex hormones, such as 
androgens and estrogens, which in turn have been linked to 
performance on spatial tasks (Petersen, 1976). Indications are 
that high somatic androgenicity may be associated with lower 
spa tial scores, both within sexes and between the sexes, thus 
accounting for the lower scores of females. 

Recent work by Waber (1977; 1979) has cast a new perspective on 
this hypothesis. Her experimental results suggest that individual 
differences in the rate of physical maturation override sex 
effects in the determination of variance on spatial tests. Late 
maturers of both sexes tend to perform better on spatial tests 
than early maturers. The highest performers, however, are late 
maturing, poorly androgenised boys whereas the poorest performers 
are early maturing girls and boys with high somatic 
androgenicity. This finding is consistent with the work of 
Broverman, Klaiber, Kobayashi, and Vogel (1968). ltlaber (1979) has 
linked her concept of maturation rate to individual differences in 
hemisphere lateralization, where it also appears to moderate the 
effects of sex differences. 

In the light of her results, Waber (1979) has argued that apparent 
differences between the sexes in cogni ti ve function cannot be 
assumed to represent a sexual dichotomy in behaviour. She 
proposes that it might be more fruitful to conceptualize the sexes 
as differentially arrayed along continuous biological dimensions. 
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This perspective would be similarly appropriate when considering 
hypotheses emphasising the effects of socialization variables on 
individual and group differences in behaviour. It is cognate with 
the work of Bem (1974) and others, who recognise continuous 
psychological dimensions. This perspective would be similarly 
appropriate when considering hypotheses emphasising the effects of 
soCialization variables on individual and group differences in 
behaviour. It is cognate with the work of Bem (1974) and others, 
I"ho recognise continuous psychological dimensions of Femininity 
and 11asculinity. These may be pres.ent to a significant extent in 
the same individual, in the form of Androgyny. Using this 
perspective Welsh and Baucom (1977) for example, found significant 
correIa tions between ~1asculini ty and Femini ty and scores on a 
reasoning test, yet males and females did not differ significantly 
on the test. 

The issues -raised in this section hopefully serve to illustrate 
something of the complexities involved in unravelling sources of 
influence on cognitive function. It seems that hypotheses 
advanced to explain cognitive sex differences at a biological 
level are premature, since the differences themselves are not yet 
sufficiently established. Even in studies where differences do 
appear, too little is known about the meaning, in psychological 
te~ms, of the cognitive processes underlying the performance 
distributions, so that it is never quite clear just what is 
differentia ting the sexes. Of even grea ter immediate concern is. 
the fact that in virtually all published studies to date, the 
methodological issue of establishing comparability of measures 
between the two sexes is wholly ignored. Until such time as 
sex-fair tests are produced, there is little point in devoting 
further attention to the literature on sex-related cognitive 
differences. 

For the present, scientific neutrality suggests the need to extend 
the null hypothesis put forward earlier in this section, with 
regard to structural differences, to the effect that there is as 
yet no good reason to believe that the sexes differ fundamentally 
in terms of either cognitive structure, or level of performance. 
It may be instructive, however, to consider in greater depth the 
state of contemporary knowledge regarding the biological substrate 
of cognition in general, and the nature of human information 
processing, in terms of parameters other than global scores on 
psychometric tests. These issues are discussed in the following 
sections. 

NEUROLOGICAL BASIS OF COGNITIVE FUNCTION 

On the Relation between Hind and Brain 
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The problem of relating psychic processes to underlying 
physiological processes has long excited and frustrated the 
imaginations of scholars and scientists. The mind-body problem, 
or psychophysical problem, has been a central debating point in 
philosophy since the time of Homer. Because of its relevance to an 
understanding of man's place in nature, it has provoked frequent 
and bitter controversy, especially between free thinkers and 
dogmatists. 

Amongst classical scholars there was even confusion as to which 
organs of the body might be associated with the functions of the 
mind. Aristotle, for example, despite his sophisticated 
formulation of the principles of deductive logic, believed the 
heart to be the seat of reason. He called it the common sense, 
which received sensory inputs via the veins and transmitted 
responses via the" arteries. He relegated the brain to the role of 
an air-cooled radiator for regulating body temperatures. PIa to 
and Hippocrates, on the other hand, were among the first to 
associate the ~ with mental processes, including consciousness 
or self-awareness, purposiveness, and moral judgement. It is 
interesting that Plato's concept of mind, or soul, incorporated 
the principle of hierarchical structure. At the top of the 
psychic hierarchy he placed reason, purposiveness, and 
consciousness. Below these he located various affective and 
energic processes and below these, bodily appetites, or basic 
physiological needs. This conception may be the earliest 
prototype of modern models of hierarchical structure in 
psychology. It seems a close forerunner, in particular, of 
Freud's original theory of mental structure, with three maj or 
levels corresponding to the superego, ego, and ide 

Plato's notion of the mind-body relationship represents the first 
clear statement of the doctrine of psychophysical dualism. The 
mind, or soul, was conceived as something non-physical, divine, 
and immortal. Yet it was capable of interaction with the physical 
body. This doctrine was adopted by the early ChristJan 
theologians, most notably St Augustine in the fourth century, and 
it has survived as a tenet of Christian thinking until the 
present. The seventeenth century French philosopher, Rene 
Descartes, developed and extended the doctrine of psychophysical 
dualism into an influential theory which even physiologists could 
trea t seriously. He saw a two-way interaction between mind and 
body, believing the link to lie in the pineal gland, an undivided 
structure behind the third ventricle of the brain. Although the 
function of the pineal has not yet been established, the theory of 
psychophysical dualism has survived to the present day, its most 
influential advocates being, perhaps, Popper and Eccles (1977). 
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Many influential thinkers since Descartes, however, have rejected 
the theory of dualism. Kant (1724-1804) argued that a mind, 
existing only in time and not in space, could not influence a 
physical brain extended in space as well as time. Today this 
argument takes the form that Descartes I dualism contradicts the 
law of conservation of energy. Leibnitz (1649-1716) had attempted 
to surmount this difficulty in proposing a theory of 
psychophysical parallelism. Subsequent influential physiologists, 
including Herbert Spencer (1855) and Hughlings Jackson (1887) 
embraced this theory but it no longer has a following in 
neurophysiology since it provides no explana tion for the 
correlation between psychic and physical events. Spinoza 
(1632-1677) first gave expression to \-lhat is today the identity 
hyPothesis in which brain activity and mental processes are viewed 
as merely different perspectives on the same thing, or opposite 
sides of the same coin. This is somewhat analogous to the 
complementari ty principle in nuclear physics, in terms of which 
sub-a tomic phenomena may be explained simultaneously ei ther as 
waves or particles. The major alternative to the theory of 
psychophysical dualism, however, arises from the strict 
materialism of Thomas Hobbs (1588-1679). In this view the brain is 
the organ of the mind. It is considered to produce mind much as a 
gland produces a particular secretion. The idea of an incorporeal 
substance is thereby wholly obviated. Hodern neuroscience, it 
would appear, chiefly favours some product of the materialism and 
identity theories, although there is as yet no unanimity regarding 
the precise form of the modern stance on the mind-body problem 
(Armstrong, 1976; Pucetti, 1977; Kornhuber, 1978; Leibovic, 1979; 
Hill, 1981). 

Studies seeking to associate cognitive processes with specific 
ana tomical structures in the brain are usually founded on some 
derivative of the materialism-identity hypotheses. Evidence, 
particularly from clinical neuropsychology, at least offers 
compelling reassurance that the major organ in terms of which 
explanations for cognitive behaviour must be sought, is the brain 
(Dimond, 1980). 

Certain cognitive functions have been identified unequivocally 
with particular loci in the brain. Contrary to expectations 
raised by early phrenologists, the most clearly localised 
functions are the simplest cognitive processes, involving the five 
senses and muscular movement. Following the pioneering work of 
Penfield and Rasmussen (1950), neuropsychologists have been able 
to construct a fairly detailed map of the brain loci of sensory 
and motor functions, including areas for sensory associations and 
images (Penfield and Perot, 1963). Hore complex functions tend to 
lack a specific location in the brain. Higher cognitive 
capacities may overlap several sensory and movement areas, 
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depending upon the extent to which these are involved (Cattell, 
1971). Nonetheless, the extremist theory of equipotentiality and 
mass action of brain matter, first propounded by Karl Lashley 
(1950), is rejected by most modern neuropsychologists (e.g., 
Gazzaniga and Le Doux, 1978). It is generally accepted that even 
among the higher cognitive functions, certain brain structures or 
areas are more closely involved than others (Dimond, 1980). 

Perhaps the earliest and most dramatic discovery of a specifically 
localised higher cognitive function is that of French 
anthropologist and neurosurgeon, Paul Broca (1865). He identified 
an important language control centre involved in the production of 
words and articulation of speech. Broca's area, as it is widely 
known, lies on the cortical convexity of the left temporal lobe, 
just anterior of the Sylvian fissure. A second languE!-ge centre 
was discovered shortly afterl-rards by 11ernicke (1897) in the 
posterior part of the superior temporal convolution. Wernicke's 
area, which occurs also only on the left side of the brain in 
~al right handers, is involved in the semantic integration and 
verbal comprehension aspects of language use. A vast tract of 
fibres, the fasciculus arcuatus, connects the tliO speech centres. 

Interestingly, the clinically verified functions of Broca's area 
and Wernicke's area have a striking, if superficial resemblance to 
Thurstone's (1938) independently discovered psychometric factors, 
~'T 010rd Fluency) and V (Verbal Heaning). 

The two verbal factors, which are positively correlated, are among 
the best established ability dimensions in the psychometric 
literature. Yet the close correspondence between them and the 
well researched language control centres of clinical 
neuropsychology appears not to have been noted or to have received 
much attention. One reason may be the problem of communication 
between these two highly specialised sub-disciplines of 
psychology. Another reason may be that the discovery of language 
centres in the left hemisphere of the brain sparked off a I!lajor 
research impetus in neuropsychology which has overshadowed what 
might otherwise have become important research leads. 

Broca's early discovery of a language centre in the left cerebral 
hemisphere helped establish two of the major foundations of the 
study of higher brain functions. The first is the principle of 
localization considered briefly above. The second is the question 
of dominance. A theory gradually evolved in the literature to the 
effect that the superior capacity of the left hemisphere for 
language processing, verbal thought, and articulate speech, might 
give it an advantage over the right hemisphere in the competition 
for central processing time, or attention and control of the motor 
system. In this sense there would be a relationship of cerebral 
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dominance, or a bilateral asymmetry of functional organisation in 
the brain. This view, in different forms, has served as a basic 
concept in theories of neural organisation in the brain for over a 
century. 

The cerebral dominance hypothesis received major new impetus and 
support from the benchmark empirical findings of Anderson (1951) 
who used psychometric procedures to study the effects of brain 
~nJuries sustained by veterans of the two ltIorld Hars. He 
classified patients in one of two groups, depending on whether 
injury had occurred in the left (dominant) or right (non-dominant) 
cerebral hemisphere. Using the \-Techsler-Bellevue Intelligence 
Scale (Version 1) he was able to show that injuries to the left 
hemisphere were associated with significantly greater loss of 
verbal capacity than ~nJuries to the right hemisphere. 
Conversely, patients with non-dominant hemisphere damage suffered 
significantly greater performance capacity deficits than the group 
with dominant hemisphere damage. Despite the powerful impact of 
these results, however; cautious authorities two decades ago 
(e.g., Mountcastle, 1961) still distrusted the evidence from 
clinical patient populations and continued to question the 
existence of true lateral differences in cerebral organisation. 
The view 'that the two hemispheres are equal in functional 
potential at birth remained widely accepted (Glees, 1967). 

These conservative views were radically altered by the remarkable 
studies of R. W. Sperry and his colleagues, published in the late 
nineteen sixties and early seventies (Sperry, 1968a; 1968b; 1969; 
1970; Sperry, Gazzaniga, and Bogen, 1969). Sperry was given an 
opportunity of studying the psychological consequences of a rarely 
used operation in which the two hemispheres of the brain are 
surgically disconnected. The operation, known.as commissurotomy, 
involves a sectioning of midline commissural tissue in the corpus 
callosum, a massive tract of more than 200 million fibres 
connecting left and right hemispheres. The opera tion was 
performed by neurosurgeons (Bogen, Fisher, and Vogel, 1965) as a 
last resort treatment for intractible epileptic siezures. It is 
less radical than the earlier practice of hemispherectomy, in 
which an entire hemisphere is removed. 

The results of Sperry's ingenious tests on commissurotomy 
patients, following a recovery period of about two years, provide 
dramatic and convincing support for earlier hypotheses of cerebral 
dominance and lateral specialization. The two hemispheres appear 
to each have their own mode of thinking and processing 
information. As expected on the basis of earlier research, Sperry 
found the left to be more proficient at verbal, sequential, 
analytic thinking, the right to be more adept at space perception, 
global synthesis, and imagery. The disconnected left hemisphere, 
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which controls the right hand and right visual half field, was 
found capable of speech, writing, and mathematical calculation. 

The disconnected right hemisphere, which controls the 
contralateral hand and visual half field, remains essentially 
mute, alexic, agraphic, and unable to do calculations beyond 
simple additions to sums under 20. Abstract reasoning and symbolic 
thinking in the disconnected left hemisphere appear virtually 
unimpaired, apart from some weakening in mnemonic functions. The 
left hemisphere, even after commissurotomy, remains dominant, 
controlling the motor system and governing general behaviour 
unless information processing demands are directed specifically at 
the right hemisphere. 

Sperry's (1973) findings led him to conclude that cerebral 
dominance and hemispheric specialization may be inherent 
principles of neural organisation, which are innately determined. 
Perhaps one of the most startling findings to come from Sperry's 
experiments, however, is that the two hemispheres appear to have 
independent identities, each with its own unique senses, feelings, 
thoughts, and aspirations. After disconnection, each continues to 
function autonomously and apparently normally, as if unavlare that 
another half brain, with is own conscious mind, occupies the same 
skull. This amazing finding, that consciousness can be divided 
surgically, revolutionized thinking with regard to the mind-body 
problem in psychophysics. It has necessitated a complete 
re-evaluation of the relation between mind and matter. 

On the basis of his results, Sperry (1968a; 1968b) has proposed a 
new theory of this relation, described as emergent 
interactionism. The theory states that conscious awareness is a 
dynamic emergent property of cerebral excitation, yet it is 
something more than just the sum of neural, physical, and chemical 
events. Conscious phenomena are considered to interact causally 
wi th physical brain processes, giving direction to the flow and 
pattern of cerebral excitation to which, in turn, conscious 
experience owes its existence. In placing mind over matter in 
this way, yet regarding it as an emergent product of matter, 
Sperry's theory achieves an elegant compromise between the 
extremes of mentalism and materialism, which subsequent 
neuroscientists have found very appealling. 

Hore recent research has supported and amplified the essential 
features of Sperry's results with split-brain patients (Zangwill, 
1974; Gazzaniga and Le Doux, 1978). Functional asymmetries of the 
two hemispheres have been related to genetic (Levy, 1971) and 
hormonal factors (Petersen, 1979), particularly as associated with 
sex differences (Gale, Brown, Osborne, and Smallbone, 1978; 
l;Jittig, 1979; Vandenberg and Kuse, ·1979), and individual 
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differences in physical maturation (Haber, 1977). Levy's (1974; 
1978) excellent summaries of the differential cognitive functions 
associa ted with left and right hemispheres, however, serve to 
caution against unwarranted oversimplications and generalizations 
of the kind proliferated in recent, semi-popular literature. 
Lateralization of function must be understood in relative rather 
than absolute terms, except in a few important cases where 
functions are completely lateralized. Moreover, allowance must be 
made for considerable individual variability in the cerebral 
organisation of the brain and its attendant mental processes. It 
should be remembered, too, that normal humans have intact callosal 
fibres and as Bogen (1970) has argued, the corpus callosum 
regulates a continual flow of cross-talk between the hemispheres, 
integrating mental life and conscious experience. Dimond (1980) 
stresses that in addition to the two-way information flow achieved 
via the corput callosum, and despite the different areas of 
specialization in the cortex, all higher cognitive processes 
ultimately devolve onto a single regulatory control centre. This 
is a structure in the phylogenetically more primitive mid-brain, 
called the thalamus. He sees the role of the thalamus not as 
master of the cortex, but as its servant, much as a government is 
servant to its people. 

Electrophysiological Correlates of Cognitive Performance 

Experimental clinical neuropsychology has done much to establish 
associations between specific brain structures and particular 
cognitive functions (Geschwind, Galaburda, and LeBay, 1979; 
Dimond, 1980) and has provided a theory of the relation between 
physical brain processes and noetic phenomena, including 
consciousness (Sperry, 1968; Pucetti, 1977). But the 
neuroanatomical relationships and the psychophysical- theory are 
not sufficient to explain the individual differences in cognitive 
ability that underlie psychometric theories of intelligence. Nor 
do they explain the mechanisms underlying different 
information-processing parameters in the experimental paradigms of 
cognitive psychology. 

The search for explanations at this level must turn to evidence 
from studies in which measures of brain processes are correlated 
directly with measures of cognitive performance. 

The earliest brain measures to be correlated with cognitive 
function vlere gross estimates of brain size, or cerebral 
capacity. These were generally studied in relation to assessments 
of intellectual capacity. Results typically supported the popular 
vie,_ that a large head is evidence of a good brain, or high 
intelligence. This line of research inevitably came to be applied 
to the compara ti ve study of different human races. Hence, for 
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example, data from Samuel George Morton's (d.1851) enormous 
pre-Darwinian collection of skulls were widely quoted in support 
of prevailing Caucasian prejudices regarding the rank order of 
intelligence of the races. Gould (1978) has recently demonstrated 
how unconscious manipulation of the data became a scientific norm 
in this tradition of research. His own careful re-analysis fails 
to provide support for the hypothesis of racial differences in 
cranial capacity, but underlines the more generally substantiated 
finding of sex differences. The last extensive review on the 
subject of brain size and intelligence (Hamilton, 1936) bolstered 
the belief in a positive correlation, but served to caution that 
the magnitude of the true coefficient is low, probably between .05 
and .1. Cobb (1965) has more recently questioned values even of 
this order, pointing out that brains of equal mass may differ 
considerably in other respects, particularly texture. Yet such 
influential contemporary authorities on intelligence as Cattell 
(1971) still endorse the view that gross brain mass and 
intelligence are significantly correlated. 

Far more interest and attention has been directed at attempts to 
measure internal brain processes and to correlate these with 
cognitive performance. The expectation that the workings of the 
brain could be measured somehow in electrical terms goes back to 
the classic studies of Galvani on frogs' nerves. In 1875 the 
English physiologist, Caton, using animals, demonstrated 
electrical potential waves during brain action for the first 
time. In the nineteen twenties, a German psychiatrist named 
Berger developed the technique of recording electrical brain waves 
from the human skull. Electroencephalograms, or EEG records as 
they are known today, have since become widely used in clinical 
neuropsycholo~J and in research on the neural functioning of the 
brain. To some, it is as if records of the brain's electrical 
activity provide a window through which to peep and observe the 
actual information processing machinery at work. Cautious 
authorities such as Jacobson (1973) insist that what is being seen 
is not the processing of information but the transmission of 
signals. He uses the analogy of a telegraph system, in \fhich 
messages are transmitted by signal in Horse code. Their 
information content has to be decoded by a receiver if the message 
is to be understood. The implication is that brainwave recordings 
provide a basis from which inferences can be drawn about the 
nature and significance of underlying processes. 

The electrical currents that can be recorded frol'l the brain ,lith 
aid of scalp electrodes vary considerably in amplitude (measured 
in microvolts, V), frequency (measured in cycles per second, Hz), 
and other characteristics. The problem is to find the best means 
of reducing the waves to quantitative indices so that they can be 
studied in relation to other measures and their message be decoded 
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by inferential means. Three general classes of approach to the 
problem of analysing brain waves have been developed. 

One is a type of Fourier analysis, in which the wave form of the 
EEG is broken down into components, such as alpha rhythm (8-13 
Hz), beta rhythm (14-35 Hz), delta rhythm «3Hz), and theta rh~rthm 
(4-7 Hz), (Brazier, 1962). This method is currently used more 
widely for clinical purposes than for research. The quantitative 
da ta it provides are less than optimally reliable. A second 
method involves applying many reptitions of an external stimulus, 
or other process, and averaging the brain potential changes that 
follow stimulation over a given time interval. By this means an 
average curve of optimum reliability, called an evoked potential 
(EP), is obtained (Desmet, 1979). This method has come to be used 
more frequently than the former in contemporary research, although 
mostly within the framework of experimental, rather than 
correlational studies. In the third method, the measurable 
characteristics of the brain's electrical activity are treated as 
variables. These are measured across many subjects and submitted 
to factor analysis. The variations in amplitude, frequency, and 
other measures can be reduced by this means to a limited number of 
underlying dimensions, thus facilitating the problem of 
inferential interpretation (Cattell, 1971). This method, perhaps, 
lends itself best of all to research wi thin the correlational 
tradition, but as yet it has not been used extensively. 

In an early review of research on electroencephalography, Lindsley 
(1944) concluded that it is doubtful whether there is any high 
relationship between EEG component measures and psychometric 
intelligence. Ostow (1950) was more decisive in his review, 
stating that there is no relationship between EEG and intelligence 
in normal adults. Ellingson (1956) similarly concluded that 
available evidence failed to support the hypothesis of a relation 
between alpha rhythm or other EEG components and intelligence. 
Vogel and Broverman (1964) conclude their critical r-eview on a 
more qualified note. They contend that evidence for a relation is 
strongest in samples of children, institutionalised geriatric 
patients, mental deficients, and brain injured persons. EEG 
indices were found to be more strongly related to mental age than 
IQ. Studies on which these conclusions are based are subject to 
serious methodological and theoretical criticism, however. 
Ellingson (1965) has disputed the claims of Vogel and Broverman 
1964). He argues that evidence for a relation between normal brain 
wave phenomena and IQ in children and the mentally retarded is 
contradictory and inconclusive. The weight of available evidence 
suggests that there is no relation in the case of normal adults. 
Furthermore, Ellingson stresses, EEG abnormality and decreased 
intellectual capacity are both effects of organic brain disorders, 
hence they tend to be related to one another. 
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Claims for the existence of a correlation between evoked potential 
measures and psychometric intelligence appear to have greater 
support, although results are by no means conclusive. Chalke and 
Ertl (1965) published data indicating that high psychometric 
intelligence may be associated with short latencies in the later 
components of the visual evoked potential (VEP). This finding was 
replica ted in a subsequent study by Ertl and Schafer (1969). 
Significant negative correlations in the range -.32 to -.35 were 
found between different IQ measures and late component latencies 
in the VEPs of a sample of 573 primary school pupils. It was 
concluded that "evoked potentials, which reflect the time course 
of information processing by the brain, could be the key to 
understanding the biological substrate of individual differences 
in behavioural intelligence" (p.422). Using a different 
experimen tal approach, Ertl ( 1972) found that high and low IQ 
subjects differ significantly in the amount of energy content in 
the early part of the evoked potential, prior to 150ms following 
stimulation. This finding is generally construed as support for 
Ertl's (1968) original hypothesis that the YEP reflects 
differences in neural efficiency between individuals. Independent 
stUdies corroborating the correlations of Ertl ano. his co-workers 
have been reported by Plum (1968) and lveinberg (1969). Rhodes, 
Dustman, and Beck (1969) found a non-significant trend in their 
results in the direction of a relation between late YEP component 
la tencies and intelligence. Shucard and Horn (1972) acknowledge 
the foregoing evidence, but point out that the rela tionships in 
these studies are not replicated over a broad range of population; 
that use is made of omnibus measures of intelligence rather than 
measures of different human abilities; and that the findings are 
not integrated in a coherent theory. 

In an attempt to redress these shortcomings, they undertook a 
comprehensive investigation of the relation between YEP measures 
and operationally independent forms of intelligence, based on the 
theoryof fluid and crystallized intelligence (Horn, 1970). They 
included a large battery of psychometric tests referencing eleven 
primary ability factors and four second-order factors, namely 
fluid intelligence, crystallized intelligence, general 
visualization, and general mental speed. EEG recordings \lere 
taken from a set of eight electrode pairs in different 
placements. VEPs were recorded between F4-&and F3-P3, the former 
being considered equivalent to placements used by r:;rtl (1168) and 
~rtl and Schafer (1969). Three stimulus conditions were used for 
eliciting evoked potentials. These are described as "high 
extrinsic activation" (HEA), "medium extrinsic activation" OlEA) 
and "intrinsic activation" (IA) respectively (p.61). In the latter 
condition the subject is required to lie quietly and attend 
through nearly closed eyes to a stimulus consisting of diffuse 
light flashes with a randomly varied inter-stimulus interval 
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between 1 and 4ms. A heterogeneous sample of 108 adults in the age 
range 16-68 years served as subjects. 

Results of this study support expectations raised by the work of 
Ertl and his colleagues. In general, long YEP latency was 
associated \vith low ability, short latency with high ability. 
Correlations ranged between .05 and -.32 the majority being around 
-.15. Shucard and Horn (1972) conclude that a relation exists 
between cortical evoked potentials and human abilities, but that 
"the linear correlation which represents this is not very large" 
(p.63). Interestingly, the IA stimulus condition produced 
considerably more significant correlations than the l·fEA or HEA 
conditions. Correlations are most robust between late component 
YEP latencies and broad ability measures such as g, Gf, and Gc. 
Correlations with narrower abilities fall below significance when 
age effects are partialled out. No noteworthy differences occur 
in the pattern of correlations for separate speed and level 
measures of ability. 

A general conclusion drawn from this study is that "short evoked 
potential latencies represent, in part, intellectual alertness 
that can be either self-induced or induced by external conditions" 
(p.66). Brighter individuals appear to show greater plasticity, or 
flexibility with regard to alertness, being better able than their 
dull counterparts to adjust levels of intrinsic activation to suit 
circumstances. This inference recalls, once again, Ertl's (1968) 
notion of neural efficiency, giving it an added dimension of 
meaning. 

Shucard and Horn (1972) acknowledge that the interpretation of 
their results falls short of a complete explanation of the 
correlation between YEP latencies and human abilities. 
Nonetheless, they surmise that what is common to YEP latency, to 
simple abilities and to complex abilities is some process that can 
be understood and made operational in terms of relatively simple 
tests. It would seem instructive to pursue this observation using 
Carroll's (1980) subsequently defined notion of elementary 
cognitive tasks (ECTs). 

Calloway (1973) reviewed literature on averaged evoked potentials 
and test intelligence and found three classes of relation to 
obtain. The first is that already noted, between Vgp latency and 
abili ty measures. Evidence bearing on the seconr:' 3uggests that 
under low activation conditions bright subjects 'J110H greater Vr.;P 
asymmetry (between left and right hemisphe:ces) than c'.ull 
subjects. Finally, YEP variability appears to be related to 
better test performance, particularly on perceptual measures. 
Calloway cautions that all three classes of relation appear to be 
a function of the cognitive operations a subject is carrying out 
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during evoked potential testing and hence should not be 
interpreted as reflecting any immutable biological substratum of 
intelligence. Like most behaviour, he argues, evoked potentials 
reflect genetic, biological, and social influences. 

Despi te the recognised complexity of evoked potential waveforms 
and the likelihood of determinants being mul tidimensional, 
multivariate procedures have seldom been used in the analysis of 
evoked potential variables and their relationships with cognitive 
measures. Donchin and his associates (Donchin, 1966; Donchin and 
Lindsley, 1969; Donchin, Calloway, and Jones, 1970) used various 
multivariate techniques in their research but concentrated on 
'tlithin subject data. Bennett, ~1acDonald, Brace, and Nenoyama 
(1971) used principal components to study the dimensionality of 
certain YEP measures across subjects, but their sample was fairly 
small and they included rela ti vely few VEP variables. Crawford 
(1974) used a much larger sample in studying relationships between 
VEP variables and intelligence test data, but limited his analysis 
to canonical correlations. 

One of the first comprehensive attempts to study the structure of 
interrelationships among YEP variables with the aid of factor 
analysis is by Street, Perry, and Cunningham (1976). They recorded 
and inter-correlated 19 different YEP variables, as well as age, 
for a sample of 98 kindergarten children of both sexes. A variety 
of objective procedures was used to estimate the best number of 
factors for extraction. A seven-factor pattern was selected and 
rotated to orthogonal simple structure. Some factors were 
interpreted as specific to particular areas of the cortex, whereas 
others seemed general across cortical areas. Similarly·, some 
factors appeared to be specific to particular experimental 
procedures of recording, whereas others seemed general acros s 
different recording procedures. More specific factors represented 
different dimensions of latency and complexity. The most general 
factor across conditions represented variance due to amplitude. 
Another fairly general factor was interpreted as representing 
linearity. The authors regard their results as conclusive 
evidence of the multidimensionality of the YEP domain. 

In a subsequent study using the same data, a team from the same 
laboratory at the University of Plorida (Perry, rtcCoy, Cunningham, 
Falgout, and Street, 1976) studied the multivariate YEP correlates 
of intelligence, using a variety of different psychometric tests 
and ability measures. The seven YEP factors were used as 
predictor variables in a series of multiple regression analyses, 
with different ability composites serving as criterion variables. 
In general, it was found that different combinations of YEP 
factors were needed to predict differently composed ability 
composites. The best single YEP predictor of an overall 
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intelligence composite was found to be a latency factor specific 
to a particular diffuse stimulus recoding procedure. When the 
four best VEP predictors of overall intelligence were included, a 
multiple r of .38 (p <.01) was obtained. When intelligence was 
broken down into separate verbal and performance scale scores, it 
was found that the seven VEP variables provided a better 
prediction of the latter (R= .38; p<.05) than of the former (R = 
.29; p<.05). ~fuen the five best VEP predictors of the performance 
scale score were analysed in conjunction with the five most highly 
predicted performance sub-tests, a canonical correlation of Rc = 
.49 (p <.01) was obtained. The highest single weight on the VEP 
side came from a specific complexity variable, whereas the highest 
weight on the psychometric side came from the Geometric-Design and 
Block-Design sub-tests of the Wechsler Preschool and Primary Scale 
of Intelligence (\OIPPSI) , (Wechsler, 1967). The authors concluded 
their study with the observation that relations between cortical 
functioning and behavioural abilities must be understood in 
multivariate terms, even when dealing with young, preschool 
children. This conclusion echoes the general findings of Shucard 
and Horn (1972) in a heterogeneous population of adults. 

\'loodruff (1978) has traced the life-span developmental pattern of 
brain electrical activity and related it to behavioural change. 
She notes that there is a high correspondence, in particular, 
between behavioural changes in cognition and brain electrical 
changes during development. Hence, for example, there is a marked 
stabilization of EEG activity between the first and second years 
of life and this coincides with the progression from dealing with 
the environment purely in sensory and motor responses to dealing 
with perceptual representations of the environment. Another 
marked period of stabilization occurs after the eleventh year, 
coinciding with the onset of conceptual thinking, or abstract 
logical capacity. Dealing with averaged evoked potentials, 
Woodruff outlines a number of hypotheses which appear consistent 
with research evidence. The first is that early components in the 
VEP reflect processing activity in the primary sensory system, 
where the physical parameters of the stimulus are encoded. 
Another hypothesis is that later components are associated with 
more diffusely projecting pathways, believed to be involved in 
more complex information processing. A third hypothesis, enjoying 
strong support from experimental studies, is that the late 
positive component, or P (Price and Smith; 1974) ·is clearly 
related to complex information processing and decision making. 

A striking new and as yet incompletely researched theory of the 
relation between electrophysiological processes 
cognitive performance has been proposed by 
Hendrickson (1981). The theory is intended 
biological basis of individual differences in 
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deals with the way information is converted, or transduced from 
the impinging physical environment into some mental code and with 
the way it is filtered, stored, and finally represented in some 
physical form which permanently alters the internal state of the 
biological system. 

Central to the theme is a "pulse train hypothesisl1 (p.5). It deals 
wi th the manner in which the maj ori ty of stimuli are encoded as 
pulse trains, as information is conveyed from peripheral to 
central processes. Higher levels of abstract thought are 
considered to be encoded and processed within the brain in pulse 
train packets. In general, they contend, different species are 
expected to have pulse train packets with a different constant 
number of pulses. Humans, they suggest, have a constant of 22 
pulses. In contrast to this, rodents, for example, have only 
about 16 pulses. Individual differences in intelligence are not a 
function of the number of pulses in a pulse train or packet, since 
this is constant for the species. Rather, they are the result of 
different classes of errors which can arise during the 
transmission of neural impulses within the system. 

A simulation study relating this theory to electrophysiological 
measurement is reported. Based on the results of the Simulation, 
a new electrophysiological measure of intelligence is proposed. 
The utility of this measure, which is essentially an index of 
evoked potential complexity, is tested empirically in a novel 
re-analysis of data from Ertl's (Ertl and Schafer, 1969) study. 
It is shown that high IQ is associated with greater complexity of 
the YEP waveform. A correlation of .77 between the two measures 
is reported. In a subsequent, as yet unpublished report by D.E. 
Hendrickson (1981) empirical replication of this result is 
claimed. In a sample of 219 high school children, a correlation 
of .72 is reported between a YEP complexity measure and full "TAIS 
IQ. 

It is too early to assess the value of the Hendrickson's theory of 
information processing in the nervous system. The technical 
complexity of the formulation, and specialized knowledge required 
to follow the theoretical arguments, render their work difficult 
to evaluate. Nonetheless, the theory deserves the serious 
attention of experts and students in the field of cognitive 
science. It is one of the few attempts to deal comprehensively 
with the central problems of how the brain processes information 
and why individuals differ in cognitive efficiency. Eysenck 
(chapter 8), presents an integrated perspective on this material. 
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THE CONTRIBUTION OF INFORMATTON PROCESS PARADIGMS 

The pluralistic development of scientific psychology has been 
noted already. Two streams of research were traced to a common 
origin in the pioneering work of Francis Galton ( 1869; 1883) in 
the nineteenth century. Earlier sections of this review have 
traced the development of one stream, which focuses on individual 
differences and relies largely upon psychometric measurement and 
multivariate correlational analysis. The second stream, by 
contrast, uses analysis of variance methods to explain variations 
in dependent variables in relation to carefully selected 
independent variables. Tight experimental controls are used to 
nullify effects due to all possible extraneous variables. Samples 
are selected with a view to minimising within-group variance due 
to individual differences, since interest is on the establishment 
of general laws of behaviour that transcend individual 
variations. No attempt is made here to trace the developmental 
history of the experimental tradition in cogni ti ve psychology. 
Suffice it to say that it evolved via the work of the early German 
experimentalists at 1,o1undt's (1862) laboratory into an extremely 
diversified field which is characterised, if anything, by a lack 
of underlying theoretical unity. 

It is worth noting in the present context, that one of the major 
influences on the experimental tradition in psychology, notably 
behaviourism, expressly denies the reality of covert mental 
events, or cognitive processes, as mediators of overt action. For 
this reason behaviourism, following Watson (1913), has had a 
serious detrimental effect on the theoretical development of 
cogniti ve psychology, - despite the valuable contributions it has 
made to the experimental method in psychology. A somewhat less 
dominant school employing experimental methods, Gestalt psychology 
(Wertheimer, 1925; Kohler, 1929; Koffka, 1935) perhaps will be 
judged eventually to have had a far more profound and lasting 
influence on the growth of psychological knowledge in general and 
on an understanding of human cognition in particular. 

For the purpose of the present discussion, however, interest goes 
back no further than the· past decade or so, which has seen the 
rise of modern, experimentally-based cognitive psychology. It 
should be stated at the outset, that the focus of interest here is 
not directly on the models of cognitive processing generated by 
this tradition. Rather, it is on the contribution that process 
l!lodels can make to an understanding of the individual differences 
in cognitive performance that are responsible for the structural 
l!lodels considered in preceding sections. 

Considering its recency, it is hardly surprising that the modern 
school still lacks a unified theory of human cognition. A major 
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obstacle frustrating attempts at creating a synthesis of empirical 
results is that much of the research takes place within distinct 
paradigms which do not permit easy cross-referencing of results. 
Nonetheless, the paradigms themselves are founded on a common 
assumption, namely that the human brain is the organ responsible 
for the internal processing of information and that, if the 
processes cannot be observed directly, at least they can be 
inferred under strict experimental condi tions that permi t 
replication and generalization. 

One important paradigm in the broadly defined domain of cognitive 
science which is not founded on this assumption is artificial 
intelligence, or AI (Miller, 1978; Simon, 1979). AI research is 
justified on the premise that the processing of information by 
machines can be studied as a worthwhile scientific end in itself. 
Although models of machine processing are recognised as a 
potentially rich source of hypotheses about human processing, 
there is no necessary implication that machine tested models are a 
valid representation of human processing characteristics. 
Winograd (1980), for example, has developed an impressive model of 
language processing by computer without claiming it as a ,valid 
account of human language processing. Closely related to AI but 
nonetheless recognised as a distinct paradigm is cognitive 
simulation (e.g., Szymanski, 1980). In this tradition, which 
preceded AI, computer processing is not of interest in its own 
right. Machine processing is used purely for the purpose of 
testing the feasibility of hypotheses developed to account for 
aspects of human information processing. 

In all other paradigms of modern cognitive psychology, the human 
processor, man, is studied directly. Carroll (1980) has attempted 
a classification of research in experimental cognitive psychology 
in terms of the following eight distinct information-processing 
paradigms: 

perceptual apprehension (e.g., Richards and Platnick, 1974); 

reaction time and movement time (e.g., Jensen, 1979); 

evaluation and decision (e.g., Anderson and Reder, 1974); 

stimulus matching/comparison (e.g., Clark and Chase, 1972); 

naming/reading/assocation (e.g., Stroop, 1938); 

episodic memory read-out (e.g., S. Sternberg, 1969); 

analogical reasoning (e.g., R. J. Sternberg, 1977); and 

algorithmic manipulation (e.g., Hunt, Lunneborg, and Lewis, 1975). 
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With the possible exception of the episodic memory read-out 
paradigm, which deals chiefly with error probabilities, the focus 
of interest in the various paradigms of cognitive psychology is on 
the time taken by each process. Posner (1978) introduced the 
gener~term mental chronometry to refer to this field of study. 
The general assumption in mental chronometry is that information 
processing 'proceeds in a series of stages and that the total time 
observed from the initiation of a cognitive task can be analysed 
in terms of the time taken by each of the stages. From this it 
follows that if one ,.ere to use mental chronometry paradigms for 
studying individual differences in cognition, which has not been 
the emphasis thus far, one would attempt to measure reliable 
variations in processing time over individuals for each 
hypothetical stage. A possible source of difficulty here lies in 
the fact that stages might overlap or interact in such a way that 
it would be difficult or meaningless to time them separately. 

Nevertheless, this is the gist of what Carroll (1980) proposes as 
a major objective for cognitive psychology during the eighties. 
In his monolithic synthesis of literature, he attempts to analyse 
the major dimensions of individual differences (IDs) produced by 
the psychometric tradition (cogni ti ve factors) in terms of the 
processing parameters of the mental chronometry paradigms in 
experimental cognition. This ambitious enterprise was initiated 
in an earlier report (Carroll, 1974) which heralds a watershed in 
the history of psychometric studies of cognition. In this report, 
for the first time, psychometric tests are formally treated as 
cognitive tasks and their processing demands are systematically 
analysed in terms of an experimentally derived model of human 
cognition. The model used is Hunt's (1971; Hunt, Frost, and 
Lunneborg, 1973; Hunt, Lunneborg, and Lewis, 1975) distributive 
memory model, based on an earlier model of Atkinson and Shifrin 
(1968), and modified to incorporate Newell's (1973) concept of a 
production system. Two randomly selected tests from each of 
twenty four factors in the widely-known kit of reference tests for 
cognitive factors (French, Ekstrom, and Price, 1963) are included 
in the analysis. A specially developed computer program is used 
to facilitate the prodigious undertaking. 

Carroll (1974) attempts to interpret the task demands of tests 
wi th reference to the principal memory store addressed in the 
processing. Following the distributive memory model, a 
distinction is made between long-term memory (LTM) , 
intermediate-term memory (ITM), and short-term memory (3TM). The 
role of sensory and iconic buffers is considered and the major 
strategies required for effective task performance are 
postula ted. vlhere possible, limi ts on performance due to 
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individual differences in speed, or operating capacity are 
identified. Finally, an attempt is made to show how the 
information flow is controlled by an executive or iterative 
production system which may be a set of innate or learned 
processes, not necessarily always conscious, nor in the immediate 
focus of attention. 

To date, few attempts have been made to use Carroll's (1974) new 
structure-of-intellect in the interpretation of factor analysis 
results, perhaps because of the daunting complexity of the task. 
One exception is a large-scale study undertaken at the National 
Institutc for Personnel Research (Crawford-Nutt, 1977) in which, 
at the writer's suggestion, Carroll's framework for process 
analysis was applied. Irvine (1979) sees in Carroll's approach a 
challenge to the factor analyst to relate the definition of 
factors to reasons for their existence as differentiated 
psychological functions. This must be done with reference to 
different underlying process parameters and to differential 
processing stages. He argues that factors should be construed as 
complex dependent variables, whose demands may have more precise 
definition in terms of processes, by parameter measures that are 
not themselves tests. 

Alternative systems (for elaboration see Chapters 3 and 4) for 
studying individual differences in cognitive performance, in the 
light of cognitive process models', have been proposed by Robert 
Sternberg (1977; 1978) and Earl Hunt (1978; 1979). The fundamental 
unit of analysis in Sternberg's theory is the component, defined 
as an elementary information process. Hental acti vi ty in the 
course of thinking and problem solving is reduced to its 
consti tuent components by means of a rational procedure termed 
componential analysis. Executive functions that have generality 
across task domains are known as metacomponents. Sternberg's 
emerging componential. theory of intelligence has attracted much 
attention in recent literature, drawing both criticism and acclaim 
(Sternberg, 1980). Carroll's (1978) careful review is perhaps 
representative, commending Sternberg's work as courageous and 
ambitious, yet finding it inadequate as a general theory of 
intelligence on many counts. Rather like Guilford's S-I theory, 
it seems isolated from the main body of empirical and theoretical 
developments, in part due to the use of idiosyncratic and highly 
specialised terminology and tools of analysis. Unlike the case 
wi th Guilford's theory, however, these unique features may yet 
prove to be the salvation, rather than the undoing, of 
componential theory. In time they may become the corner-stones on 
\.hich new theories of intelligence are erected. It is still too 
early to form judgement on this issue. 
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Hunt's emerging synthesis, if less creative than Sternberg's, is 
more eclectic and may prove, ultimately, to be of greater value. 
Three sources of individual differences in information processing 
are proposed, namely structure, strategy, and general attentional 
resources. Structural factors, relating to the architecture of 
the cognitive system, set limits on the effectiveness of specific 
information-processing steps. Strategy of problem solving 
accounts for the maj or portion of variance in test performance, 
particularly wi thin homogeneous groups of subj ects. Differences 
related to structure, on the other hand, may be more important in 
accounting for between-group differences in performance. The 
common finding that virtually all measures of cognitive competence 
are positively correlated is attributed to the hypothesis that all 
mental processes compete for general attentional resources and 
that individuals may differ in the attentional resources they can 
bring to bear on any cognitive task (see Ch.4). 

Neither Sternberg nor Hunt has managed to produce a system that 
equals, in sheer comprehensiveness of scope and painstaking 
attention to detail, the synthetic analysis of Carroll (1980). 
Carroll's most recent analysis is an extension of earlier work 
(Carroll, 1974; 1978; Carroll and Maxwell, 1979). In the most 
recent report psychometric factors of intelligence are considered 
in terms of all eight major paradigms in experimental cognitive 
psychology. An attempt is made to explain the basis for 
individual differences (IDs) in a unit of analysis called 
elementary cognitive tasks (ECTs). 

An ECT is defined as: 

"Anyone of a possibly Very large set of tasks in which a person 
undertakes, or is assigned, a performance for which there is a 
specifiable class of 'successful' or I correct' outcomes or end 
states which are to be attained through a relatively small number 
of mental processes or operations, and whose successful outcomes 
can differ depending upon the instruction given to, or the sets or 
plans adopted by, the person." (Carroll, 1980, p.11.) 

A set of the ten most commonly assumed cognitive processes, across 
the eight task paradigms of cogni ti ve psychology, is identified 
for detailed analysis. Carroll's list of cognitive processes is 
reproduced here, with brief descriptions taken from a summary 
article (Carroll, 1981, p.16). 

The Honitor (MONITR) process is a cognitive set or "determining 
tendency" that guides the operation of other processes during the 
course of a task. Generally, it is embodied in the instructions 
given to the subject at the outset of an experiment or during the 
course of its performance. 
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The Attention (ATSTI~1) process has to do with the subject's 
expectations regarding the types and numbers of stimuli that are 
to be presented. 

The Apprehension (APSTIM) process has to do with the registering 
of a stimulus in a sensory buffer. 

The Perceptual Integration (CLOZR) process concerns the perception 
of a stimulus, or the attainment of perceptual closure of a 
stimulus, and its matching with any previously formed memory 
representation. 

The Encoding (REPFRM) process is that of forming a mental 
representation of a stimulus and its interpretation in terms of 
its attributes, associations, or meaning, depending on the 
requirements of a particular task. 

The Comparison (TSTIH) process is that of determining ,,,hether two 
stimuli are the same, or of the same class. 

The Co-representation Formation (FOCORP) process is that of 
establishing a new representation in memory in association with 
one with a longer history, often in terms of some rule that gives 
the basis on which the co-representation is formed. 

The Co-representation Retrieval (FICORP) process is that of 
finding, in memory, a particular representation in association 
with another representation on the basis of some rule or other 
basis for the association. 

The Transformation (TRAREP) process is that of transforming or 
changing a mental representation on some specified basis, for 
example, "mental rotation" of a visual stimulus. 

The Response-Execution (XECUTR) process is that of operating on 
some representation in such a way as to produce either an overt or 
a covert response: a movement that presses a button, an uttered 
word, or a covert "rehearsal". 

Carroll's (1980) analysis of these cognitive processes is achieved 
by simulating ECTs in each of the eight paradigms with the aid of 
a computer program, SIMCOG, and then assessing simulations of the 
processes involved in each ECT in terms of measures of processing 
time and, in some instances, error rates. After this instructive 
analysis, IDs in ECTs are appraised , respectively, against the 
background of knowledge from factor analysis, and task analysis. 
An attempt is made, finally, to integrate the results of the 
exercise in a broader body of psychological theory. 
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To undertake anything approaching a just evaluation of Carroll's 
analysis, which runs to about three hundred pages in fine print, 
would be well beyond the limits of the present discussion. It is 
clear, however, that this work represents a major step towards the 
much needed integration of psychometric and experimental cognitive 
theory. No longer will factor analysts be able to account for 
factors merely with reference to introspectively derived 
descriptions of assumed sources of variance underlying tests. 
Interpretations will have to consider processes similar to the ten 
studied by Carroll, relating them to different memory stores. We 
can thus expect to see factors described in terms of different 
sensory encoding processes, different processes of perceptual 
transformation in 8TM, different strategies for directing the flow 
of information between memory stores and different forms of 
response execution, or motor output. Different sources of test 
variance due to processing time and ~ rates, in the different 
processing stages, will need to be specified. The challenge 
implied is a considerable one, but the outcome may bring 
psychologists closer to an eventual understanding of the complex 
relation between intellectual structure and cognitive function. 
Carroll's current thinking can be followed in chapter 5. 

Advances in Cognitive Measurement 

Despi te the growing body of theory pertaining to the manner in 
which the human brain processes information, cognitive 
psychologists have not yet invented a means of directly observing 
the processing of information in the nervous system. To 
experimentalists and psychometricians alike, the functioning brain 
remains a mystery, sealed in a "black box". Only the outcomes of 
its activity can be observed. Cognitive psychology, for the 
present, consequently remains at the level of an inferential 
science. 

Nonetheless, if the information subjected to processing is 
carefully controlled and relevant parameters are used for 
measuring behavioural outcomes, considerable faith can be vested 
in the inferences made about underlying processes. It is 
accordingly worth noting the various measurement procedures and 
parameters in use and examining their respective merits as aids to 
an understanding of cognitive behaviour. 

As recorded in the previous section, psychometricians and 
experimentalists have established different traditions of 
preferences regarding parameters for measuring cognitive 
behaviour. The former school has concentrated more on right and 
wrong responses, whereas the latter has made greater use of 
reaction times or response latency measures. Hence psychometric 
theories of human ability structure are generally founded upon 
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multivariate correlational analyses of accuracy scores, obtained 
from tests administered with lenient time constraints. 
Experimentally-based theories of human cognitive-processes, on the 
other hand, are more frequently guided by variance analyses in 
which the dependent variables are reaction times, or their 
reciprocals, speed of response. In these studies tasks of modest 
or inconsequential difficulty are mostly used. The implicit 
assumption underlying the psychometric tradition is that accuracy 
of response is a more important indicator of individual 
differences in intellectual ability than speed. The assumption in 
the experimental tradition appears to be that speed of response 
provides a more sensitive measure of differences in underlying 
mental processes than accuracy. 

Cronbach (1957), NcNemar (1964), and numerous others have 
recognised that the advancement of cognitive psychology depends 
upon the extent to which the respective merits of two formerly 
independent traditions can be integrated into a comprehensive nevI 
research paradigm. The ideal paradigm is expected to be one 
informed by dynamic models of cognition, taken from experimental 
research on information pror~ssing, married to knowledge abut 
performance dimensions, established through factor analysis of 
individual differences on reliable psychometric tests. The 
paradigm should make prov~s~on for descriptions of cognitive 
behaviour in terms of separate parameters for speed, accuracy, and 
other characteristics. Although no such paradigm has been forged 
successfully yet, several useful leads have been developed. One 
noteworthy example is the work of the British team led by 
Professor Hans J. Eysenck during the nineteen fifties and sixties 
(Eysenck, 1953; 1967; Furneaux, 1960; Brierly, 1961; ~fuite, 1973). 
In this work a distinction is made between different behaviour 
parameters in the test si tua tion, notably speed, accuracy, and 
persistence. Speed is measured as response time per item, 
accuracy is a function of right and wrong responses over the test, 
and persistence is a measure of the subj ect' s willingness to 
persevere with difficult problems. Another parameter, level, is 
sometimes used in the work of this group to refer to the order of 
complexity a subject can manage given unlimited time. 

In the views of this group, the central cognitive component in 
intelligence test performance is speed. In omnibus IQ tests, speed 
is averaged over different mental processes and accounts for the 
maj or portion of variance in scores. 1:Jhen more specialized tests 
are used, the underlying common variance, or g factor variance, is 
considered to represent chiefly individual differences in mental 
speed (Eysenck, 1967). Eysenck and Furneaux argue that the 
fundamental nature of mental speed can be demonstrated by plotting 
an individual's item respon se latencies against the difficulty 
level of the items concerned. lIJhen this is done, typically a 
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negatively accelerated curve is obtained; when the time units are 
transformed logarithmically the plots for all individuals become 
linear and parallel. This finding is interpreted as evidence that 
the only source of differences among individuals on the items is 
the intercept on the abscissa of the graph, where log. time 
represents speed of response. The increase in log. time with 
increase in item difficulty has the same slope for al] individuals 
tested. The slope of the regression is accordingly a constant, 
which, Eysenck claims, is one of the few demonstrated in 
psychology. 

Furneaux (1960) suggests that central to all cognitive information 
processing is some kind of scanning mechanism the speed of which 
determines the probability of the right solution being brought 
into focus more or less quickly. This notion is developed by 
Eysenck (1967) to provide an explanation for the failure of simple 
reaction time experiments to correlate with intelligence. In the 
example cited, it is argued that in a task in which a subject must 
press a button in response to a light flash, no information is 
conveyed, by definition, when there is only one light/button 
combination. As the number of combinations increases the amount 
of information increases logarithmically, so that with two 
combinations one bit of information is conveyed, with four 
combinations, two bits, and eight combinations, three bits. 
Evidence is cited from studies by Hick (1952), Hyman (1953), and 
Schmidtke (1961) that response time increases linearly with 
increasing number of bits of information. Hence eac!! subj ect I s 
performance can be described graphically in terms of two 
parameters, the intercept on the ordinate, representing raw 
reaction time, and the rate of increase in reaction time with 
increasing amount of information processed, represented by the 
slope of the regression line when amount of information in bits 
defines t~e abscissa. In such a graph, simple reaction time, 
invol ving 0 bits of infor.ma tion, would show no correlation with 
speed of information processing. By equating speed of information 
processing with "intelligence", the lack of correlation between 
simple reaction time and "intelligence" is explained. The slope 
of the regression line, however, showing increase of reaction time 
with amount of information processed, would be expected to ShO~l a 
negative correlation with "intellignece". This prediction suggests 
that intelligent subjects would show less increase in reaction 
time with increases in the number of light/button combinations 
than dull subjects. Experimental evidence produced by Roth (1964) 
is cited as confirmation of these predicitons. A more recent, 
independent attempt at confirmation of predictions from the 
Eysenck/Furneaux theory of mental speed fails to provide 
unequi vocal support (Seymour and ~10ir, 1980). Nonetheless, 
researchers at Eysenclc I s laboratory continue to show interest in 
the t!!eory as the basis for an understanding of intelligence. In 
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one recent variant, for example, Hendrickson and Hendrickson 
(1980) refer to research on Inspection Time (IT) as a promising 
source of explanations for individual differences in IQ. In 
particular, they cite the findings of Nettelbeck and Lally (1976) 
who report a Spearman rank correlation of .92 between 'iAIS 
performance IQ and an IT measure. 

Brand (1979) has provided a useful and up-to-date review of the IT 
literature. IT measures are based on simple tasks in which some 
stimulus, usually visual, is presented for a brief, predetemined 
time period, following which subjects must make some judgement 
about the stimulus. The presentation time is lowered on 
successi ve trials until the subj ect no longer can make reliable 
jUdgements. This minimum exposure time is called the subj ect IS 

IT. A general finding noted by Brand is that high IQ subjects are 
able to make good discriminations at much lower presentation times 
than low IQ subjects. 

Hendrickson and Hendrickson (1980) offer an explanation for this 
finding with reference to their pulse train hypothesis. Their 
argument is supported by some intriguing equations, which merit 
close attention but which cannot be summarized usefully without a 
detailed account of their theory of neural transmission being 
presented. The gist of the argument is that higher IQ subj ects 
have fewer pulse transmission errors. A pulse train triggered by 
a visual stimulus impinging on the retina is therefore likely to 
have a higher probability of conveying reliable information to the 
central nervous system in the case of a high IQ subject than in 
the case of a low IQ subject. In subjects of lower IQ pulse 
trains are likely to lose information or to convey distorted 
informa tion due to higher probabilities of transmission errors 
occurring in the intervals between pulses. Hence fewer pulse 
trains are required to convey reliable information about the 
stimulus in high IQ subjects, and a shorter stimulus exposure time 
is accordingly needed to permit reliable judgements to be made 
about properties of the stimulus. 

j'Jhile this argument may provide a partial explanation of the 
observed correlation between IT and IQ, it seems to fall short of 
an explanation of the basis of intelligence. It deals merely with 
the transmission of information in the peripheral visual system 
and fails to address the more important issue of the processing 
that takes place once the information reaches the central nervous 
system. The explanation is confined, in this sense, to the first 
~f Spearman's (1923) three noegeneticlaws of cognition, pe~taining 
tu ~~~ apprehension of experience. It does not deal with his two 
higher laws, having to do with the eduction of relations and 
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eduction of correlates. The Hendricksons have not yet correlated 
ITs with their electrophysiological complexity measure, although a 
high relationship would be essential to the validity of their 
theory of intelligence. Nor has their hypothesis been tested yet 
that IT measures should correlate highly with measures of fluid 
intelligence but not so highly with measures of crystallized 
intelligence. Research along these lines is being planned, and 
the results should prove of great interest. 

Unlike their British counterparts, differential psychologists in 
America have, until recently, shown little interest in studying 
speed of performance as a parameter distinct from accuracy. The 
reason for this is presumably to be found in the fact that 
Thurstone's (1938) demonstration of PMAs eclipsed interest in 
Thorndike's (1926) fundamental worle on speed and power in mental 
tests. Although one of Thurstone's original factors, P, is 
identified as perceptual speed, tests referencing this factor are 
scored for accuracy rather than speed. The score assigned to a 
subject represents the total number of items answered correctly 
over the test. The rationale for interpreting P as a speed factor 
is that the tests are administered under strictly timed 
condi tions. In effect subj ects are required to work at optimum 
performance in terms of both speed and accuracy in order to 
achieve a high score. The variance in the total score is thus 
some unknown function of speed and accuracy. It is impossible to 
partition the variance in such a score into separate speed and 
accuracy components. Hence two subjects achieving the same score 
on one of Thurstone's perceptual speed tests may differ markedly 
in terms of their speed and accuracy characteristics. Indeed, 
individuals may differ in the speed-accuracy tradeoff they make on 
a particular test and the speed-accuracy tradeoff function for a 
particular individual may differ across tests, depending upon the 
processing demands of the task in terms of centent and complexity 
(l'lickelgren, 1977). 

Prominent American psychometricians in the human abilities field 
subsequent to Thurstone have similarly failed to distinguish 
opera tionally between speed and accuracy performance paraceters. 
Guilford (1967) for example makes no explicit provision for speed 
factors in his 8-1 model, nor does speed merit a listing in the 
subject index of his most recent text on cognitive psychology, 
which purports to go beyond factor theory (Guilford, 1979). In the 
Horn-Cattell system of higher-order abilities, a general 
speediness factor is recognised as a broad second-order construct 
(Horn, 1968; Cattell, 1971). ~.farker variables used for this 
factor, however, are chiefly Thurstonian perceptual speed tests or 
sicilar instruments scored for number of right responses within a 
restricted time. Variables based upon reaction times, 
item-response latencies, or other true speed parameters are seldom 
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used. In their various writings it is clear that neither Cattell 
nor Horn has firm views on the theoretical status of speed in 
cognitive performance. Horn (1968) has suggested that speediness 
may be an indication of endocrine functions, whereas Cattell 
(1971) prefers to view speed as a non-cognitive temperament 
factor. Both writers acknowledge that the dimensionality of speed 
variance in cognitive performance is pooorly established. In 
concert with many other factor analysts they have repeatedly 
called attention to the need for more research on individual 
differences in cognitive speed and for a clarification of the 
relation between speed and other cognitive factors. 

Notwi thstanding, in a thorough review of recent litera ture on 
individual differences in cognitive abilities, Carroll and Maxwell 
(1979) devote no more than half a page to a section o~ cognitive 
speed, citing only four references. Their excuse for this meagre 
coverage is that considerations of speed enter into virtually all 
other ability domains covered in their review and speed is not 
trea ted in the literature as a distinct phenomenon. But they 
argue that perhaps it should be treated as distinct in the 
future. They refer to the excellent work of Egan (1976) on 
spatial abilities as an example of the advantages that can be 
expected if speed and accuracy are accorded status as separate 
performance parameters. 

Egan I S (1976 j 1978 j 1979) work departs froI!l the standpoint that 
classic psychometric tests of abilities have been developed and 
used without a deep understanding of the mental processes required 
to do them. The approach he advocates to rectify this unhealthy 
state is to design measures based upon information-processing 
analyses of the ability domains in question. In his own work he 
focuses on the spatial ability domain because of its topical 
interest to information-processing theorists (Shepard and Metzler, 
1971) and its established practical relevance to applied problems 
(Smith, 1964). He regards his studies of spatial tasks, however, 
merely as examples of a new class of research aimed at 
understanding processes measured by ability tests. His approach 
begins with the construction of an information-processing model of 
the task of interest. This is done by observing the effects of 
stimulus manipulations on a measure of task performance, usually 
response latency. The model is successively adapted until it can 
be demonstrated that the performance of a majority of subjects is 
consistent with the patterns predicted by the model. Only then 
are measures based on the model constructed to assess individual 
differences in performance. ~leasurement parameters in the new 
abili ty tests are typically times taken to complete the 
hypothetical mental operations correctly. Accuracy, or error 
probability measures may be used as well. Instead of the single 
opaque score obtained on a traditional ability test, scores 
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derived from information-processing models represent estimates of 
perforClance on different hypothetical operations. There may be 
several such scores for any particular task, each describing 
performance on a different operation, or set of operations, each 
of which in turn is theoretically based. 

ggan (1979) lists several potential benefits he considers to 
derive from the new generation of ability measures. First, new 
interpretations for classical psychometric concepts are made 
possible. The new interpretations have the advantage of being 
conceptual and process oriented rather than purely actuarial and 
statistically oriented. Second, theory-based mental tests suggest 
new directions for research on individual differences. One 
practical advantage in this regard is the possiblility of 
re-examining criterion scores in the light of better understood 
predictors for use in personnel and educational selection. 
Thirdly, understanding tests in terms of mental processes may lead 
to improved methods of assessing abilities, particularly in cases 
where response speed is important or where it is desirable to 
distinguish between speed and accuracy performance components. 

Examples of models constructed from information-processing theory 
are presented for different spatial tasks, suggested by different 
psychometric factors in the spatial abilities domain. Common to 
each model is the assumption that tasks involve a set of distinct 
operations, usually performed sequentially. Even relatively 
simple tasks based on narrowly defined "pure" psychometric factors 
are assumed to be complex, involving distinct cognitive 
operations. A simple processing model for spatial visualization 
tasks, for example, is reproduced below in Figure 1. 

This simple model (see chapter 6 for a review of different models 
of spatial abilities) may apply, at least in a general way, to a 
wide range of spatial visualization tasks. Visualization tasks 
typically require the mental manipulation of visual 
representations of an object. In a typical visualization test 
item, a subject has to choose from among, say, five alternatives, 
a drawing that best represents a spatially transformed version of 
the original object. In information-processing experiments, a 
subject usually has to make a two-alternative choice. Either the 
second object is .judged to be a simple transformation of the 
original, in which case the response is "Saoe", or the second 
object is not considered a simple transformation of the original, 
in which case the response is "Different". The different stages of 
task performance implied by the processing model for spatial 
visualization include some kind of visual encoding of stimulus 
informa tion, termed S~ARCH in Fig. 1, followed by a TR.ANSFOR~1 

operation in which the code, in this case is rotated mentally and 
then compared \ofi th another visual stimulus. In the final stage, 
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SEARCH 

TRANSFORM 

1-------1 

C-~~EA!~.J 
,/ , 

,/ , 
NO MATCH?, , / , / , / 

/ YES 

CONFIRM 

Figure 1 Processing model for spatial visualization tasks 
(from Egan, 1979). 

CONFIRM, an overt response is made, for example, by pressing a 
button marked "Same". 

Indi viduals may be assumed to differ in the speed and accuracy 
y/ith which each cperation, or stage, is executed. Using tasks 
based on a model of the above kind, Egan has produced results 
suggesting that overall accuracy on spatial visualization tests is 
influenced chiefly by ,!,ariance in the search operation, whereas 
overall speed is influenced mainly by variance in the 
transformation stage. Generalization of this important finding 
may account for the frequently observed lack of correlation 
between global speed and accuracy measures on ability tests 
(Carroll, 1981). These results provide compelling reasons why 
cogni ti ve tests should incorporate separate parameters for 
measuring speed and accuracy on different component operations, 
rlrther than traditional ,;,lubal measures such as overall proportion 
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correct or number of items attempted within a limited time. 

Both cognitive theory and measurement methodology have advanced in 
the past decade to a level that makes the new generation of 
ability tests quite feasible. The advent of computer-based 
testing technology and the ready availability of inexpensive 
microprocessors makes the transition from traditional testing 
practically attainable and an unavoidable challenge to the new 
generation of cognitive psychologists. One of the most valuable 
advantages of using computers for test presentation, is that each 
subject's response times per item, or per task operation, can be 
recorded easily and reliably, as well as the accuracy or 
appropriateness of the response. The development of computerized 
testing technology is already an active, competitive field, 
particularly in the USA as evidenced in proceedings of recent 
conferences organized by a leading exponent O'feiss, 1977; 1980). A 
computerized literature search on the topic of computerized 
testing, instituted by the writer in 1976, has produced over one 
hundred relevant titles to date, despite the comparative recency 
of the enterprise, which goes back no earlier than the nineteen 
sixties (Greenwood and Taylor, 1965; Cleary, Linn, and Rock, 1968; 
Elwood, 1969). 

The most noteworthy developments associated with computerized 
testing however, do not relate to cognitive theory but rather to 
measurement theory and methodology. Influential advances 
associated with flexi-Ievel testing (Lord, 1971; 1977), adaptive 
testing (Weiss, 1973; 1974; Kingsbury and Weiss, 1980), and 
tailored testing (Samejima, 1977), provide outstanding examples. 
Despite the psychometric sophistication of this work, these 
authors display little interest in the recent advances associated 
with experimentally tested theories of cognitive processes. Their 
concerns centre around the statistical treatment of test scores 
representing the products, or outcomes of cognition. They do not 
address themselves to the substantive theoretical challenges 
related to the measurement and clarification of cognitive 
processes. A few noteworthy developments in this direction have 
beBun to appear only very recently (Cory, Rimland, and Bryson, 
1977; Dillon, 1981; Hhitely and Schneider, 1981; Barratt, 
Alexander, Doverspike, Cellar, and Thomas, in press). The scope 
is still wide open for important ad.vances to be made in the 
application of computerized testing technology and modern 
measurement methodology to the study of basic processes underlying 
human cognition. 

Towards an Integrated theory of Human Cognition and Intelligence 

Having duly appraised the findings of pertinent research in the 
foregoing sections, the question may be asked, what then is really 
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known about human cognition and intelligence? The only fair 
answer, shared undoubtedly by most prominent researchers in the 
field, would seem to be that very little, indeed, is known. 

It is Imown that the brain is the organ primarily responsible for 
the processing of information, but there is, as yet, no 
wide-spread agreement as to the mechanisms involved in information 
processing. Something is known about the operating 
characteristics of certain hypothetical processes, but there is 
still no well established set of cognitive processes in the 
literature. Several models have been proposed to describe 
information processing in the nervous system, but the true 
architecture of mental life is poorly understood. The presence of 
reliable individual differences underlying cognitive function is 
well established, but the causes of individual and group 
differences remain contentious debating points. The precise 
nature and meaning of the dimensions underlying human cognitive 
variations are not yet well established, hence it cannot be stated 
with certainty what the structure of their interrelations is, nor 
under which circumstances structural differences or structural 
changes can be expected. The effects of social, cultural, 
biological, and maturational influences on cognitive function are 
poorly understood. Even considerations of the most suitable 
procedures and parameters for measuring cognitive behaviour still 
appear open to subjective judgement, or taste. 

One author, commenting recently on the state of knowledge in 
cognitive science, expressed his exasperation at the pace of 
progress, stating that he is " .•• struck by how little is known 
about so much of cognition" (Norman, 1979, p. 10) . Influential 
theorists looking in on progress from different vantage points 
have been forced to conclude similarly. At the start of his 
lengthy analysis of knowledge pertaining to human ability systems, 
Horn (1978), for example, laments that "compared with our 
knowledge what truthfully can be said about human abilities and 
their development is as a whisper in a gale" (p. 212) • On summing up 
his review of research on elementary cognitive tasks, Carroll 
(1981) likewise concludes that " ..• this kind of study is still in 
its infancy; at present, the few established findings, if any, 
consti tute a puzzling mosaic that leaves a large residual of 
problems and gaps in knowledge" (p.21). 

Yet there is optimism in many quarters that the pace of progress 
is accelerating (e.g., Glaser and Pellegrino, 1978). At least the 
issues, priorities, and prospects seem clearer now than when 
Cronbach (1957) first mooted a plea for the merger of multivariate 
differential and bivariate experimental psychology, or when 
11cNemar (1964) re-emphasized the importance and urgency of the 
tas): . 
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Amongst major contributors to differential research there appears 
to be a general acceptance of the need to reinstate a theoretical 
basis for future psychometric work on abilities (Cattell, 1971; 
Eysenck, 1973; Horn, 1978; Guilford 1979; 1980; Royce, 1979; 1980; 
Carroll, 1980; 1981). There seems to be widespread agreement among 
these authors that classic psychometrics can contribute little to 
advance understanding beyond what is already known. For this 
reason, most of these writers have begun what might be referred to 
as putting psychology back in psychometrics. For the most part, 
this means infusing theoretical insights from the 
information-processing paradigms of cognitive psychology into new 
work on individual differences in abilities. 

It is important to realise that this is a matter of re-introducing 
psychological theory as a foundation for psychometric research on 
indi vidual differences. Ca ttell, (1971), Sternberg (1980), and 
others have made the point that the early pioneers of psychometric 
research on intelligence (Spearman, 1927; Thurstone, 1938) were in 
the first instance cognitive psychologists, interested in 
understanding human information processing (e.g., Spearman, 1923; 
Thurstone, 1924). They turned to psychometric methods as a means 
of clarifying and elaborating the structural aspects of 
intelligence. Unfortuna tely, nei ther li ved long enough to 
complete the work he had begun, by integrating structural analyses 
of intelligence within the compass of a broader, process-oriented 
theory o-fhuman cognition. Their less visionary factor-analytic 
successors appear to have lost sight of the overall goals of the 
enterprise, resulting in the long period of stagnation 
characterising psychometric research on abilities, during the 
middle decades of this century. Only in the last decade have 
differential psychologists regained sight of the initial 
objective, and begun to re-examine factor models of intellectual 
structure from the broader theoretical perspective of a psychology 
of human cognition. 

Experimental psychologists interested in cognition have not been 
as ready to re-appraise their traditional psychonomic methods and 
paradigms in the light of empirical findings on individual 
differences in intelligence. Yet a growing number of 
experimentalists, following the lead of Hunt, Frost, and Lunneborg 
(1973) are beginning to turn attention to the importance of 
accounting for individual differences on various measurement 
parameters of information processing. Leading contemporary 
theorists, such as Sternberg (1977; 1978; 1979; 1980) are seeking 
new methodologies for task analysis, which hopefully will permit 
not only a decomposition of cogni ti ve tasks into theoretically 
meaningful subordinate components, but will enable, in addition, 
the measurement of individual differences in performance on 
processing components. 
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It seems thus that a start has been made towards the inevitable 
merger of psychometrics and psychonomic cognitive research, as a 
first step, indeed as a prerequisite, for the formation of an 
integra ted theory of human cognition and intelligence. For the 
present, and the immediate future, it would seem necessary that 
researchers should retain full freedom in their approach to the 
common goal of creating a new theoretical synthesis. It is yet 
far too early to prescribe priorities for this ambitious 
programme, since it is by no means clear \olhich of many avenues of 
approach will ultimately provide the greatest payoff. 

Until the knol-lledge base for theoretical development has 
broadened, it would seem desirable tha t at least some research 
specialists within the separate sub-disciplines should continue 
with their respective programmes, without showing too much concern 
for the super-ordinate goal of integrative theory development. 
The imaginative psychometric work of Horn and his associates, for 
example, on factor-analytic explorations in the domains of 
auditory abilities (Stankov and Horn, 1980; Horn and Roy, 1980; 
Horn, Donaldson, and Engstrom, 1981), or structural modelling of 
aging effects on intellectual development (Horn and McArdle, 1980; 
McArdle and Horn, 1981), should continue unabated. Similarly, the 
creative research of experimental cognitive psychologists in the 
tradi tion of Shepard and his colleagues, on mental rotation and 
other perceptual transformations should continue to enjoy a high 
priori ty (Shepard and !~etzler, 1971; Shepard and Feng, 1972; 
Cooper and Shepard, 1973; Metzler and Shepard, 1974; Cooper and 
Podgorny, 1976). The findings of this research are being used 
already by others in studies at the interface between experimental 
and psychometric research, as in the impressive \o[ork of Egan 
(1979), discussed in the preceding section. Until such time as 
the outline of a new theory for integrating-knowledge about hunan 
cognition and intelligence becomes more clearly visible, reliance 
must be placed on some kind of I-Tider conceptual framework for 
guiding research, and for organizing and integrating new data. 
Perhaps the most promising conceptual framework for this purpose 
is that being developed by Royce and his associates (Royce and 
Buss, 1976; Royce, 1979; Royce, 1980). This conceptual framework 
has the advantage of being accommodated within the overall context 
of general systems theory in science. The cogni ti ve system is 
conceived to be organised on successive hierarchical levels, from 
molecular to. molar. Structural features and process features of 
cognition are jointly accommodated and can be interrelated. A 
temporal dimension makes prov~s~on for the description and 
analysis of developmental change over the entire human lifespan, 
in response to both biological (genetic) and environmental 
(learning) causal influences. 
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The cognitive system is conceived as one of six interdependent 
systems making up the suprasystem of human personality, as a total 
psychological unit. The affecti ve system (Royce and flcDermot t, 
1977) is conceived as a processing unit similar to the cognitive 
system, both of which function as information transformers. The 
stvle system (l.Tara.ell and Royce, 1978) and value system 
(Schopflocher, Royce, and Heehan, in press) are also conceived as 
processing units, but their function has more to do with 
personality integration. The sensory system (Kearsley and Royce, 
1977) and motor system (Pot ... ell, Ka tkzo, and Royce, 1978) are 
conceived as peripheral processing units that function as 
input/output transducers and encoders. 

The six systems of personality are organised as a multilevel, 
hierarchical suprasystem in which there is a controlled-process 
stratum (sensory and motor), a learning-coping stratum (cognitive 
and affective), and an integrative stratum (style and value). 
Like the cognitive system, each of the remaining five systems is 
conceived as a multilevel, hierarchical system (Royce, 1979). 
Factor analysis is used as the major analytic technique for 
identifying the elements of the respective hierarchies. The 
elements (factors) in turn, may be used for further research 
either as independent, or as dependent variables, depending upon 
their treatment in the research design (Royce, 1980). Central to 
this conceptual framework, is the information processing paradigm, 
uhich Royce ( 1979) considers potentially best sui ted for 
generating a viable, dynamic theory of human variations in 
psychological function. 

A recent empirical investigation by the writer (Verster, 1982a) 
may be seen as an attempt to build on the views and conclusions 
expressed above. The study is designed to evaluate a model of 
structural relations among major cognitive process variables. The 
model is informed by results from both the differential and 
experimental literatures considered in preceding sections. It is 
based, more specifically, on supplementary findings from pilot 
investigations (Verster and Steyn, 1973; Verster, 1975). In terms 
of the model, sequentially related information-processing stages 
are delineated and their expected locations indicated in a 
structured hierarchy of cogni ti ve levels. Use is made in the 
study of a specially prepared battery of computerized cognitive 
process tests. The tests each give separate task performance 
measures for speed (item-response latencies) and accuracy (based 
on right and wrong responses). The computerized test battery is 
administered to three different, heterogeneous adult samples 
descri bed as l~1hite l1ales (N=1 00), I;Thite Females (N=1 00), and Black 
nales (N=173). Speed and accuracy data are analysed separately, in 
the case of each sample, using modern structural equation 
modelling methods (Browne, 1981). The resul ts provide 
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sta tistically acceptable support for the validity and generality 
of the structural model of cognitive processes across cultural 
groups and between the sexes. 

The lowest hierarchical levels in the model are defined by simple 
sensory and psychomotor processes. These are involved, 
respectively, in the encoding (input) and response execution 
(output) stages of information processing. Successively higher 
levels are defined, in turn, by more complex perceptual and 
conceptual processes. Perceptual processes (as, for example, in 
scanning, matching, rotation, closure) occur during the 
transformation stage of information processing. Conceptual 
(rela tional) processes (as, for example, in concept formation, 
analogical thinking, rule induction, logical inference) are 
involved in the strategic stage of information processing. The 
findings of this study are more fully discussed and evaluated 
elsewhere (Verster, 1982b; Verster, in preparation). In 
conjunction with other contemporary developments in the literature 
of cognitive psychology, they may be seen as a useful basis for 
further empirical work directed at the integration of knowledge 
about human cognition and intelligence. 
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CHAPTER 3 

SYNOPSIS OF A TRIARCHIC THEORY OF HUMAN INTELLIGENCE 

ROBERT J STERNBERG 

Yale University 

INTRODUCTION 

Theories of intelligence are not all theories of the same thing. 
Rather, they tend to be theories of different aspects of 
intelligence. To make matters worse, the theorists who propose 
these theories almost never l!1ake it clear just what aspects of 
intelligence their theories embrace. Consequently, it is 
difficult to know in what respects the claims of the various 
theories are complementary, and in what respects these claims are 
antagonistic. The end result is a continual state of "theory 
warfare" in which different kinds of theories are pitted against 
each other, whether or not they are truly competitive. 

This chapter seeks to contribute toward the resolution of this 
state of "theory vTarfare" by proposing a unified framework in 
which to view theories of intelligence, and by proposing a unified 
theory that utilizes this framework, and in so doing, highlights 
\.Jhat are argued to be remarkable convergences among theories. In 
proposing yet another theory, therefore, I seek not to add yet 
another warring party to the existing conflict, but to contribute 
toward the resolution of that conflict and the rechanneling of 
energies into more productive directions. 

The chapter is divided into four major parts. First, I discuss 
some of the history of theories of intelligence, noting 
convergences as well as conflicts in the literature. These 
theories are placed into a metatheoretical framework that provides 
a useful means for seeing in what respects the theories diverge, 
on the one hand, and converge, on the other. Second, I present 
the proposed triarchic theory, which is an attempt to integrate 
and expand upon past theorizing. This theory is shown to draw 
upon all aspects of the proposed metatheoretical framework. 
Third, I discuss the relations between past theories and the 
triarchic theory, arguing that in many instances these past 
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theories are in some sense special cases of this new theory. 
Finally, I summarize the main points of the chapter, and draw some 
conclusions. 

THEORIES OF INTELLIGENCE: A CAPSULE HISTORY 

The basic thesis of this section of the chapter is 
straightforward: Because theorists of intelligence have dealt with 
different aspects of the phenomenon of intelligence without 
acknowledging that they are dealing only with aspects of the whole 
phenomenon, and because they have failed to separate differences 
in methods from differences in substance, artificial competitions 
have been set up among theories that are not truly competitive at 
all. This unfortunate turn of events dates back to the beginnings 
of modern theorizing with Galton and Binet. 

In his seminal work on intelligence, Gal ton (1883) proposed to 
view intelligence in terms of basic psychophysical abilities, such 
as various kinds of sensory acuities and discriminations. Many of 
his measures, such as strength of grip, probably had nothing to do 
with intelligence, but others, such as various measures of 
reaction time, probab+y did relate to intelligence in some way. 
l·lore important than the particular measures Galton chose to use 
was his conception of intelligence in terms of very basic, 
"bottom-up" kinds of psychophysical, and especially mental, 
skills. Because Gal ton's measures ,.,rere inadequate, initial tests 
of his theory yielded disappointing results (e. g., I.,issler, 1901). 
But there may well have been more in his basic theoretical view 
than in his measures, because Gal ton's ideas about intelligence 
have been revived and rejuvenated in recent times (e.g., Carroll, 
1976; Hunt, Frost, & Lunneborg, 1973; Jensen, 1982). For example, 
most contemporary theorists of intelligence are in consonance that 
mental speed has something to do with intelligence, although there 
is considerable disagreement as to just what this something is, 
and as to how it relates to measurements of mental speed. 

Competing with the ideas of. Galton were those of Binet and Simon 
(1916), which represented a more "top-down", judgment-based view 
of intelligence. According to Binet and Simon, intelligence is 
best understood in terms of one's ability to comprehend, evaluate, 
and act upon the world in which we live. Binet and Simon's tests 
of reasoning, problem solving, and judgment proved to be more 
highly correia ted ,.,ri th a variety of external criteria, such as 
school performance and career attainments, than did Galton's. 

The respective approaches to intelligence of Galton and Binet were 
never incompatible. Galton's measures were almost certainly 
inferior to Binet's, and the importance of his kinds of measures 
for predicting everyday competencies would almost certainly have 
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been lower than that of Binet's kinds of measures, even if Galton 
had used more refined tests. But intelligence almost certainly 
involves both bottom-up, basic processes, and top-down, high-level 
processes in interaction. For example, reading comprehension 
depends upon and interacts with perception of the written t-lord. 
Listening comprehension depends upon the rate at which one can 
take in information. If one is too slow in comprehending, the 
words will pass one by before one is able fully to encode them, 
and one may lose the stream of thought the speaker is attempting 
to convey. Reasoning under any kind of time pressure at all -
whether internally or externally imposed - requires speed as well 
as high levels of jUdgment. The point to be made is that 
intelligence cannot possibly be understood fully except at 
multiple levels of the processing of information. 

Any approach to understanding intelligence that is based solely 
upon individual differences in test performance may miss this 
important fact. Certain kinds of tests may swamp others in terms 
of accounting for observed variation among individuals in test 
scores. But a process analysis of test performance should reveal 
the importance of multiple levels of processing. In fact, not all 
process analyses will reveal all levels of processing, because 
task analyses are typically constructed· to decompose stimulus 
variance only at a single level of processing. For example, 
typical decompositions of analogy test performance (such as that 
of Sternberg, 1977) deal with processes more at the level studied 
by Binet than at the level studied by Galton. The processes not 
isolated by a given task analysis are lumped into an 
undifferentiated "regression constant". Perhaps because so much 
of· the richness of information processing is typically lumped into 
the constant, such residual components have often shown high 
correlations with external measures of intellectual abilities 
(see, e. g., f.1ulholland, Pellegrino, & Glaser, 1980; Sternberg, 
1977) • 

It is important to note also that the contributions of various 
levels of processing - both in their effects upon person variance 
and in their effects upon stimulus variance - may differ over the 
life span. For adults who have largely automatized bottom-up 
information processing, top-down processes may contribute most of 
the variance both to person and to task differences. For children 
who have not fully automatized the basic processes, such processes 
may appear statistically to be more important. Thus the effects 
of age can lead to confusion in understanding of mental 
phenomena. For example, reading disabilities, which are almost 
inevi tably multi-faceted in any case, have appeared to be more 
bottom-up in origin in some studies, and more top-down in origin 
in others. A review of the literature suggests, however, that the 
bottom-up processes contribute more at earlier ages, and the 

- 143 -



Chapter 3 Sternberg: Triarchic theory 

top-down processes contribute 
Sternberg, in press). Hence, 
studied can lead to systematic 
reading difficulties. 

more at later ages (Spear & 
limitations in ranges of ages 

misinterpretations of the loci of 

The conflict between Gal ton and Binet was followed by conflicts 
among factor theorists of intelligence. In an attempt to place 
the study of intelligence on a more solid and scientific footing, 
theorists used factor analysis to help them identify \ofhat they 
believed would be fundamental latent sources of individual 
differences in intelligence. These "factors of the mind" were 
essentially structural in nature,. although what the structures 
were remained something of a mystery. Spearman (1927) proposed a 
so-called "tHo-factor" theory, according to which the intellect 
comprises a general factor common to all intelligent performances 
and a set of specific factors, each of which is limited to 
influencing performance on a single test. Thurstone (1938) 
proposed a theory of primary mental abilities, according to which 
abilities such as verbal comprehension, verbal fluency, number, 
spatial visualization, and inductive reasoning are viewed as 
central to the intellect. Guilford (1967) proposed an elaborated 
version of Thurstone's theory, according to which the mind 
comprises 120 factors that differ in the processes, products, and 
contents involved. 

Although the debates among factor theorists were always lively and 
at times acrimonious, these debates, too, were probably not 
well-founded. 

Differences in obtained factor structures depended largely upon 
rotations of axes in the factor space obtained for a given set of 
tests. There is no evidence that the factor spaces differed much: 
Rather, what differed among theorists \ofaS the way in uhich each 
chose to assign reference axes for interpreting the factors. But 
these various rotations of the given space are all mathematically 
comparable with respect to the fit of the factor model to the 
data. Although some theorists even to this day argue that certain 
rotations of axes are psychologically superior to others (e.g., 
Carroll, 1980), I think it is becoming increasingly evident that 
assignment of axes is a matter of convenience, depending upon the 
use to which the factor-analytic data .rill be put. If one ~oJishes 
a global, parsimonious assessment of intellectual performance on a 
group of tests, the general factor obtained from an unrotated 
factorial solution is particularly useful. If one wishes a more 
differentiated, but less parsimonious view of abilities, the 
simple structure of Thurstone may Hell be J:lore useful. If one 
wishes to view abilities hierarchically, successively higher 
orders of factors may be extracted in order to highlight the 
interrelations among factors at successive levels of generality 
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(as in the hierarchical theories of Vernon, 1971, or Cattell, 
1971 ) • 

In brief, the debates among factor theorists were probably not 
well founded. These theorists were debating over different and 
ultimately isomorphic interpretations of the same basic data. The 
question was not who was right, but rather who was right for what 
purpose. As theories of intelligence, most of the factor 
theories, wi th the possible exception of Guilford's, are 
structually isomorphic. Again, we see in the history of 
theorizing about intelligence the emergence of ill-motivated 
conflicts. 

The conflicts that have emerged in theorizing about intelligence 
are not limited to the psychometric approach. 
Information-processing psychologists have renewed the conflict 
between Galton and Binet in a modern-day guise. For example, in 
the 1970s, an obvious competition arose among advocates of the 
so-called cognitive-correlates approach, on the one hand, and of 
the so-called cogni ti ve-components approach, on the other 
(Pellegrino & Glaser, 1979). Advocates of the former approach, 
such as Hunt (1978) and Jensen (1979), believed that intelligence 
should be studied in terms of basic, IOvl-Ievel processes of 
cogni tion, such as speed of lexical access or choice-reaction 
speed. Advocates of the latter approach, such as Sternberg 
(1977), Pellegrino and Glaser (1980), and Snow (1980), believed 
that intelligence should be studied in terms of higher processes, 
such as those contributing to performance on psychometric tests of 
intelligence. Examples of such processes liould be inferring 
rela tions and applying relations. As time went on, it became 
progressively clear that these two approaches were no more in 
conflict than were the approaches of Galton and Binet (Caruso & 
Sternberg, 1984). Rather they dealt with different levels of 
processing in the same cognitive system, where all of the 
different levels are consequential for intelligent performance. 

The disputes among theorists of intelligence have occurred not 
only wi thin paradigms, but between paradigms as .Iell. In the 
1970s, attempts to integrate psychometric and 
information-processing theorizing tended to be at the expense of 
psychometric theorizing. Sternberg (1977), for example, expressed 
considerable scepticism regarding the role of factor analysis in 
theory and research on intelligence. It later beca~e clear, 
hOvlever, that the two approaches are complementary: Factors and 
components of information processing are two different ways of 
parsing essentially the same mental phenomima. Both are useful 
for different purposes, depending upon whether one wishes to 
concentrate upon structure or upon process (Sternberg, 1980). 
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Yet another conflict was that between Piaget (e.g., Piaget, 1972), 
on the one hand, and psychometrics, on the other. Piaget 
developed his theory partly in response to his dissatisfaction 
with the procedures of Binet. He saw Binet as interested primarily 
in why children answer problems correctly, whereas he was 
interested as well in why children answer problems incorrectly. 
Piaget developed a theory that focused upon the roles of 
maturation and experience in intelligence. In particular, he 
discussed stages of development and mechanisms by which this 
development might take place. This kind of theorizing is actually 
complementary to psychometric as well as information-processing 
theorizing, in that either kind of theory needs to consider 
development as well as end states. 

Perhaps the most significant conflict has been that between 
cognitivists, broadly defined, and contextualists. Cognitivists, 
who would include all of the theorists so far mentioned, have 
stressed the importance of understanding intelligence in terms of 
the mental mechanisms of mind. Contextualists, such as Berry 
(1972) and the members of the Laboratory of Comparative Human 
Cognition (1982) have emphasized the importance of contextual 
factors in understanding intelligence. Berry suggested a radical 
contextualist view according to which intelligence may well, and 
probably does, mean a some' .... hat different thing in each culture. 
Cole and his colleagues in the Laboratory of Comparative Human 
Cognition have suggested that there may be no fundamental 
universals in intelligence, although they have not taken a 
posi tion as radical as Berry IS. In some respects, the conflict 
between cognitivists and contextualists has not been as apparent 
as that between, say,- various psychometricians or between these 
psychometricians as a group, on the one hand, and 
information-processing psychologists on the other. The reason for 
this is that the two camps have more or less ignored each other. 
The cognitivists, especially, have often seemed unaware of 
cross-cultural work being done, or what its implications are for 
their own theory and research. But again, this conflict is a 
misguided one. Irvine (1969, 1979) vias among the first to note 
that a rapprochement between the two views is not only possible, 
but desirable. He has combined psychometric, factor-analytic 
methodology with sensitivity to cultural differences in cognitive 
task performance, with the result that it has been possible to go 
beyond merely saying that intelligence is all relative or that it 
is all universal. One of his main goals has been to specify just 
what is relative and what is universal. Hore recently, Goodnow 
(1976) and Sternberg (1984) have folloued up on this approach by 
a.lso attempting to specify what aspects of intelligence might be 
universal, and what aspects might not be. So that once again, an 
integrative rather than segregative view of perceiving the 
differences between positions has been the more useful one. To 
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conclude, then, 
exhaustive of 
intelligence, 
complementarity 
approaches. The 
two confusions. 

these debates, which are representative but not 
those that have occurred among theorists of 
illustrate the importance of considering 

as well as conflict among theories and 
appearance of difference has stemmed largely from 

The first confusion is over domain of discourse. Some theories, 
such as the psychometric and information-processing ones, have 
emphasized the role of internal mental mechanisms in 
intelligence. Other theories, such as the contextualist ones, 
have emphasized the role of external context. Still other 
theories, such as that of Piaget (1972), have emphasized the role 
of experience. The theories have differed primarily in terms of 
universe of discourse, rather than in terms of empirical or 
theoretical claims within anyone domain. The theorists have been 
talking not against each other, but past each other. A full 
theory of intelligence would interrelate and integrate the role of 
intelligence as it occurs in each of these three domains. 

A second source of conflict has been with respect of methodology, 
or the !dnd of information used to draw theoretical inferences. 
Some theorists, especially the psychometric ones, have emphasized 
!!between subjects", or individual-difference variation. Other 
theorists, especially the informa tion-processing ones, have 
emphasized "main effect!!, or stimulus variance. The two sources 
of variance are not in conflict: They are independent. A full 
theory of intelligence, again, would have to take into account the 
role of both sources of variance in intelligence, and interactions 
among !!main effects!!. The triarchic theory presented belOlv 
attempts to provide these various kinds of integration. 

'THE TRIARCHIC THEORY OF HUMAN INTELLIGENCE 

The triarchic theory of human intelligence seeks to explain in an 
integrative way the relationships bet.leen (a) intelligence and the 
internal world of the individual, or the mental mechanisms that 
underlie intelligent behavior; (b) intelligence and the external 
world of the individual, or the use of these mental mechanisms in 
everyday life in order to attain an intelligent fit to the 
environment; and (c) intelligence and experience, or the mediating 
role of one's passage through life bet.leen the internal and 
external worlds of the individual. Consider some of the basic 
tenets of the theory. 

Intelligence and the Internal T,lTorld of the Individual 

Psychometricians, Piagetians, and information-processing 
psychologists have all recognized the importance of understanding 
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what mental states or processes underlie intelligent thought. In 
the triarchic theory, this understanding is sought through the 
identification and understanding of three basic kinds of 
information-processing components, which are referred to as 
metacomponents, performance components, and knowledge-acquisition 
components. 

Hetacomponents. Hetacomponents are higher order, executi ve 
processes used to plan what one is going to do, to monitor it 
while one is doing it, and to evaluate it after it is done. These 
metacomponents include (a) deciding upon the nature of the problem 
confronting one, (b) selecting a set of lower order processes to 
solve the problem, (c) selecting a strategy into which to combine 
these components, (d) selecting a mental representation upon \vhich 
the components and strategy can act, (e) allocating one's mental 
resources, and (f) monitoring one's problem solving. Consider 
some examples of each of these higher order processes. 

Deciding upon the nature of a problem plays a prominent role in 
intelligence. For example, with young children as well as older 
adults, their difficulty in problem solving often lies not in 
actually solving a given problem, but in figuring out just \ofhat 
the problem is that needs to be solved (s'ee, for example , Flavell, 
1977; Sternberg & Rifkin, 1979). A major feature distinguishing 
retarded persons from normal ones is the retardates' need to be 
instructed explicitly and completely as to the nature of the 
particular task they are solving and how it should be performed 
(Butterfield, "Iambold, e~ Belmont, 1973; Campione & Brown, 1979). 
The importance of figuring out the nature of the problem is not 
limited to children, older adults, and retarded persons. Resnick 
and Glaser (1976) have argued that intelligence is the ability to 
learn from incomplete instruction. 

Selection of a strategy for combining lower order components is 
also a cri tical aspect of intelligence. In early 
information-processing research on intelligence, including my O.Tn 

(e.g., Sternberg, 1977), the primary emphasis was simply on 
figuring out ",ha t subj ects do when confronted with a problem. 
~'Ihat components do subjects use, and into what strategies do they 
combine these components? Soon, however, information-processing 
researchers began to ask the question of why subjects use the 
strategies they choose. For example, Cooper (1982) has repforted 
that in solving spatial problems, and especially mental-rotation 
problems, some subjects seem to use a holistic strategy of 
comparison \.,rhereas others use an analytic strategy. She has 
sought to figure out what leads subj ects to the choice of one 
strategy or another. Siegler (in press) has actually proposed a 
model of strategy selection in arithmetic computation pro hlems 
that links strategy choice to both the rules and mental 

- 148 -



Chapter 3 Sternberg: Triarchic theory 

associations one has stored in long-term ~emory. MacLeod, Hunt, 
and Hathews (1978) found that high-spatial subjects tend to use a 
spatial strategy in solving sentence-picture comparison problems, 
whereas high-verbal subjects are more likely to use a linguistic 
strategy. In my own work, I have found that subjects tend to 
prefer certain strategies for analogical reasoning over others 
because they place fewer demands upon working memory (Sternberg & 
Ketron, 1982). Similarly, subjects choose different strategies in 
linear-syllogistic reasoning (spatial, linguistic, mixed 
spatial-linguistic), but in this task, they do not always 
capitalize upon their ability patterns so as to choose the 
strategy most suitable to their respective levels of spatial and 
verbal abilities (Sternberg & \.\feil, 1980). In sum, the selection 
of a strategy seems to be at least as important for understanding 
intelligent task performance as is the efficacy with which the 
chosen strategy is implemented. 

Intimately tied up with the selection of a strategy is the 
selection of a mental representation for information. In the 
early literature on mental representations, the emphasis seemed to 
be upon understanding how information is represented. For 
example, can individuals use imagery as a form of mental 
representation (Kosslyn, 1980)? In more recent research, 
investigators have realized that people are quite flexible in 
their representations of information. The most appropriate 
question to ask seems to be not how is information represented, 
but vrhich representations are used what circumstances? For 
example, Sternberg (1977) found that analogy problems using animal 
names can draw upon either spatial or clustering representations 
of the animal names. In the studies of strategy choice mentioned 
above, it v,as found that subj ects can use ei-ther linguistic or 
spatial representations in solving sentence-picture comparisons 
(HacLeo'd et aL, 1978) or linear syllogisms (Sternberg & ~'feil, 
1980). Sternberg and Rifkin (1979) found that the mental 
representation of certain ~inds of analogies can be either more or 
less holistic, depending upon the age of the subjects. In short, 
flexibili ty in the use of ~ental representations seems to be a 
hallmark of intelligence. People have available a variety of 
representation: The more intelligent ones know when to use which 
representations. 

As important as any other metacomponent is one's ability to 
allocate one's mental resources. Different investigators have 
studied resource allocation in different ways. Hunt and Lansman 
(1982), for example, have concentrated upon the use of secondary 
tasks in assessing information processing, and have proposed a 
model of attention allocation in the solution of problems that 
involves both a primary and a secondary task. In my work, I have 
found that better problem solvers tend to spend relatively more 

- 149 -



Chapter '1 .'<t.i:lrnberg: Triarchic theory 

time in global strategy planning (Sternberg, 1981). Similarly, in 
solving analogies, better analogical reasoners seem to spend 
rela ti vely more time encoding the terms of the problem than do 
poorer reasoners, but to spend relatively less time in operating 
upon these encodings (Sternberg, 1977; Sternberg & Rifkin, 1979). 
In reading as well, the better readers are better able than the 
poorer readers to allocate their time across reading passages as a 
function of the difficulty of the passages to be read, and of the 
purpose for uhich the passages are being read (l:!agner & Sternberg, 
1983) • 

Finally, monitoring one's solution processes is a key aspect of 
intelligence 9see also Brown, 1978). Consider, for example, the 
11issionaries and Cannibals problem, in which the subjects must 
"transport" a set of missionaries and cannibals across a river in 
a small boat without allowing the ca~~ibals an opportunity to eat 
the missionaries, an event that can transpire only if the 
cannibals are allowed to outnumber the missionaries on either side 
of the river bank. The main kinds of errors that can be made are 
ei ther to return to an earlier state in the problem space for 
solution, or to make an impermissible move (Simon & Reed, 1976; 
see also Sternberg, 1982b). Neither of these errors would result 
if a given subject closely monitored his or her solution 
processes. For young children learning to count, a major source 
or errors in counting objects is to count a given object twice, an 
error that, again, can result from a failure in solution 
monitoring (Gelman & Gallistel, 1978). The effects of solution 
monitoring are not limited, or course, to anyone kind of 
problem. One's ability to use the strategy of means-ends analysis 
(Newell & Simon, 1972) - that is, reduction of differences between 
where one is in solving a problem and where one wishes to get in 
solving that problem - depends upon one's ability to monitor just 
where one is in problem solution. 

Performance components. Performance components are lower order 
processes that execute the instructions of the metacomponents. 
These lower order components solve the problems according to the 
plans laid out by the metacomponents. \'lhereas the number of 
metacomponents used in the performance of various tasks is 
relatively limited, the number of performance components is 
probal:>ly quite large. Fortuna tely, many of these performance 
components are relatively specific to narrow ranges of tasks, and 
hence not particularly interesting psychologically (Sternberg, 
1979, 1985). The performance components of greatest interest are 
those that are general acros s a variet~r of cogni ti ve tasks. T;lhen 
one limits oneself to the study of these performance components, 
the number of such components is quite manageable, because the 
same components appear again and again (Sternberg, 1983). 
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One of the most interesting classes of performance components is 
that found in inductive reasoning of the kind measured by tests 
such as matrices, analogies, series completions, and 
classifications. These components are important because of the 
importance of the tasks into which they enter: Induction problems 
of these kinds show the highest loadings on the so-called g, or 
general intelligence factor ( Jensen, 1980; Snow & Lohman, 1984; 
Sternberg & Gardner, 1982). Thus, identifying these performance 
components can give us some insight into the nature of the general 
factor. In saying this, I am not arguing for anyone factorial 
model of intelligence (i. e. , one vIi th a general factor) over 
others: To the contrary, I believe that most factor models are 
mutually compatible, differing only in the form of rotation that 
has been applied to a given factor space (Sternberg, 1977). The 
rotation one uses is a matter of theoretical or practical 
convenience, not of truth or falsity. 

The performance components of inductive reasoning can be 
illustrated with reference to an analogy problem, such as LAvrYER : 
CLI~nT :: DOCTOR : (A) PATIENT, (B) MEDICINE. In encoding, the 
subject retrieves from semantic memory semantic attributes that 
are potentially relevant for analogy solution. In inference, the 
subject discovers the relation between the first two terms of the 
analogy, here, LA\ryER. and CLIEl-TT. In mapping, the subj ect 
discovers the higher order relation that links the first half of 
the analogy, headed by LAt.rYER, to the second half of the analogy; 
headed by DOCTOR. In application, the subject carries over the 
relation inferred in the first half of the analogy to the second 
half of the analogy, generating a possible completion for the 
analogy. In comparison, the subject compares each of the answer 
options to the mentally generated completion, deciding which, if 
any, is correct. In justification, used optionally if none of the 
answer options matches the mentally-generated solution, the 
subject decides which, if any, of the options is close enough to 
consti tute an acceptable solution to the examiner, whether by 
means of pressing a button, making a mark on a piece of paper, or 
\/hatever. 

Two fundamental issues have arisen regarding the nature of 
performance components as a fundamental construct in human 
intelligence. The first, mentioned briefly above, is \ ... hether 
their number simply keeps expanding indefinitely. Neisser (1983), 
for example, has suggested that it does. As a result, he views 
the construct as of little use. But this expansion results only 
if one considers seriously those components that are specific to 
small classses of problems or to single problems. If one limits 
one's attention to the more important, general components of 
performance, the problem simply does not arise, as shown, for 
example, in Sternberg and Gardner's (1983) analysis of inductive 
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reasoning, or Pellegrino and Kail' s ( 1982) analysi s of spatial 
ability. The second issue is one of the level at which 
performance components should be studied. In so-called 
"cognitive-correlates" research (Pellegrino & Glaser, 1979), 
theorists emphasize components at relatively low levels of 
information processing (Hunt, 1978, 1980; Jensen, 1982). In 
so-called "cognitive components" research (Pellegrino & Glaser, 
1979), theorists emphasize components at relatively high levels of 
inforcation processing (e.g., Mulholland, Pellegrino, & Glaser, 
1980; Snow, 1980; Sternberg, 1977). Because of the interactive 
nature of human information processing, it would appear that there 
is no right or wrong level of analysis. Rather, all levels of 
information processing contribute to both task and subject 
variance in intelligent performance. The most expeditious level 
of analysis depends upon the task and subject population: LOvler 
level performance components might be more important, for example, 
in studying more basic information-processing tasks, such as 
choice reaction time, or in studying higher level tas!cs, but in 
children l.ho have not yet automatized the lower level processes 
that contribute to performance on these tasks. 

Knowledge-acquisition components. Knowledge-acquisition 
components are used to learn hOly to do \fha t the metacomponents and 
performance components eventually do. Three knowledge-acquisition 
components appear to be central in intellectual functioning: (a) 
selecti ve encoding, (b ) selective combination, and (c) selective 
cooparison. 

Selective encoding involves sifting out relevant from irrelevant 
information. TiThen new information is presented in natural 
contexts, relevant information for one's given purposes is 
embedded in the midst of large amounts of purpose-irrelevant 
information. A critical task for the learner is that of sifting 
the "wheat from the chaff": recognizing just what information 
among all the pieces of information is relevant for one's purposes 
(see Schank, 1980). 

Selective combination involves combining selectively encoded 
information in such a vray as to form an integrated, plausible 
whole. Simply sifting out relevant from irrelevant information is 
not enough to generate a new knowledge structure. One must knOl' 
how to combine the pieces of information into an internally 
connected whole (see Hayer <?c Greeno, 1972). 

11y emphaSis upon components of knowledge acquisition differs 
somewhat from the focus of some contemporary theorists in 
cognitive psychology, who emphasise what is already known, and the 
structure of this knowledge (e.g., Chase & Simon, 1973; Chi, 1978; 
Keil, 1984). I should point out, again, therefore, that these 
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various emphases are complementary. If one is interested in 
understa~ding, for example, differences in performance between 
experts and novices, clearly one would vlish to look at the amount 
and structure of their respective knowledge bases. But if one 
wishes to understand how these differences came to be, merely 
loo!dng at developed knowledge would not be enough. Rather, one 
would have to look as well at differences in the ways in which the 
knowledge bases .rere acquired. It is here that understanding of 
knowledge-acquisition components will prove to be most relevant. 

','fe have studied kno.,ledge-acquisi tion components in the domain of 
vocabulary acquisition (e.g., Sternberg, in press; Sternberg & 
Powell, 1983). Difficulty in learning new words can be traced, at 
least in part, to the application of components of knot-lledge 
acquisi tion to context cues stored in long-ter!ll memory. 
Indi viduals .Ii th higher vocabularies tend to be those who are 
better able to apply the knowledge-acquisition components to 
vocabulary-learning situat~ons. Given the importance of 
vocabulary for overall intelligence, almost without respect to the 
theory or test one uses, utilization of Imot-rledge-acquisi tion 
components in vocabulary-learning situations .rould appear to be 
cri tically important for the development of intelligence. 
Zffective use of knowledge-acquisition components is trainable. I 
have found, for example, that just 45 minutes of training in the 
use of these components in vocabulary learning can significantly 
and fairly substantially improve the ability of adults to learn 
vocabulary from natural-language contexts (Sternberg, in press). 

To sumnarize, then, the components of intelligence are an 
important part of the intelligence of the individual. The various 
ki.'1ds of components work together. '1etacomponents activate 
performance and knowledge-acquisition components. These latter 
~dnds of components in turn provide feedback to the 
metacomponents. Although one can isolate various kinds of 
inforMation-processing COMponents from task performance using 
experimental means, in practice, the components function together 
in a highly interactive, and not easily isolable, way. Thus, 
diagnoses as well ~s instructional interventions need to consider 
all three types of components in interaction, rather than anyone 
kind of component in isolation. But understanding the nature of 
the compone~ts of intelligence is not, in itself, sufficient to 
understand the nature of intelligence, because there is more to 
intelligence than a set of information-processing components. One 
could scarcely understand all of what it is that makes one person 
more intelligent than another by understanding the components of 
processing on, say, an intelligence test. The other aspects of 
the triarchic theory address some of the other aspects of 
intelligence that contribute to individual differences in observed 
perfornance, outside of testing situations as ,.ell as wi thin 
them. 
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The Experiential Subtheory 

Components of inforllla tion processing are always applied to tasks 
with which one has some level of prior experience (including the 
null level) and in situations with which one has sorne level of 
prior experience (including the null level). Hence, these 
internal mechanisms are closely tied to one's experience. 
According to the experiential subtheory, the components are not 
equally good measures of intelligence at all levels of 
experience. Assessing intelligence requires one to consider not 
only components, but the level of experience at tihich they are 
applied. 

During recent years, there has been a tendency in cognitive 
science to study script-based behavior (e. g., Schank & Abelson, 
1977), whether under the name of "script" or under some other 
narne, such as "schema" or "frame". There is no longer any question 
tha t much of our behavior is scripted, in some sense. However, 
from the standpoint of the present subtheory, such behavior is 
nonoptimal for understanding intelligence. Typically, one's 
actions tihen one goes to a restaurant or a doctor's office or a 
movie theatre do not provide good measures of intelligence, even 
though they do provide good measures of scripted behavior. I'That, 
then, is the relation betueen intelligence and. experience? 

According to the experiential subtheory, intelligence is best 
measured at those regions of the experiential continuum that 
involve tasks or situations that are either relatively novel, on 
the one hand, or in the process of becoming automatized, on the 
other. As Raaheim (1974) pointed out, totally novel tasks and 
si tua tions provide poor measures of intelligence: One would not 
want to administer, say, trigonoMetry problems to a first-grader 
of roughly six years of age. But one might wish to administer 
problems that are just at the limits of the child's understanding, 
in order to test how far this understanding extends. In order to 
measure automatization s!dll, one might _lish to present a series 
of problems - mathematical or othertiise - and to see how long it 
takes for solution of them to become automatic, and to see how 
automatized performance becomes. Thus, both slope and asymptote 
(if any) of automatization are of interest. 

Ability to deal with novelty. Several sources of evidence 
converge upon the notion that the ability to deal with relative 
novelty is a good way of Measuring intelligence. Consider three 
such sources of evidence. First, _Ie have conducted several 
studies on the nature of insight, both in children and in adults 
(Davidson & Sternber!5, 1984; .Sternberg & DaVidson, 1982). In the 
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studies with children (Davidson & Sternberg, 1984), we separated 
three ~inds of insights: insights of selective encoding, insights 
of selective combination, and insights of selective comparison. 
Use of these knowledge-acquisition components is referred to as 
insightful when they are applied in the absence of existing 
scripts, plans, frames, or whatever. In other words, one must 
decide uhat information is relevant, decide how to put the 
information together, or decide how new information relates to old 
in the absence of any obvious cues on the basis of which to make 
these judgements. A problem is insightfully solved at the 
individual level when a given individual lacks such cues. A 
proble~ is insightfully solved at the societal level when no one 
else has these cues either. In these studies, our hypothesis was 
that children who are intellectually gifted are gifted in part by 
virtue of their insight abilities, which represent an important 
part of the ability to deal with novelty. 

Children were administered quantitative insight problems, of the 
kinds found in puzzle books, that measured primarily either 
selecti ve encoding skill , selective combination skill, or 
selecti ve comparison skill. ~\re manipulated the need for such 
insights experimentally. Problems were either administered uncued 
(standard format) or precued. The form of precueing depended upon 
the kind of insight being assessed. For selective encoding, He 
pre cued what information \vas relevant for solving a given problem 
by highlighting all information that was relevant for solving each 
problem. Thus, we eliminated the need for selective encoding by 
pointing out to the children just what information vIas relevant 
for each given problem. In the selective-combination condition, 
precueing consisted of information telling the children how to 
combine the given information selectively. For example, a table 
might be o.ra'vm showing how the various terms of the problel'l 
interrelated. In the selective-comparison condition, the need for 
selective cOr.Jparison was manipulated by varying the examples in 
the introduction to the problems. Precued conditions ranged from 
one in which examples \vere given but their relevance to the later 
problems not pointed out, to examples that ,.Jere explicitly stated 
to be relevant for solution of the later problems, to examples 
that were indicated as relevant to designated problems in the set 
of problems that needed to be solved. The basic design, 
th~refore, was to test children either identified as gifted or not 
so identifie0., and to administer problems that either required 
insights of one of the three ~inds or that did not require such 
insights because the insights were provided to the children. The 
critical finding was that providing insights to the children 
significantly benefited the nongifted, but not the gifted 
children. (None of the children performed anY\.Jhere near ceiling, 
so that the interaction was not due to ceiling effects.) In other 
words, the gifted children spontaneously had the insights and 
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hence did not benefit from being given these insights. The 
nongifted children did not have the insights spontaneously, and 
hence did benefit. Thus, the gifted children were better able 
spontaneously to deal with novelty. 

In a very different paradigm, adult subj ects ,{ere given what I 
call conceptual projection problems (Sternberg, 1982a). In these 
problems, one has to make predictions about future states of 
objects based upon incomplete and sometimes partially faulty 
information about the current states of the objects. These 
problems generally employed a science-fiction type of scenario. 
For example, one !!light be introduced to four kinds of people on 
the planet, ~{yron: One kind of person is born young and dies 
young, a second kind of person is born young and dies old, a third 
kind is born old and dies old, and fourth kind is born old and 
dies young. Given incomplete information about the person in the 
present, one has to figure out what kind of person the individual 
is (names such as "b{ef" , "pros", "baIt", and "plin" were used) 
and determine ,{hat his or her appearance would be twenty years 
later. Performance on the conceptual-projection task was 
experimentally decomposed, and the mathematical ~odel of task 
perfor~ance accounted for most of the stimulus variance (generally 
90+%) in task performance. Each of the these component scores was 
then correIa ted ,.i th performance on a variety of psychometric 
tests, including tests of inductive reasoning ability, which are 
primary measures of general intelligence. '!'he critical finding 
was that the correlation of overall response time (generally at 
the level of about -.6, nega ti ve because response times were 
correlated with numbers correct) with psychometric test scores was 
due to correlations stemming from those performance components 
tapping the ability to deal with novelty, for example, changing 
conceptual systems from a familiar one (born young and dies old) 
to an unfamiliar one (e. g., born old and dies young). These 
correlations held up without regard to the parti,cular surface 
structure of the problem, of which the scenario about birth and 
dea th states 'vas only .one of four. Thus, it was the a bili ty to 
deal with novelty, rather than other abilities involved in solving 
the problems, that proved to be critical to general intelligence. 

A third source of evidence for the proposed hypothesis derives 
from the large literature on fluid intelligence, ,othich is in part 
a kind of intelligence that involves dealing with novelty (see 
Cattell, 1971). Snow and Lohman (1984; see also Snow, Kyllonen, & 
Marshalek, 1984) have mul tidimensionally scaled a variety of such 
tests and found the dimensional loadings to follow a radex 
structure. In particular, tests with higher loadings on g, or 
general intelligence, fall closer to the centre of the spatial 
diagram. The critical thing to note is that those tests that best 
measure the ability to deal with novelty fan clo/3er to the 
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centre, and tests tend to be greater removed from the centre as 
their assessment of the ability to deal with novelty becomes more 
remote. In sum, evidence from the laboratories of others as vlell 
as myself supports the idea with the various components of 
intelligence tha t are involved in dealing vii th novelty, as 
measured in particular tasks and situations, provide particularly 
apt measures of intellectual ability. 

Ability to automatize information processing Although we are only 
now testing the second aspect of the experiential subtheory, that 
of the ability to automatize information processing, there are 
several converging lines of evidence in the literature to support 
the claim that this ability is a key aspect of intelligence. For 
example, Sternberg (1977) found that the correlation between 
People-Piece (schematic-picture) analogy performance and measures 
of general intelligence increased with practice, as performance on 
these items became increasingly automatized. Skilled reading is 
heavily dependent upon automatization of bottom-up functions, and 
the ability to read well is an essential part of crystallized 
ability, whether as viewed from the standpoint of theories such as 
Cattell's (1971) or Vernon's (1971), or from the standpoint of 
tests of crystallized alJili ty, such as the verbal portion of the 
Scholastic Aptitude Test. Poor comprehenders can be those who have 
not automatized the elementary, bottom-up processes of reading, 
and hence who do not have sufficient attentional resources to 
allocate to top-down comprehension processes. Theorists such as 
Jensen (1982) and Hunt (1978) have attributed the correlation 
beb-leen tasks such as choice reaction time and letter matching to 
the relation behreen speed of information processing and 
irttelligence. Indeed, there is almost certainly some relation, 
al though I believe it is much more complex than these theorists 
seem to allow for. But a plausible alternative hypothesis is that 
at least some of that correlation is due to the effects of 
autonatization of processing: Because of the simplicity of these 
tasks, they probably become at least partially automatized fairly 
rapidly, and hence can measure both rate and asynptote of 
automatization of performance. In sum, then, although the 
evidence is far from complete, there is at least some support for 
the notion that rate and level of automatization are related to 
intellectual skill. 

The ability to deal with novelty and the ability to automatize 
information processing are interrelated, as shown in the exaMple 
of reading above. If one is well able to automatize, one has more 
resources left over for dealing with novelty. Similarly, if one 
is well able to deal with novelty, one has more resources left 
over for automatization. Thus, performance at the various levels 
of the experiential continuum are related to one another. 
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These abilities should not be viewed in a vacuum with respect to 
the componential subtheory. The components of intelligence are 
applied to tasks and situations at various levels of experience: 
The ability to deal with novelty can be understood in part in 
terms of the metacornponents, performance components, and 
knolfledge-acquisition components involved in it. Automatization, 
~Ihen it occurs, is of these components. Hence, the two 
subtheories considered so far are closely intertvlined. i'fe need 
nou to consider the application of these subtheories to everyday 
tasks, in addition to laboratory ones. 

The Contextual Subtheory 

According to the contextual subtheory, intelligent thought is 
directed to\.ard one or more of three behavioral goals: adaptation 
to en environment, shaping of an environment, or selection of an 
environment. These three goals may be viewed as the functions 
toward which intelligence is directed: Intelligence is not aimless 
or random mental activity that happens to involve certain 
components of information processing at certain levels of 
experience. R~ther, it is purposefully directed toward the 
pursuit of these three global goals, all of which have more 
specific and concrete instantiations in people's lives. 

Adaptation. :10st intelligent thought is directed tO~/ard the 
attempt to adapt to one's environment. The requirements for 
adaptation can differ radically from one environment to another -
whether environments are defined in terms of families, jobs, 
subcul tllres, cuI tures, or ~Iha tever. Hence, al though the 
components of intelligence required in these various contexts may 
be the same or quite similar, and although all of them may 
involve, at one time or another, dealing' with novelty and 
automa tiza tion of informa tion processing, the concrete 
instantiations that these processes and levels of experience take 
~ay differ substantially across contexts. This fact has an 
important i~plication for our understanding of the nature of 
intelli~ence. According to the triarchic theory, in general, and 
the contextual subtheory, in particular, the processes and 
experiential facets and functions of intelligence remain 
essentially the same across contexts; but the particular 
instantiations of these processes, facets, and functions can 
differ, and differ radically. Thus, the content of intelligent 
thought and its manifestations in behavior "/ill bear no necessary 
resemblance across contexts. As a result, although the mental 
elements that an intelligence test should measure do not differ 
across contexts, the vehicle for measurement may have to differ. 
A test that measures a set of processes, experiential facets, or 
intelligent functions in one context may not provide equally 
adequate Measurement in another context. To the contrary, \-That is 
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intelligent in one culture may be viewed as unintelligent in 
another. 

A nice example of this fact can be found in the work of Cole, Gay, 
Glick, and Sharp (1971). These investigators asked adult Kpelle 
tribesmen to sort twenty familiar objects into groups of things 
that belong together. Their subjects separated the objects into 
functional groupings (e.g., a knife with an orange), as children 
in l,restern societies would do. This pattern of sorting surprised 
the investigators, who had expected to see taxonomic groupings 
(e. g., tools sorted together and foods sorted together) of the 
kind that would be found in the sortings of T'Jestern adults. Had 
the investigators used the sorting task as a Measure of 
intelligence in the traditional 'iay, they might 'iell have labeled 
the Kpelle tribesmen as intellectually inferior to \'lestern 
adults. However, through persistent exploration of why the Kpelle 
Here sorting in this way, they f01l..11d that the Kpelle considered 
functional sorting to be the intelligent form of sorting. \~'hen 

the tribesmen were aslced to sort the \iay a stupid person would so 
so, they had. no trouble sorting taxonomically. In short, they 
differed on this task not in their intellectual competence vis a 
vis Tlestern adults, but in their conception of wha twas 
functionally adaptive. Indeed, it ta~es little thought to see the 
practicali ty of sorting functionally: People do, after all, use 
utensils in conjunction ,'lith foods of a given category (e.g., 
fruits) on a frequent basis. 

In the case of the Kpelle tribesmen, different contextual milieux 
resul ted in a different conception of 'iha t consti tutes 
intelligence: The particular difference illustrated above is in 
what is considered to be adaptive, rather than in the ability to 
act adapti vely. But different contextual milieux may result in 
the development of different mental abilities. For example, 
Puluwat navigators must develop their large-scale spatial 
abili ties for dealing \-Ii th cognitive maps to a degree that far 
exceeds the adaptive requirements of contemporary T.·!estern 
societies (Gladwin, 1970). Similarly, Kearins (1981)" found that 
Aboriginal children probably develop their vi suo-spatial Memories 
to a greater degree than do Anglo-Australian children, who are 
more li!cely to apply verbal strategies to spatial memory tasks 
than are the Aborigines, \;Tho el!lp10y spatial stra tegies. In 
contrast, participants in \'Jestern societies probably develop their 
abilities for thinking abstractly to a greater degree than do 
societies in which concepts are rarely dealt with outside their 
concrete ~anifestations in the objects of the everyday 
environment. 

One of the most interesting differences among cultures and 
subcultures in the development of patterns of adaptation is in the 
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matter of time allocation, a metacomponential function. In 
~Testern cultures, in general, budgeting of time and careful 
allocation of one's time to various activities is a prized 
commodity. Our lives are largely governed by careful scheduling 
at home, in school, at worle, and so on. There are fixed hours for 
certain acti vi ties, and fixed lengths of time ,vi thin which these 
activities are expected to be completed. Indeed, the intelligence 
tests ,·Ie use show our prizing of time allocation to the fullest. 
Almost all of them are timed in such a way as . to make completion 
of the tests a nontrivial challenge. A slow or very cautious 
worker is at a distinct disadvantage. 

Not all cultures and subcultures view time in the same way that we 
do. For example, among the Kipsigi, schedules are much more 
flexible, and hence these individuals have difficulty 
understanding and dealing with l'!estern notions of the time 
pressure under vlhich people are expected to live (Super & 
Harkness, 1980). In Hispanic cultures, such as Venezuela, my mID 
personal experience indicates that the press of time is ta1.cen with 
much less seriousness than it is in typical North American 
cuI tural settings. ?oven Ivi thin the continental United States, 
though, there can be major differences in the importance of time 
allocation. Heath (1983) describes young children brought up in 
the rural community of "Trackton", in which there is very little 
time pressure and in which things essentially get done when they 
get done. These children can have great difficulty adjusting to 
the demands of the school, in which severe time pressures may be 
placed upon the children for the first time in their lives. 

The point of these examples has been to illustrate ho\·1 differences 
in environmental press and people's conceptions of what 
constitutes an intelligent response to it can influence just what 
counts as adaptive behavior. To understand intelligence, one must 
understand it not only in relation to its internal manifestations 
in terms of mental processes, and its experiential manifestations 
in terms of facets of the experiential continuum, but also in 
terms of how thought is intelligently translated into action in a 
variety of different contextual settings. The differences in what 
is considered adaptive and intelligent can extend even to 
different occupations within a given culture !!lilieu. !i'or example, 
Sternberg (1984a) has found that individuals in different fields 
of endeavor (art, business, philosophy, physics) view intelligence 
in slightly different ways that reflect the C!emands of their 
respective fields. 

Shaping. Shaping of the environment is often used when adaptation 
fails, as a backup strategy. If one is unable to change oneself 
so as to fit the environment, one may attempt to change the 
environment so as to fit oneself. For example, repeated atteopts 
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to adjust to the demands of one'sromantic partner may eventually 
lead to attempts to get the partner to adjust to oneself. But 
shaping is not always used in lieu of adaptation. In some cases, 
shaping may be used before adaptation is ever tried, as in the 
case of the individual "Tho attempts to shape a romantic partner 
with little or no effort to shape him or herself so as better to 
suit the partnerls wants or needs. 

In the laboratory, examples of shaping behavior can be seen in 
strategy selection situations where one essentially molds the tas~ 
to fit onels preferred style of dealing with tasks. For example, 
in comparing sentence statements to pictures that either do or do 
not accurately represent these statements, individuals may select 
either a verbal or a spatial strategy, depending upon their 
pattern of verbal and spatial abilities (HacLeod, Hunt, & Hathews, 
1978). The task is IIl'Iade over II in conf ormi ty to Hha t one doe s 
best. Similarly, I find that in multivariate statistics, my 
graduate students tend to view problems either algebraically or 
geometrically, depending upon their pattern of abilities and 
preferences. Ity own presentation of the subj ect is, again, IImade 
over ll to conform to their needs and desires. 

Because people operate in groups as well as in isolation, attempts 
by group members to shape in different ways can result in products 
that either profit or lose from the group effort. I have recently 
attended a rather unstructured meeting in which a group of 
individuals attempted to accomplish a variety of agendas. But 
because of limited resources, not all of the agendas could be 
realized. The result \.,ras that practically none of them were, 
because of attempts by individuals to realize their o\ro agendas at 
the expense of other people's. A more salutary result has 
eventuated from my collaborations with one of my graduate 
students. In research, I tend to be a IIselective comparer ll , 

constantly see1cing to relate new theories and facts to old ones. 
I am probably less careful, ho\.lever, about selective combination, 
that is, about fitting together the various facts at my disposal. 
As a result, I may neglect to deal with those facts that do :lot 
quite fit into the framework I establish for them. My graduate 
student tends to be more a selective cOl'lbiner than comparer. She 
is less concerned with relating new facts to old facts or 
theories, but more concerned \>lith !'laking sure that the various new 
facts can be fitted together into a coherent account that deals 
with theD all. In our collaborations in research, we each attempt 
to shape the outcomes of the research in accordance with our 
preferred style of Horking. In this case, the two styles 
complement each other, as one individual makes sure that the 
research is not conducted in isolation from past research or 
ideas, whereas the other individual makes sure that inconvenient 
experimental results are not shunted to the side. Indeed, it is 
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such results that may result in the true breakthroughs in 
research. Thus, in this case, the attempts to shape the 
environment in two different ways result in a healthy tension that 
improves rather than harms the final outcome. 

In some respects, shaping may be seen as the quintessence of 
intelligent thought and behavior. One essentially makes over the 
environment rather than allowing the environment to make over 
oneself. Perhaps it is this skill that has enabled humankind to 
reach its current level of scientific, technological, and cultural 
advancement (for better or for worse). In science, the greatest 
scientists are those who set the paradigms (shaping), rather than 
those who merely follovT them (ada.ptat10n). Similarly, in art and 
in litera ture, the individuals who achieve greatest distinction 
are often those who create new codes and styles of e;cpression, 
rather than merely following existing ones. It is not their use 
of shaping alone that distinguishes them intellectually, but 
rather a combination of their willingness to do it with their 
skill in doing it. 

Selection. Selection involves renunciation of one environment in 
favour of another. In terms of the rough hierarchy established so 
far, selection is sometimes used when both adaptation and shaping 
fail. After attempting both to adapt to and to shape a marriage, 
one may decide to deal with one's failure in these activities by 
"deselecting" the marriage, and choosing the environment of the 
nerdy single. Failure to adjust to the demands of a work 
environment, or to change the demands placed upon one so as to 
make them a reasonable fi t to one's interests, values, 
expectations, or abilities, may result in the decision to see~c 

another job a.ltogether. But selection is not always used as a 
last resort. Sometimes one attempts to shape an environment only 
after attel?!pts to leave it have failed. Other times, one may 
decide almost instantly that an environment is simply wrong for 
oneself, and feel that one need not or should not even try to fit 
into it or to change it. For example, we get, every now and then, 
a new graduate student who realizes almost immediately that he or 
she came to graduate school for the wrong reason, or who finds 
that graduate school is nothing at all li~{e the continuation of 
undergradua te school he or she expected. In such cases, the 
intelligent thing to do may be to leave the environment as soon as 
possible, in order to pursue activities more in line with one's 
goals in life. 

Environmental selection is not usually directly studied in the 
laboratory, although it may ~ave relevance for certain 
experimental settings. Perhaps no research example of its 
relevance has !Jeen more salient t~an the experimental paradigm 
created by ~1ilgram (1975), who, in a long series of studies, aslced 
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subjects to "shock" other subjects (who Here actually confederates 
and who were not shocked). The finding of critical interest was 
how few subj ects either shaped the environment by refusing to 
shock their victims, or employed the device of selection by simply 
refusing to continue with the experinent and walking out of it. 
Milgram has drawn an analogy to the. si tua tion in Nazi Germany, 
't/here obedience to authority created an environment ,.,rhose horrors 
continue to amaze us to this day, and always will. This example 
is a good one in sho'tTing ~ow --close matters of intelligence can 
come to matters of personality. In fact, I!lany Jews refused to 
leave Nazi-occupied territories for fear of losing their property, 
their peers, and so on. Their refusal may have been due to 
personality factors, but for !!lany of them, thetr decision to stay 
was in some respects the supreme act of unintelligence, as it 
resulted in their death, not through choice, but later through 
having no choice at all in the matter. 

To conclude, adaptation, shaping, and selection are functions of 
intelligent thought as it operates in context. They may, although 
they need not, be employed' ~ierarchically, "/ith one path followed 
when another one fails., It is through adaptation, shaping, and 
selection that the components of intelligence, as employed at 
various levels of experience, become actualized in the real 
world. In this section, it has become clear that the modes of 
actualization can differ widely across individuals and groups, so 
that intelligence cannot be understood independently of the ways 
in which it is manifested. 

R~LATION OF TRIARCHIC ~HBORY TO OTHTi:R THEORIES 

The goal of the triarchic theory is not to replace previous 
theories of intelligence, but rather, to incorporate them, and 
particular ly, their best aspects. I argued in the first maj or 
section of this chapter that most theories of intelligence are 
inter-coMpatible, and this argument applies to the triarchic 
theory as uell, vis a vis other theories of intelligence. 
Consider why. 

Psychonetric Theories. 

The earliest psychometric theory was Galton's. Galton placed heavy 
stress upon psychophysical measures, and !!lany of these, such as 
strength of grip, are given no credence today, except perhaps in 
Gardner's (1983) description of multiple intelligences, according 
to which strength might be part of kinesthetic intelligence. 
However, Galton's mental measures of attributes such as reaction 
time were a step in the right direction. These measures probably 
assessed, in sOl!le degree, speed of performance-componential 
functioning as well as speed of performance component execution, 
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and both of these attributes are of some importance to 
intelligence. If Galton's and, later, Cattell's measures were not 
highly correIa ted with anything else, one ';lould expec t such 10vl 
correlations due to the very narrow aspect of intelligence that 
these measures assessed. 

The triarchic theory is more in line with the theory of Binet and 
Simon (1973), with its emphasis upon judgment. Binet emphasized 
higher order thinking in his theory, and his tests involve 
substantial investment of both metacomponents and performance 
components. Some of these tests, moreover, apply these components 
in novel situations. A few even apply them in contextually 
relevant ones. Hence, Binet's theory was more in the spirit of 
later theories of intelligence, including the triarchic one. 

The first major factor theory of intelligence was that of Spearman 
( 1923 , 1927). ,spearman's theory had two parts, the purely 
psychometric part, according to which intelligence is understood 
priMarily in terms of a general factor, and an 
information-processing part, which specified three of the mental 
processes Spearman believed to be central in general 
intelligence. These three processes - apprehension of experience, 
eduction of rela tions, and eduction of correIa tes are 
essentially identical to the performance components of encoding, 
inference, and application, respectively, that appear in the 
componential theory of induction. l-:e, too, have found these 
components to be of central importance in the understanding of 
general intelligence (Sternberg & Gardner, 1982). He believe, with 
Spearman, that there is more to general intelligence than these 
three processes, however. This something more would include 
metacomponential functioning as well as the execution of general 
components of information processing (including components from 
all three ca tegories) tha t are comMon across almost all 
information-processing tasks. 

Thurstone's (1983) theory of primary mental abilities was 
originally seen by many as conflicting with Spearnan's theory. It 
has become clear in recent hierarchical theories, and especially 
Gustafsson's (1984), that Spear~an's and Thurstone's theories may 
be viewed as compa ti ble, simply because they deal wi,th factors at 
different levels of a hierarchy of decreasing generality. I view 
Thurstone's theory as tapping primarily the class components that 
apply to certain classes or groups of tasl-::s (e. g., spatial tasl:s, 
verbal comprehension tasks, memory tasks) but not others 
(Sternberg, 1980). The performance component involved in mental 
rotation of objects is limited to spatial tasl-::s and reasoning 
tasks that involve men tally rotating figures. Thus, this theory, 
too, is in some sense a subset of the triarchic one. 
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Probably the most well-knmm hierarchical theories are those of 
Cattell (1971) and of Vernon (1971). The theories are rather 
similar revealing Burt's influence, and I shall not try to deal 
with all aspects of either theory. In Cattell's theory, the most 
,.ell-kno"m part of it deals with t,% subfactors of general 
intelligence, fluid ability and crystallized ability. Fluid 
abili ty is best measured by tasks requiring abstract reasoning, 
whereas crystallized ability is best measured by tasks requiring 
demonstration of accumulated knowledge, such as vocabulary. From 
the standpoint of the triarchic theory, fluid ability tests 
measure primarily metacomponential functioning, 
performance-componential functioning (and particularly, the 
performance components of induction), and the application of these 
various components to relatively novel situations. The tasks may 
or may not be novel to particular indi viduals , depending upon 
their pa.st history and experience ,d th such tasks. Crystallized 
abili ty tests !!lea sure primarily the products, ra ther than the 
processes of knowledge acquisition. They are thus indirect 
measures of componential functioning. I believe it is because 
these tests emphasize the rneasure!!lent of products rather than 
processes that they are relatively more immune to age-related 
decline than are fluid ability tests (Horn, 1968). 

Guilford's (1967) theory of intelligence has always been sonething 
of an anomaly. The factor-analytic eviClence that has been offered 
in favour of it is of questionable validity (Horn & Knapp, 1973), 
and hence it is easy to dismiss the theory. But Guilford's theory 
makes certain important contributions that are unusual in 
factor-analytic theories. ~irst, it explicitly builds the notion 
of process into the factors of intelligence, something no previous 
theory had done. Although the various postUlated processes :nay 
not all be independent psychometric factors, they are at least 
recognized as distinctly contrihuting to the factor model. In the 
triarchic theory, of course, processes are also accorded a major 
role in understanding the nature of inteolligence. Seconc:'!o, 
Guilford was among the earliest theorists to recognize the 
importance of everyday behavioral competence in intelligence. His 
theory was not limited in its scope merely to the academic side of 
intelligence. This emphasis appears in the contextual subtheory 
of the triarchic theory. Finally, the theory explicitly includes 
within t!le structure-of-intellect cube abiliUes having to do ,.,rUh 
dealing .Ii th novelty, in particular, the di vergent thinldng 
abilities. Although I question the validity of SO!'l8 of the tests 
Guilford has used to measure this construct, I applaud his 
recogni tion of the importance of dealing \Vi th novelty to 
intelligence. There are other posi ti ve features of Guilford IS 
theory that could be mentioned, but I .lould hope the point is 
clear: \;1hether or not the theory is correct in its details (which 
I doubt), it is one of the most progreSSive psychometriC theories 
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of intelligence to have been proposed. 

Information-Processing Theories. 

Information-processing theories of intelligence differ primarily 
in the level of .information processing that they emphasize. As 
noted earlier, theories such as Jensen's (1982) emphasize lower 
levels of processing, whereas theories such as Sternberg's (1980) 
or Sno.l' s (1979) emphasize higher levels of processing. In the 
triarchic theory, intelligence is understood in terms of the 
interaction of all of these levels. Hence, a complete theory of 
intelligence would have to account for individual differences in 
choice reaction time as vlell as individual differences in complex 
problem solVing, as in complex analogies. This is not to say that 
all levels of processing contribute equally to individual 
differences in all societies, at all ages, or in all possible 
groups. I doubt this to be the case. But the question here is of 
degree of componential contribution rather than of ldnd of 
componential contribution, and also of the degree to which the 
execution of the various conponent processes is automatized. The 
various information-processin~ theories serve a useful function in 
highlighting the various levels of analysis that are possible in 
understanding intelligent processing of information 

Piagetian Theory 

Piaget's theory of intelligence (e.g., Piaget, 1972) has so many 
aspects that it \o[ould not be possible to deal Hith all of them 
here. The richness of this theory is probably unmatched in any 
other theory of intelligence. I will dwell here on only two 
aspects of the theory, the mechanisms of equilibration and the 
stages of development. 

In Piaget's theory, adaptation to the environment occurs through 
t\o[o mental mechanisms: assimila tion and accol'lmoda tion. In 
assimilation, one fits a new stimulus into one's existing mental 
structures. In accommodation, one alters one's ~ental structures 
in order to understand the new stimulus. The mechanism of 
equilibration (i.e., the balance between assimilation and 
accommodation) thus highlights the role of dealing with novelty in 
ecologically valid situations. The triarchic theory does not have 
two processes that directly correspond to assimilation and 
accol'!!'lodation. Rather, it has three components of knOto[ledge 
acquisition selective encoding, selective combination, and 
selective conparison - that can be applied to tasks and situations 
at differing levels of novelty and cognitive preparedness. 
l'!hether or not a given process results in a net. cogni ti ve 
structure is viewed as a representational issue rather than one of 
process: In the triarchic theory , application of a process of 
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kno\vledge acquisi tion mayor may not change one's mental 
representations or structures without changing the process 
involved. But this theory, like Piaget's, deals with the aspect 
of intelligence involving learning new inforr.tation in tasks and 
situations that are relatively novel, and that are ecologically 
valid. 

The triarchic theory does not postulate stages of intellectual 
development, although it does postulate a series of mechanisms by 
which cognitive development takes place (see Sternberg, 1985). I 
doubt that anything lilee discrete stages exist in cognitive 
development, and the bulk of recent evidence seems consistent with 
this doubt (see, e. g. , Gelman & Baillargeon, 1983). In the 
triarchic theory, it is possible for sets of components to become 
availaole or increasingly accessible at about the same time, and 
such increases in availability and accessibility might render an 
appearance, at least in a rough sense, of a stagelike progression 
of cognitive development. 

Contextual Theories 

Some theorists of intelligence have emphasized the role of 
environmental context both in determining what intelligence is and 
in shaping one's level and kinds of intelligence (e. g., Berry, 
1972 ; Laboratory of Compara ti ve Human Cognition, 1982). These 
theories are partially consisterit with the contextual subtheory of 
the triarchic theory, .Thich also emphasizes how context shapes 
intelligence and intelligence shapes context. If there is a 
difference, it is in the triarchic position, shared by Irvine 
(1979), that there are constancies in intelligence across cultures 
that can help protect us from a position of total relativism. 

CONCLUSIONS AND mPLICATIONS 

The triarchic theory consists of three interrelated subtheories 
that attempt to account for the bases and manifestations of 
intelligent thought. The componential subtheory relates 
intelligence to the internal world of the individual. The 
experiential subtheory relates intelligence to the experience of 
the individual with tasks and situations. The contextual 
subtheory relates intelligence to the external world of the 
incli vidual. 

The elements of the three subtheories are interrelated: The 
co~ponents of intelligence are manifested at different levels of 
experience with tasks and in si tua tions of varying degrees of 
contextual relevance to a person's life. The components of 
in telligence are posited to be universal to intelligence: Thus, 
the components that contribute to intelligent performance in one 
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culture do so in all other cultures as \>lell. Horeover, the 
importance of dealing wi th novel ty and autorna tiza tion of 
information processing to intelligence are posi ted to be 
universal. But the manifestations of these co:nponents in 
experience are posited to be relative to cultural contexts. ':!hat 
constitutes adaptive thought or behavior in one culture is not 
necessarily adaptive in another culture. Horeover, thoughts and 
actions tha.t would shape behavior in appropriate ways in one 
context might not shape them in appropriate ways in another 
context. Finally, the environment one selects will depend largely 
upon the environments available to one, and the fit of one I s 
cognitive abilities, motivations, values, and affects to the 
available alternatives. 

The triarchic theory has certain il'lplications both for the 
assessment and the tre.ining of abilities. 'ofi th regard to 
assessment, a full assessment battery would necessarily tap all of 
the abilities specified by the triarchic theory, something no 
existing test even comes close to. Al though I am pursuing the 
development of a triarchic test of intelligence, even a test 
explicitly designed to measure intelligence according to the 
triarchic theory \lill be only an approximation to an ideal test, 
if only because the relativity of the contextual subtheory renders 
anyone test adequate only for a limited population. Similarly, I 
have developed a training program for understanding and improving 
intellectual skills based on the theory (Sternberg, in press). 
But the training program could not possibly develop all of the 
skills posited by t~e theory, especially because contextual skills 
can be so variable across environments. 

In conclusion, the triarchic theory offers a relatively complete 
account of intelligent thought that draws upon and partially 
subsumes many existing theories. This new theory, like all other 
theories, is only an approximation, one that will serve a 
constructive purpose if it, too, is eventually subsumed. by a more 
complete and accurate theory of human intelligence. 
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A COGNITIVE MODEL OF INDIVIDUAL DIFFERENCES, 
WITH AN APPLICATION TO ATTENTION 

Earl Hunt 

The Uni versi ty of \'lashington 

INTRODUCTION 

There is virtually universal agreement that people differ in their 
mental competencies. Such variations are captured under the 
rubric "intelligence". But what does this mean? Natural 
philosophers have speculated about the nature and cause of 
intelligence for more than two thousand years. (There are 
explicit references to the concept i~ the Iliad.) No agreement has 
been reached. Similarly, over one hundred years of scientific 
study have failed to provide a generally accepted theory of either 
the nature or causes of individual difference in l'Iental 
competence. Why? 

The problem may be that we are casting our net too widel.Y. The 
subject matter of "intelligent behavior" has been based largely on 
an informal folk psychology of the sort of phenomena that count as 
cognitive behavior. The influence of popular notions upon 
measurement procedures was explicit in Binet's development of the 
original intelligence test (Binet and Simon, 1905; for a review 
see Carroll, 1982), and is reflected in the tests derived fro a it, 
such as the \'/echsler Adult Intelligence Scale (~Ia tarazzo, 1972). 
The items on Binet's tests were originally drawn from knowledgable 
observers' ideas about what the "average" (or dull, or smart) 
person could do. Not surprisingly, the criterion for a good test 
has become the test's utility as a predictor of some social index 
of mental success, usually school grades. Such indices are global 
amalgamations over very many cognitive behaviors, and are caused 
by cognitive, non-cognitive, and even non-individual variables. 
Given the nature of the index, it is not surprising to find that 
the best predictors are non-specific global assessments of 
cognitive abilites. ~!echsler (1975), the developer of what is 
probably the most successful of tnbse tests, has been quite frank 
in saybg ~hat the Wechsler hult Intellj~ence Scale (~/AIS) ie a 
standardized interview that ~amples representative cognitive 
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behaviors. And "representative", here, means representative in 
terms of social utility rather than representative in terms of 
\vha t a person I s mind can do. 

Psychometric theories of intelligence a~e based on a more formal 
theory. Thurstone (1938) asserted that there exists a set of 
primary mental abilities, and then developed tests that were 
supposed to measure them. Cattell (1971) and Guilford (1967) made 
different assertions, but followed the same procedure. The 
psychometricians have also developed powerful inductive methods, 
such as factor analysis, to check on their intuitions about tests 
and their distributions. For the present purposes, though, this 
is something of a technical aside. ~fuile Thurstone and his 
followers did move away from a strict folk psychology, they did 
not take another step that I believe is essential. The 
psychometricians viewed patterns of correlations bebleen test 
scores as sufficient evidence for their theories of the structure 
of intellect, but did not evaluate their intuitions about the 
processes that produced those scores. Put more directly, to a 
psychometrician a good test is one that provides the proper 
entries in a correlation table. By extension, a good theory of 
intelligence is one that succinctly summarizes the information in 
tables of correlations between tasks. But, as McNemar (1964) 
pointed out some years ago, providing a psychological 
interpretation for the mathematically defined factors is more than 
science. 

The psychometric approach also has the characteristic of being 
fragmented. Individual tasks are justified as being tests of 
rather loosely-defined abilities, without providing any model of 
how the mind unites different abilities to perform a task. This 
point can be illustrated by considering a psychometric model for 
reading; imagine what might be constructed from the Cattell and 
Horn framework of "fluid" and "crystallized" intelligence 
(Cattell, 1972; Horn and Donaldson, 1979). This theory postulates, 
among other things, that there are abilities for "crystallized 
intelligence": the ability to use previously acquired knowledge, 
short term retention, and rapid perceptual detection of 
overlearned patterns. Now suppose that people are asked to take 
tests of these three factors, and are also to take a test of their 
comprehension of newspaper articles. It is conceivable to me that 
one could find that virtually all of the variance on the reading 
test was predicted by the tests of crystallized intelligence, 
short term memory, and perceptual identification. Quibbling a bit 
over words, however, none of the variance in reading would have 
been accounted for by the predictor tests, because no model of the 
process of reading had been offered. The point can be driven home 
by an athletic analogy. It may be possible to predict the 
variance in points scored by professional basketball players by 
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regressing their scoring on height, speed, and age. Accounting 
for the variance is going to require some process model of outside 
shots, foul shooting, and slam-dunks. 

Here I shall argue for a process oriented approach. t·1y thesis is 
that one should begin with a theory of the process of cognition, 
and use that theory to determine how cognition should be 
measured. In an ideal world the general theory would lead to the 
development of models of specialized tasks designed to provide 
crucial tests of the theory itself. The models of the specialized 
tasks would define estimates of the parameters characterizing an 
individual's mental capacities. ('Parameter' is to be understood 
to refer to a characteristic of the individual. It need not be a 
number.) The pattern of correlations between parameter estimates 
would become a thing to discover, but not a source of evidence for 
validating a measure. Arguing by analogy again, blood pressure is 
a measurement that is justified by our understanding of the 
cardiovascular system, not by its correlation with weight or 
longevity. Indeed, one might discover that a theoretically 
understandable measure showed virtually no between subjects 
variability, or that it was uncorrelated with measurements derived 
from the folk psychology (e. g. school grades). "In the 
psychometric tradition such a finding is grounds for drumming the 
measurement out of the regiment of tests. In a theory oriented 
tradition the measurement remains as long as the theory does, and 
the presence or absence of a correlation becomes a fact to be 
explained. 

An emphasis upon a process theory should not be construed as an 
argument against either folk psychology or psychometric models. 
The folk psychology models were developed for a practical purpose, 
the prediction of success in various social institutions. This is 
a legitimate goal, and we need such tests. The psychometric 
approach stands somewhere in-between. It provides a framework 
that is extremely useful for sharpening both the folk psychology 
tests and their use in describing practical changes in mental 
competence. Because this point is important I offer two examples 
of the compromise that psychometric theories present. 

Horn's (1982) argument that crystallized intelligence increases 
and fluid intelligence decreases with advancing age is a better 
description of changes in adult intelligence than the generalized 
observation that there are declines on the I-.TAIS or similar tests. 
The accuracy of this description has implications both for social 
policy and for the study of geriatric cognition. But it is not a 
statement about the changes in the process of cognition between 
seventeen and seventy. 
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Moving to a more pragmatic example, flying a modern 
high-performance jet aircraft takes a good deal of "intelligence". 
However the type of mental skills required are not well evaluated 
by giving aviation cadets standard omnibus intelligence tests. 
The standardized tests rate verbal reasoning factors too heavily. 
Specialized tests that place more emphasis on spatial reasoning do 
a better job of prediction. So the specialized tests are useful. 
But they do not provide process models of how a pilot reasons, nor 
do they relate parameters of a person's cognition to their 
performance as an aviator. 

These examples illustrate both the strength and the weakness of 
the psychometric approach. Obviously the remarks here will tend 
to stress its weaknesses. The strengths should not be gainsaid. 
Psychometric theories can be used to develop excellent, 
pragmatically useful systems of personnel classification. 
Furthermore, I do not really expect the development of proces s 
oriented theories to improve upon the prediction of performance in 
any spectacular way. lihy, then, should a process model be 
explored? 

Plato is said to have described science as the business of carving 
up Nature at her natural joints. In less colourful language, 
Pylyshyn (1983) has argued that scientific explanations first 
identify systems of variables that interact in a regular fashion, 
and then provide compact descriptions of these systems. The 
identification stage is central. Ashby (1960) defines a closed 
system as a set of variables whose values are determined by their 
mutual interaction, independent of the values of any variables 
outside the system. Therefore the first step in a scientific 
analysis is to establish a conceptual scheme that identifies a 
putatively closed system. The second, empirical step is to show 
that the system does indeed behave as it is expected to. lihat is 
being advocated is a deductive approach to the study of 
intelligence. First a process model of thought is postulated. 
Once this model has been defined, measurement procedures that are 
justified with respect to the model become the operational measure 
of "intelligence". More properly, they become the operational 
definition of identifiable processes within the model itself. 
This is the major point at which the deductive and inductive 
(psychometric) approach part company. The deductive approach may 
define measures that are important within the particular 
theoretical framework, but do not fit the folk definition of 
intelligence. It is equally possible that measures that are 
considered to be central to intelligence, within the folk 
tradition, are simply not well defined within the theory. 

Let us return to the analogy of athletic performance. There is a 
folk definition of an "athletic ability". It stresses the ability 
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to play certain games well. As anyone who watches televised sports 
knows, there are more than ample statistics on how well specific 
individuals play specific games. There are also theories of 
anatomy and physiology, that generate a variety of anthropometric 
measure s of people, both as mechanical and biochemical systems. 
These measures are quite different from the measures recited by 
sports anouncers. lihile there is some correlation between sports 
performance and anthropometric measures, no one claims that 
athletic performance is determined solely by physical capacity, 
i.e. the sports and physiological measures do not jointly define 
a closed system. However the physiological anthropometric 
measurement system is closed within itself, and thus is a 
legitimate object for scientific study. 

The analogy between athletic ability and anthropometric 
measurement carries over almost exactly to the relation between 
folk definitions of intelligence and scientific analyses of 
cognition. The folk definition of intelligence strongly stresses 
the perception of a person as having suceeded in certain IIwhi te 
collar II occupations, including but not limited to academic 
performance. Personal cognitive abilities are only one of several 
factors that establish such success. Since the variables that 
establish the folk definition of intelligence almost certainly do 
not form a closed system f their scientific analysis is virtually 
impossible. What can be done is to establish a scientific theory 
of individual differences in mental competence, using measures 
that mayor may not correlate with the measures of folk 
psychology. 

The following section of this essay presents a deductive approach 
to intelligence. First a theory of cognitive processing will be 
developed. The theory will then be applied to the study of 
individual differences in a partiuclar branch of cognition, the 
control of attention. (For a similar application to verbal 
comprehension, see Hunt (1987)). The essay closes with an 
evaluation of the model. 

A HODEL OF COGNITION 

The theoretical model to be described might be called the IImodal ll 

theory of Cogni ti ve Science. It is based upon the concept of 
thought as rule governed behavior, in which rule execution is 
driven by pattern recognition. Zarly discussions of the concepts 
are found in Newell and Simon (1972), in which the notation system 
\vas introduced to psychologists, and in Newell (1973). Various 
specifications of the standard theory eXist (Anderson, 1983; Hunt, 
1981; Hunt and Lansman, in press; Thibadeau, Just, and Carpenter, 
1982) that differ in terminology and the detailed assumptions that 
are made. For the present purposes the distinction between the 
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different varieties of the modal theory do not matter. In the 
rest of the discussion the terminology of the Hunt and Lansman 
paper will be used. The theory itself will be referred to as the 
Standard Theory of Cognitive Science. 

The standard theory is based on the idea that cognition can be 
modeled by computation (Pylyshyn, 1983). Computational models are 
divided into three logically distinct parts; algorithms that state 
the rules that the model "follows" in solving problems, a virtual 
machine that executes the algorithms, and a physical machine that 
provides the physical realization of the virtual machines. In 
this case the physical machine is said to emulate the virtual 
machine. 

The distinction between the virtual machine and the algorithms is 
roughly analogous to the distinction between a programming 
language and a set of programs written in the language. The 
language provides primitive operations which the programs organize 
into problem solving sequences. The virtual machine - physical 
machine distinction is like the mind - body distinction. The 
physical machine provides devices that execute the logical 
functions of the virtual machine. 

To apply this reasoning to individual differences, let us imagine 
a set of robots who w·ere to be programmed to do some task. The 
robots are all assumed to utilize the same programming language. 
However, they may have been constructed by different 
manufacturers, using different quality material, and they may have 
been programmed by different programmers. This means that 
individual differences between robots can arise from two sources; 
the efficiency of the elementary processes provided by the 
language and the efficiency of the programs that the robots 
contain. The robot's overall efficiency as a problem solver will 
depend upon three different sources of "individual differences". 
These are the extent to which its programs represent an efficient 
method of analyzing the task at hand, the extent to which the 
programs are written to make the most efficient use of the robot's 
machinery, and the power of that machinery itself. 

The cognitive science approach is made more specific by describing 
a particular virtual machine, and then exploring the problem 
sol ving algorithms provided for it. The machine that will be 
considered here is depicted, in outline, in Figure 1. This figure 
is the schematic for an abstract device that can communicate with 
its environment and manipulate internal representations of it. 

Communication with the environment is accomplished by a set of 
channels, each of which can contain some 0 bj ect of the device's 
apperception. Hore formally, the information in the model's 
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CHANNEL 

Figure 1 A schematic for a robot mind 

external channels is determined by the environment. BY analogy t~ 
a human system, I shall speak of the auditory and visual 
sensory-perceptual systems as being represented by external 
channels. Note that this implies that information on channels 
will be coded in some form appropriate to that channel; e.g. 
visual and auditory codes. 

The model contains an additional set of channels that will be 
referred to, collectively, as working memory. The working memory 
consists of one visual and one auditory channel, and an 
unspecified number of "semantic" channels. There are two 
distinctions between the working memory and the external 
channels. The first is that the contents of the working memory 
channels are always determined by actions of the model itself, 
rather than by the external environment. The second distinction 
deals with the codes used by the working memory channels. The 
audi tory and visual channels contain obj ects in auditory and 
visual cod~ti. Th~5e channels playa role roughly analogcus to the 
echoic an~ iconic buffers in Baddeley's (1976) model of memory. 
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The remaining channels of working memory hold semantically coded 
information. The semantic code is an abstract code, used by the 
model to describe its interpretations of external situations, 
rather than to reflect the physical characteristics of the 
situations themselves. 

The term "bla~kboard" will be used to refer, collectively, to the 
information in both external and internal channels. 

The model assumes a very large long term memory (1TM) that holds 
"programs", Le. algorithms for solving various types of 
problems. These algorithms are organized in a production system 
notation rather than in conventional programming notation. 
Productions are simply rules for behavior, stated as 
pattern-action pairs. An example is the simple rule for driving: 

(1) If the light is red hit the brakes. 

Productions are executed in parallel in the following sense. It 
is assumed that some sort of pattern matching mechanism is 
associated with each production. The mechanism examines the 
entire blackboard and determines the extent to which the 
production's pattern can be found in the blackboard information. 
The extent of the match is reported to a conflict resolution 
mechanism, which determines which, and how many, productions will 
be selected for execution. "Executing a production" means taking 
the actions specified in the action part of the production. In 
the example given, if rule . (1) were made active a person (robot) 
would brake his/her/its car. Actions can be of two types. One, 
exemplified by (1), is the taking of some external action. The 
other action is to set some set of symbols into the channels of 
working memory. This is illustrated by the following rules: 

(2) If a police vehicle ~s in sight place the goal "obey traffic 
laws" in semantic working memory. 

(J) If a semantic channel contains the goal "obey traffic laws" 
and a pedestrian puts one foot in a crosswalk bring the car to a 
stop. 

Examples (2) and (3) illustrate two points in addition to showing 
how actions place information in Horking memory. Goal states may 
be represented in symbolic form, and the goal states themselves 
can be used to guide actions. 

The basic assumption of the standard theory is that thinking can 
be modeled by creating an appropriate system of productions. The 
sufficiency of the production notation as a model of thinking is 
not in question, for an unrestricted production system is 
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equivalent to the Turing Machine. This is something of a problem, 
since a system with such computational power is an unrealistic 
system for human thought. The problem is usually handled by 
placing some restriction on the production executing mechanism, 
for instance by restricting the size of working memory. 

The production system models proposed by Anderson and by Hunt and 
Lansman modify the "pure" production execution mechanism just 
described. In the pure model, as represented by Newell and Simon 
(1972) and Thibadeau et al. (1982), productions are always 
selected by the explicit recogni tion of pa tterns in the 
information on the blackboard. Thus passing of information from 
one production to another always involves working memory, and is 
influenced by a limi t on the size of channels or of working 
memory itself. Following Schneider and Shiffrin' s ( 1977) 
terminology, this will be referred to as controlled information 
processing. 

The models of Anderson and Hunt and Lansman include a second form 
of information processing, based loosely on the idea of semantic 
activation (Collins and Quillian, 1969, Collins and Loftus, 1975). 
In the amplified model each production can be thought of as being 
embedded in a "semantic network" of productions. Tha t is, the 
nodes of the network represent productions and the links in the 
network represent connections between related productions. \'!hen 
one production becomes aroused (typically by matching some 
information contained in the blackboard) activation is spread to 
other, related productions automatically, i.e. without regard to 
any match between the receiving production's pattern and the 
informa tion on the blackboard. To take a much used example, 
suppose LTH contained a production of the form: 

(4) If the visual symbol DOCTOR is observed place the semantic 
term for "doctor" in working memory 

and 

(~) If the visual symbol NURSE is observed place the semantic term 
for "nurse"in working memory. 

Activation of the pattern for, (4) would cause a spread of 
activation to the pattern for (5), making it more easily matched 
to subsequent information in working memory. Because the 
activation mechanism influences production activation without 
requiring explicit matching to information on the blackboard, it 
is usually considered a model for what Schneider and Shiffrin 
(1977) refer to as automatic information processing. 
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The standard model is a gross description of an information 
processing machine capable of supporting what Pylyshyn refers to 
as psychologically realistic computer programs. To move beyond 
gross description one has to state \{ha t those algorithms are, and 
show that the model is capable of supporting these algorithms. 
Indeed, it has been claimed that until one does so the model is 
capable of supporting these algorithms. Indeed, it has been 
claimed that until one does so the model is no more than a 
computationally stated fiction (Kolers and Smythe, 1984). Various 
forms of the model have been programmed both by Anderson (198.3) 
and by Hunt and Lansman (in press). Presenting their studies, 
ho\{ever, would be somewhat apart from the point of the current 
paper. The purpose here is to use this model as a way of 
organizing our knowledge about the sorts of indi vidual 
differences that do and do not appear in studies of various mental 
phenomena. 

If the standard production system model is accurate three 
processes should be basic to virtually all thought. The first is 
pattern recognition, i.e. the ability to recognize that an 
example of a production's pattern part is present in the 
information on the blackboard. The second key process is the 
abili ty to maintain information in working memory itself. Tlhat 
are the limits on storing and accessing information in the 
blackboard? How well does a person manage to focus attention on 
the information appropriate for solving the problem at hand? The 
third process of interest is the spread of activation in the 
automatic processing system. How rapidly does information spread 
from one memorial pattern to another? And how are the automatic 
and controlled processes co-ordinated in actual problem solving? 
Heasures of these three processes, if they could be obtained, 
would play a role in the study of intelligence that is analogous 
to measures of heart rate and systolic and diastolic blood 
pressure cardiology. 

If the analogy between psychology and cardiology were exact there 
would be behavioral paradigms that produced pure measures of the 
various information processing systems. Such paradigms would be 
analogous to pulse measurements and blood pressure cuffs. 
Unfortunately the world is not that simple. One of the problems 
is introduced by the concept of codes. Recall that codes refer to 
the fact that information may be stored using "visual", 
"audi tory", or "abstract semantic" codes. It appears to be 
necessary to have at least this many codes to account for many of 
the observations about human thought (Anderson, 198.3; Kosslyn, 
1980, but for a contrary opinion see Pylyshyn, 198.3, chapter 7). 
No\{ let us suppose, for the moment, that the model is an exactly 
correct description of human thought, and that the brain is a 
physical instantiation of the appropriate virtual machine. It 
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does not necessarily follow that the same physical mechanisms 
would operate on information in each of the different codes. 
Indeed, there is a sUbstantial amount of neuropsychological 
evidence to indicate that different processes operate upon 
auditory and visual c:rles. Thus a paradigm for assessing, say, 
acoustic short term memory, may not be appropriate for assessing 
visual short term memory. This point will be discussed at some 
length below, in dealing with l'leasures of auditory and visual 
attention. 

The use of an information processing model to assess individual 
differences is made still more difficult, both conceptually and 
practically, by the fact that individual differences in 
performance can arise either from individual differences in the 
parameters describing the "underlying virtual machine" or from 
individual differences in the efficiency of the algorithms being 
used to solve a problem. It has already been pointed out that it 
would be difficult to infer facts about the individual differences 
in the parameters of robot brains from robot performance, because 
performance is based upon the interaction between the properties 
of an algorithm and the properties of virtual machines, and not on 
either sort of property alone. The same principle applies to the 
analysis of human performance. Chase and Ericsson's work with 
skilled mnemonists provides an excellent example. Chase and 
Ericsson (1978) studied a person who could display an apparent 
digit span of in excess of eighty digits.If the ability to recite 
arbitrary lists of digits is taken as an infallible, direct 
measure of working memory size, this would be truly superhuman 
performance. In fact, though, Chase and Zricsson' s participant 
relied entirely on a specialized algorithm that I.as useful sol~ly 

for memorizing digits. If his memory span was tested by other 
devices, such as asking him to recite lists of letters or words, 
the results were well within the normal range. 

There is no easy answer to the question of how to obtain "basic" 
measurements of cognition. Since perfect paradigms are unlikely 
to be developed we shall no doubt have to rely on converging 
measurements in many situations. This does not present an 
insurmountable measurement problem. Indeed, this is a situation 
in which psychometric techniques for theory verification can well 
be combined with cogni ti ve process models (Gieselman, 1,I!ounYlarn, 
and Beatty, 1982; Palmer, MacLeod, Hunt, and Davidson, 1985). 
Furthermore, the situation here is no different from the situation 
in many other areas of science. Even in so vast a topic as 
cosmology it may be necessary to take alternative measurements of 
the same theoretical construct (Hodge, 1984). 

- 187 -



Chapter 4 Hunt: Attention 

Three points have been made. First, the "folk" and Ilpsychometric" 
approaches to the study of intelligence were commented upon. Then 
an argument was made for a different approach, based upon a theory 
of the process of cognition. Such an argument is vacuous in the 
absence of a specific process model, so one has been offered. It 
must be admitted that this model contains a great many IIdegrees of 
freedom", using that term rather more generally than in the 
technical, statistical sense. This poses something of a paradox. 
Kolers and Smythe (1984) have claimed, probably correctly, that 
computational models typically contain so many opportunities for 
adjustment that the models can never be defeated by the data from 
any conceivable experiment. I must agree; computational models 
cannot be defea ted outright by experimental 0 bserva tions • 
However, I am less bothered by this than Kolers and Smythe are. 
The mind probably is very flexible, and any model of its action 
will have to capture that flexibility. How, then, are we ever to 
evaluate a computational model? The evaluation has to be based 
upon the modells utility as a device for organizing observations, 
rather than its role as a theory that dictates them. 

In the next section an attempt will be made to use the standard 
model to organize some facts about individual differences in the 
control of attention. 

ATTENTION 

I-That is Attention? The folk definition of attention is that it is 
a commodi ty to be paid, and that when it is paid, one thinks 
better. Furthermore, some people seem better able to control this 
-colDIDodi ty than are others. lve often say that certain people are 
better at paying attention than are others. The popular press has 
not hesitated to comment about the allegedly short attention span 
of some of our candidates for very high office. There are 
stereotypes of successful executives, who direct the activities of 
all those about them, and unsuccessful executives, who are 
defeated by the complexities of walking and talking. 

The good and bad executives may be apocryphal. There is another 
real life example that many of us can observe. Commerical airline 
pilots sometimes allow passengers to listen in on air-ground 
communications during ta~.ceoff. Those readers who are not aviators 
may find it instructive to do so the next time they have the 
chance. The communications are cryptic and fairly complex. 
Different aircraft, identified by remarkably similar call signs, 
are given instructions that could easily be confused. The pilot 
must decode these instructions while performing a rather complex 
psycho-motor task: operating the controls that get the aircraft 
off of the ground. Commerical aviators vitually always get all 
the instructions right. How do they manage to do so? Is it due 
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to training, or do pilots have to have some of "the right stuff" 
before they begin their careers? 

The remainder of this section is devoted to an exploration of 
attention, within the framework of the modified cognitive science 
theory introduced in the first section. The presentation will be 
in three parts. First certain concepts that have evolved from the 
experimental analysis of attention will be placed within the 
framework of the cogni ti ve science theory. Stress will be laid 
upon the progressive elaboration' of the concept by different 
theoreticians. The resulting analysis will then be applied to 
observations about individual differences in performance on 
attention demanding tasks. The relevant literature is not large, 
but enough findings have emerged to make one think about the 
appropriate theory. It will be shown that there is a parallel 
between different conceptualizations of attention and the sorts of 
questions that have been asked about individual differences. 
Unfortunately, though, some of the empirical studies that purport 
to present findings on individual differences could have 
benefitted from a deeper conceptual analysis of what was being 
sought. For that reason, some space will be devoted to comments 
on the appropriate design of individual differences research in 
this field. 

Conceptual Approaches to Attention 

The scientific study of attention is based on three well 
documented findings. The first of these is the deleterious effect 
of information·overload. Since this is a particularly important 
idea, it will be illustrated in some detail, using visual scanning 
as an example. 

In a visual scanning experiment an observer is shown a stimulus 
panel that mayor may not contain a tar~et object. The observer's 
task is to indicate whether or not the target ,,,as present. The 
main dependent variable is the time that the observer needs to 
inspect the stimulus panel in order to detect targets reliably. 
Figure 2 depicts one widely used procedure. Before the beginning 
of a trial, the observer was told what target is to be detected. 
For instance, imagine that the observer ,,,as told to detect. the 
figure "2", which actually does appear in the displ,ay. After the 
observer understands what the target is the trial beings. First 
the observer is shown a fixation panel, the first set of asterisks 
in the figure. Then the observer is shown the stimulus panel 
which is displayed very briefly. A typical display interval might 
be from 100 to 500 milliseconds. Under some conditions even 
briefer display intervals are used. The stimulus panel is then 
replaced by a masking panel (the right hand set of asteris!ts in 
the figure), and the observer indicates whether or not the target 
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was present. The experimenter manipulates the display interval to 
locate the briefest interval at which the observer can maintain 
some preset level of accuracy. 

* * 
* * 

A 2 

* * v s 

* * 

Figure 2 A Visual scanning paradigm 

There are two independent variables in a visual scanning 
experiment; the number of items in a display panel (four in Figure 
2) and the number of targets being scanned. For instance, in the 
hypothetical experiment described above the observer might be 
asked to detect the presence of a "2" or a "7". Providing that 
different targets are presented on each trial (the so-called 
"variable mapping II paradigm), the display interval required to 
detect targets rises linearly with the number of items on the 
display panel and the number of targets being searched for 
(Schneider and Shiffrin, 1977). This observation is best accounted 
for by assuming that targets are located by a limited capacity 
scanning device that operates in series on both the set of targets 
and the set of figures on the display panel. One can think of 
this situation as measuring the speed with \.,hich visual attention 
can-be brought to bear on the comparison process. In spite of the 
"non-intellectual" nature of this task (it certainly is not as 
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complAx as a typical intelligence test) correlational stu~ies h&ve 
shown that the time required to locate targets in a visual scanning 
study is correIa ted with the general (g) factor extracted from 
conventional tests. At least among college student populations, 
high g scores are associated with rapid visual scanning (Ackerman 
and Schneider, 1985). 

Dual task experiments provide a second source of evidence for some 
sort of a ttentional commodi ty. In these experiments the 
participant is asked to do two or more subtasks at once. For 
example, a person might be asked to monitor a light to see if it 
flickered, and at the same time to listen for a quiver in a tone. 
In many (but not all) such cases performance on the component 
tasks will deteriorate below that expected when either task is 
done alone. An idealized case is sho\ffi in Figure :3, which plots 
performance on one task as a function of performance on another. 
Norman and Bobrow (1975) referred to such plots as Performance 
Operating Characteristics (POCs), by analogy to the receiver 
operating characteristic of signal detection theory. They pointed 
out that a performance operator characteristic would trace out the 
form shown in Figure :3 if the participant could (a) improve 
his/her performance on each task, alone, by "directing attention" 
to it, and (b) if the participant was able to shift attention from 
one task to another on demand. 

100% 

Task 
1 

Ol~--------------~ 
Task2 100% 

Figure 3 Idealized Performance Operating 
Characteristic Curve 

- 191 -



Chapter 4 Hunt: Attention 

The third class of arguments in favour of a concept of attention 
is based on a more general observation. At the phenomenological 
level, people exhibit lapses of attention in a variety of 
situations. Fatigue, time of day, illness, or drug states can all 
induce alterations in the ability to detect and/or respond quickly 
to stimuli ( Davies an::! Parasuraman, 1982. ) The colloquial 
expression that we cannot pay attention when tired, or drunk, or 
ill, or elderly expresses the notion of a sensitive limited 
capacity mechanism for information processing. 

Unfortunately, closer examination of virtually all of these 
phenomena leads to problems with the simple notion of attention as 
a resource to be shifted from one task to another. The 
deterioration in target detection may often simply be a reflection 
of the fact that the probability of error is increased when 
several less-than-perfect mechanisms are acti va ted in parallel, 
even though the effectiveness of the individual mechanisms is 
independent-of the number of other active devices (Duncan, 1980). 
Practice may sometimes greatly alter the attentional demands in a 
scanning task, or may exert almost no influence, depending upon 
precisely what is practised (Schneider and Shiffrin, 1977). 
I'Jhether or not performance operating characteristics such as those 
shown in Figure 3 are obtained will depend upon what the tasks 
are, and how the observer has learned to control them. Finally, 
the phenomenological observations concerning attention wandering 
are often quite difficult to confirm in a controlled manner. To 
illustrate, consider the observation that \,[hen people are tired 
they are more likely to fail to detect signals. In many 
situations this may be due to an upward shift in the observer's 
criterion for reporting, rather than a deterioration in the 
capaci ty to discriminate signal from no-signal conditions 
(Parasuraman 1979). 

Theories of attention fall into three progressively more detailed 
classes. The simplest is the single "resource" model introduced 
by Kahneman (1971). Kahneman treated attention as a power sou~ce, 
somewhat similar to electrical power. Deteriorations in 
performance due to increases in information processing load or to 
the introduction of simultaneous tasks were seen as due to 
exhausting the supply of power, as if the mental batteries had 
been overloaded. This view of attention has an interesting 
analogy to the concept of general intelligence. Are we to have 
"a" as well as "g"? Probably not, for further consideration has 
forced amplications of the concept of generalized attention that, 
in some respects, parallel the applications that have been 
required in the concept of general intelligence. 

The biggest challenge to a generalized attention theory is that 
two tasks that fit the criteria for "demanding attention", singly 
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(~!orman and Bobrow, 1975), may not exhibit mutual interference. 
Kerr, London and HacDonald (1983) offer a particularly good 
example. Balancing on one leg interferes with a spa tial memory 
task but not a verbal memory task. In order to handle such 
observations, resource theory has been modified to include 
multiple pools of resources (Navon and Gopher, 1979). In the 
modified theory resources become more akin to economic commodity 
bundles than to an all purpose power source. The general concept 
of inter-task interference still holds, but the extent of the 
interference between any two tasks will be determined by their 
demand for common resources. 

The problem with a multiple resource theory is that it is too 
rich. It is hard to imagine any observation that could not fit 
into a multiple resource model, if the theoretician was free to 
postulate as many resource pools as needed. To address this 
problem Wickens (1979, 1984) took"the necessary step of defining 
the pools. He identified three general classes of resource. The 
first, encoding processes, deals generally with the structures and 
processes required to recognize objects in the environment. The 
second, central orocesses, deals loosely with the ability to 
construct mental representations. Any process that utilizes 
working memory appears to be a heavy user of this resource, so 
measurements of the extent to which a task interferes with the 
retention of information in working memory (or vice versa) 
provides a way of measuring the task's central process demands. 
~"Tickens' third class of resources are those involved in response 
selection and production. Although response production is often 
ignored in theories tha t concentrate on "perception" and 
"cognition" (and theories of intelligence are certainly among 
these), the attentional demands of response selection can be 
considerable. 

Hickens' discussion of different sorts of resource structure 
clearly envisages a particular type of information processing 
machine. This welcome level of specificity is carried somewhat 
further in the structural interference approach to attention. 
Conceptually, structural interference theories see inter- and 
intra-tasle interference as arising not from a drain on a.ttention 
as a power source, but rather as arising from competition for time 
on a specific information processing machine. Thus the analogy is 
more to a repair work job-shop, or perhaps a tool rental agency, 
than to a power system. \iickens himself argues that his notion of 
multiple resources is a structural one. Posner's (1978) approach 
exemplifies a generalized structural interference theory. Posner 
assumes that there exists a "central processing unit" that is 
required to do conscious tasks, but that a considerable amount of 
parallel processing can be done by perceptual units outside of the 
central processor, and hence on a non-interfering basis. At this 
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level of generality the theory can be criticized as being 
vacuous. An unspecified "central processor" is no more scientific 
than an unspecified resource. The theory becomes less vacuous by 
developing a series of experimental studies that trace out the 
power of the various peripheral processes. For instance, Posner 
and his colleagues (Posner, Nissen, and Klein, 1976) present a 
case for assuming that there is a substantial amount of peripheral 
processing in audition, while cognitive analyses of visual stimuli 
are more tightly controlled by the central processing mechanism. 

The cognitive science approach to attention is clearly based upon 
a notion of structural interference. There is nothing in the 
models of Anderson (1983), Hunt and Lansman (1983), or Thibadeau 
et al. (1982) that corresponds to a power source, but all these 
models do permit some form of competition for specific information 
processing mechanisms. Indeed, the idea of competition is 
implicit in any computational model based on production execution, 
because such models contain the implicit assumption that a 
particular stimulus situation can be "recognized" by at most only 
on~ production at anyone time (McDermott and Forgy, 1979). 

The Hunt and Lansman (in press) modification of production system 
theories is the only model that deals with interference mechanisms 
other than generalized production competition. Hunt and Lansman 
explici tly introduce the idea of "channels" for the passage of 
information into the system from the external world. The channels 
are further grouped into sets of channels that use the same code. 
Production competition is restricted to productions within a code 
type. Thus at anyone time there is intra-code competition 
between the auditory, visual, and semantic productions, but no 
competition for resources across code types. This could be looked 
upon as a modification of structural theory that instantiates 
Hickens' notion of multiple resource pools associated with 
peripheral input and central processes. However, Hunt and Lansman 
do not carry their ideas to the point of discussing response 
competition. 

For the sake of completion, one more class of attention models 
should be mentioned. These will be called "confusion" models. 
Confusion models arise from the fact that, with sufficient 
practice, people can learn to perform very complex dual tasks. It 
can be shown that part of what is learned is how to execute the 
two tasks together, not just how to do them well on an individual 
basis (Damos and ~nckens, 1980). Hirst, Spelke and Neisser's 
(1980) report is an extreme example. Some people can learn to 
take dictation while reading an unrelated text. Allport (1980) 
and Hirst et al. (1980) argue from these oQservations that people 
have a virtually unlimited capacity for processing concurrent 
information about different tasks, providing that they can 
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recognize what information is relevant to which task, and 
providing that the actions required do not compete for use of a 
specific information processing mechanism. This is an important 
observation, for two reasons. First, it undoubtedly does capture 
one possible source of interference. Second, the explanation, and 
the observations on which it is based, highlight the important 
interactions between learning and at tentional demands. A task 
that may be extremely attention demanding· in an unlearned state 
may have trivial attentional demands after expertise has been 
achieved. To return to an example gi ven earlier, when I (a 
non-avia tor) listen in on air traffic control transmissions, I 
have trouble sorting out the ~essages to various aircraft. 
Fortunately commercial pilots are more experienced than 1. Does 
this mean that the pilots have more attentional resources than I 
do, in general, or is it more correct to say that they have become 
very proficient in processing the messages in a specialized 
linguistic environment? 

Studies of Individual Differences 

Studies of individual differences in attention have generally 
paralleled the theoretical developments just outlined. That is, 
most studies can be classified as studies that examine individual 
variation in the total amount of attentional resources available, 
studies that examine people's ability to allocate their attention 
in dual task situations, and studies that examine individual 
variations in specific processes involved in attention 
allocation. 1.l/hat are the facts about individual differences in 
attention, and how do these facts amplify the cognitive science 
view of intelligence? 

One of the defining characteristics of an attention demanding task 
is that performance on the task deteriorates in the face of 
increasing information load. A series of studies by Jensen and 
his collaborators (Jensen, 1981, 1982; Vernon, 1983) are relevant 
to this definition. ~lhat Jensen and his collaborators have done 
is to look at the time required to execute simple choice tasks. 
The paradigm most used is a task in which a person observes a 
display of matched lights and buttons, and presses a button when 
the corresponding light is illuminated. Although this task is not 
what one intuitively thinks of as an intellectual one, speed of 
choice has consistently been found to have a moderate, positive 
relation (r about .3) with much more intellectual behavior, such 
as performance on academic aptitude tests. Jensen has interpreted 
his findings as indicating that there is a generalized ability to 
classify internal representations rapidly. Since pattern 
recognition is a basic step in production execution, any 
individual differences in the pattern recognition process would be 
expected to have widespread, though not necessarily large, effects 
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on virtually all mental processes. Jensen has argued that this is 
the case. 

\'/hile this argument does establish a connection between concepts 
of attention and intelligence, the argument is incomplete in two 
ways. From the viewpoint of intelligence theory, it is not 
correct to equate rapidity of decision making with good decision 
making. There is ample evidence that in at least some situations 
the intelligent go slowly (Sternberg, 1982). This is probably 
related to the concept of an intra-individual speed-accuracy trade 
off (Pachella, 1974). People maximize their mental competence by 
monitoring their own performance as they exchange speed and 
accuracy. From the viewpoint of attentional theory, looking only 
at speed of decision making fails to address questions about a 
person's ability to make a sensi ble allocation of attention to 
different tasks. 

The deployment of attentional resources is studied in various 
forms of the Dual Task paradigm, in which people are given two 
separate tasks to perform. The tasks are chosen so that there is 
no 0 bvious interference due to competi tion for physical 
structures. Obviously finding that it is difficult to type while 
playing the piano would be of little psychological interest. In 
the secondary task version of a dual task paradigm one of the 
tasks is identified as being of primary importance. while the 
other task is to be done with one's "spare capacity". For brevity 
these will be referred to as tasks A and B, respectivelY. 
According to the resource view of attention, a participant \vill 
first allocate sufficient attention to task A to ensure that it is 
done at an optimal level, and then perform task B with whatever 
resources are left over. Thus task B performance can be regarded 
as a measure of the spare capacity left after Task A has been 
performed. 

This idea may be used to indicate that 'non-intellectual' and 
intellectual tasks do draw on the same source of attentional 
resources. In a study in our own laboratory (Hunt, 1980) students 
solved problems from the Raven Matrices test of non-verbal 
reasoning (Raven, 1941). The problems were presented in ascending 
order of rlifficulty. l,/hile the people.forked on the probleI!! they 
also attempted to hold a small lever between two posts. (The 
lever position was indicated auditorily, to avoid visual 
structural interference.) As the problems became harder hand 
tremor increased. In fact, the degree of hand tremor could be 
used as a sign that a person was about to make an error on the 
mental problem. 

A subsequent study used a somewhat more sophisticated variant of 
the dual task design. Task A was a verbal memory task, and task B 
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was a button pressing response to a visual probe. The verbal 
memory task could be either an easy or a hard one. Performance on 
the hard version of the verbal memory task was· predicted by 
combining performance on the easy verbal memory task, done alone, 
and perfor~ance on the response task when done in conjunction with 
the easy verbal memory task. The rationale was that a measure of 
the spare capacity available during the easy version of the 
primary task should predict how much more attentional power could 
be brought to bear if the primary task became harder. In general 
the predictions were borne out. Easy memorization task 
performance and the reaction time to the probe provided 
independent contributions to the prediction of performance on the 
hard version of the memory task, done alone. This was interpreted 
as evidence that the hard version of the task taxed participants 
in two ways; by drawing on their task specific memorization skills 
and by drawing on their general attentional resources (Lansman and 
Hunt, 1982). 

Studies such as this are fine when they work. Indeed, it is 
possible to consider using the secondary task paradigm to measure 
spare capacity in situations in which a person could not be tested 
directly by increasing the processing load in the primary task. 
On the other hand, there are a number of methodological problems 
associated with the interpretation of results when the "easy to 
hard" paradigm does not produce posi ti ve results. For instance, 
in our own work the "easy to hard" prediction was not confirmed 
when a visual memory task was substituted for the verbal memory 
task (Lansman and Hunt, 1982). The failure to find results in 
specific versions of the "easy to hard" paradigm is probably due 
to the simplistic, single resource view of attention on which the 
paradigm is based. The logic of a secondary task study required 
that each task draw upon the same, generalized attentional 
resources. This is the reason that very simple tasks, such as 
probe reaction tests are used as secondary tasks. The 
experimenter wants to mlnlmlze individual differences in the 
skills required to execute the secondary task, so that it becomes 
a pure measure of generalized attention. Unfortunately, even an 
apparently innocuous change in a task can alter its resource 
demands drastically. For instance, suppose that the ;:Jri!'lary tas]~ 

is a stimulus matching task similar to those illustrated in ~igure 
2, and the secondary task is ei ther auditory or manual 
identification of probe. The reaction times of manual responses 
will be increased if the probe is presented during the stimulus 
comparison stage, but auditory response times are not influenced 
(McLeod, 1978). Such results cannot be reconciled with the vie.r 
that attention is a unitary resource. But if one wants to argue 
for a multiple resource theory some rules must be given for 
specifying what the various resource pools are, and what sorts of 
tasks draw upon each pool. Another problem with the direct 
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measurement of attentional capacity in the dual task paradigm is 
that the instructions themselves provide participants with a 
logical paradox. The participant is told to give first priority 
to ensuring performance on the primary task, and to do the 
secondary task with whatever resources are left over. From a 
strictly logical viewpoint, why should the secondary task be done 
at all? Kerr (1973) pointed out that the only way the 
experimenter can be sure that the participant is literally 
following instructions is to show that performance on the primary 
task, in the presence of the secondary task, is equivalent to 
performance on the primary task alone. In fact, some 
deterioration in primary task performance is almost always 
observed. This means either that the participant is not following 
instructions or that the participant does not have complete 
control over the allocation of attention to the two tasks. Of 
course, individual differences in the ability to control attention 
represent an interesting source of variation in themselves, as 
discussed below. However individual variations in the control of 
attention are not logically identical to individual differences in 
attentional capacity. 

In spite of the appeal of the concept of attention as mental 
pouer, it appears that behavioral measures of attentional capacity 
do not greatly illuminate our understanding of individual 
differences in attention. The problem seems to be that the link 
between performance and attention allocation is so mediated by 
strategies, experience, and individual differences in the priority 
given to a task that performance itself is an inadequate measure 
of the attention committed to a task. It is possible that a 
physiological measure of attention, such as the pupillary response 
(Ahern and Beatty, 1981) could serve as a measure of an 
individual's commitment of attention to a task. Before such 
measures could be terribly useful in research that is based on an 
anlysis of individual differences, however, it will be necessary 
to develop a fairly complete measurement model relating the 
physiological observations to one's concept of-attention. 

Time Sharing 

An alternative to equating attention with power is to study the 
ability to control attention when people are asked to do multiple 
tasks more or less simultaneously. The presumed trait of managing 
mul tiple tasks will be referred to as "time sharing ability", by 
analogy to the management of multiple users in a time-shared 
computing system. But does the putative ability exist? One can 
imagine a straightforward -way to answer this question. Consider 
two tasks, A -and B, that can be performed either alone or 
simultaneously. Let r(alone) be the correlation between the two 
tasks, measured alone, and r(together) be the correlation between 
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the two tasks when done simultaneously. The first correlation 
should depend only upon the correlation between abilities required 
to do each task, while the second correlation should depend upon 
this correlation and the subject's ability to "time share" 
concurrent activities. Hence if the latter ability exists the 
r(together) correlation should be greater than the r(alone) 
correlation. 

To be concrete, let us consider a study by Stankov (1983 a,b) of 
time sharing of auditory memory tasks. In his chord memory task 
people heard two chords, and were to indicate whether there _ had 
been -a pitch change. The tonal memory required memory for the 
order of a series of tones. In the dual task conditions the 
stimuli for both tasks ,.,rere given. Following stim~lus 
presentation the subjects were cued to respond to one or the other 
tasle. Stankov found that between task correlations in the dual 
condition did, indeed, increase beyond those found in the single 
task condition. This finding was replicated, (with some 
reservations) in a subsequent study that used more tasks, and that 
paired memory for letter and tone series, (Fogarty and Stankov, 
1982). Stankov has argued that such findings indicate that the 
dual task must depend more on a general factor than do the single 
tasks. In fact, he has suggested that this is evidence that 
conpeting tasks draw on a general intelligence factor (Stankov , 
1983b, p. 480) • 

Unfortunately, it is not at all clear that Stankov's results are 
consistent with a 'power' concept of either intelligence or 
attention. Stanlcov (1983 a,b) has argued that when faced with a 
dual task people adopt consistent (over trials) strategies for 
attacking them. Suppose that this is true, and that both tasks 
draw on the same attentional resources. Since the two components 
of a dual task compete for attention there would be a built-in 
wi thin-subj ects nega ti ve correlation between performance on each 
component, across trials. The more attention is focused on one 
task, the worse performance on the other task should be. The 
within subjects negative correlation would generalize across 
subjects if different people consistently adopted different 
priorities for each task. This is not what was observed; 
component correlations increased or stayed the same in the dual 
task condition. 

There is an alternative model that can explain Stankov's results 
by assuming only specific task abilities and an ability to control 
attention allocation. Consider again two individuals working on a 
letter and a tonal memory task. This time, though, suppose that 
the two people differ in their ability to do the tonal memory 
task, but are identical in their ability to perform the letter 
memory task, and in their attentional resources. Since there 
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would be no variance in the letter memory task, done alone, its 
correlation with tonal memory would be zero. However, in the dual 
task condition the person with superior tonal mecory might be able 
to attain a given level of performance on that task with a low 
expenditure of attentional resources, thus leaving more resources 
available for the letter memory task. Depending upon the 
priorities that each individual assigned to the two tasks, and the 
particular form of the relationship between component task 
performance and attentional resources assigned to that component, 
correlations between any pair of dual task components might 
increase, decrease, or stay the same. Note that this is true in a 
situation in which it has been assumed that there is no specific 
time sharing ability and in which subjects are assumed to be equal 
in general attentional resources. 

Stankov I S work is only one example of a number of studies that 
have attempted to define a time sharing ability by examination of 
changes in pairwise correlations between tasks done alone and as 
components of a dual task. In addition to a simple examination of 
changes in correlations, various methods have been proposed to 
extract "pure" measures of time sharing ability by computing some 
joint function of scores on two tasks done together and alone. 

Ackerman, Schneider, and T.Hckens (1984) presented a critique of 
much of this work, and developed a good case for regarding all of 
the measures as deficient. They concluded that the case for the 
existence of a time sharing ability was neither made nor disproven 
by the study of alterations in correlations between pairs of 
tasks. 

Ackerman et al. went on to point out that if a time sharing 
ability exists it should appear in a variety of different 
combinations of tasks. Consider, for example, a study with four 
tasks, A, B, C, and D. The tasks can be combined in six different 
,.,ays, producing twelve additional scores, A(B) for the score on 
task A when done in cOJllbina tion with task B, A (C) for the same 
tasks done in combination with task C, and so forth. If a general 
time sharing factor exists it should contribute to the variance in 
performance of all tasks done in the presence of other tasks, and 
might or might not be correlated with performance on the various 
tasks done alone. Figure 4 illustrates this reasoning 
graphically. 

Ackerman et ale used the Procrustean method of factor analysis to 
see if a time sharing factor defined in this way could be in data 
that had previously been reported as failures to obtain evidence 
for time sharing from the pattern of pairwise correlations. A 
factor structure similar to that shown in Figure 4 was found, 
al though the contribution of the time sharing factor to 
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A B c o 

AB C 0 

Figure 4 Timesharing across tasks 

performance on the various tests was small. 

Stanko v (whose work was not reviewed by Ackerman et al.) made a 
similar use of factor analysis to define a time sharing factor in 
his studies. The results reported in his Tirst study (Stankov, 
1983a) are rather ambiguous. Some of the results of the second 
study· (Fogarty and Stankov, 1982) lead to an interesting 
conjecture about the process of time sharing. To explain the 
problem, the- procedure of the Fogarty and Stankov study must be 
considered in some detail. 

In the dual task conditions of the Fogarty and Stankov study 
participants were first presented with the stimuli from both 
components of the dual task; e.g. both a sequence of tones and a 
sequence of letters. They were then given a cue indicating which 
task was to be given priority. The partiCipant then gave the 
responses appropriate for that task. After the response for the 
priori ty tasks had been made the participant gave th, responses 
required for the secondary task. Thus each task. prf')duces tnree 
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scores j performance on the task done alone, performance on the 
task when it was the primary component of a dual task, and 
performance when it was a secondary task. 

Fogarty and Stankov extracted three primary factors from the 
data. The third was almost uniquely associated with secondary 
task performance. Wha t time sharing process would induce this 
pattern of correlations? 

The participant did not know the identity of the primary and 
secondary tasks until after the stimuli for both tasks had been 
recei ved, and thus there was no opportunity to make an informed 
decision in attending to the stimuli. There is a major difference 
in responding, however. Information about the secondary task must 
be held in memory during response production for the primary 
task. Since some of the tasks required memory scanning in order 
to compose a response, this meant that secondary task information 
had to be held in working memory as the participant processed 
other information. Thus Fogarty and Stankov's secondary task 
procedure closely resembles the procedures used by Daneman (1984) 
and by Klapp et al. (1983) to evaluate the role of working memory 
in various types of problem solving. 

From the viewpoint of the cognitive science model, the procedures 
used by Fogarty and Stankov, Daneman, and Klapp et al. tap an 
information proces·sing feature that must be vital in any time 
sharing acti vi ty. Return again to the example of an aviator 
flying in heavy traffic. The aviator must be able to hold 
messages from air traffic control in working memory while 
operating the aircraft. On demand information from one source 
must be used to construct a response to a query from another 
source. All this must be done without confusing identities of 
various packets of information in working memory. As was pointed 
out earlier, there is something to the confusion theory of dual 
task performance. 

In discussing the role of working memory in dual task execution we 
have moved away from trying to determine the existence of a time 
sharing ability to considering the information handling processes 
tha t make up the ability. The next subsection considers some 
relevant studies. 

The Processes of Attention 

In terms of the cognitive science model, "paying attention" to a 
task means that pattern recognition, production execution, and 
action are controlled by task relevant information. But this is 
an outcome. What are the processes that support it? The studies 
reported by Daneman, Fogarty and Stankov, and Klapp et ale 
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provide evidence that the ability to retain information in memory 
in the face of competing activities is one of the key aspects of 
attention. Are there other processes? 

Gopher and his colleagues (Gopher and Kahneman, 1971; Gopher, 
1982; Kahneman, Ben-Ashai, .and Lotan, 1973) have argued that a 
major aspect of the control of attention, and by extension 
time-sharing ability, is the ability to shift attention from one 
component task to another. In terms of the cogni ti ve science 
model, this means doing whatever is necessary to change the 
"program" (Le. production system) that is controlling behavior 
from one task to another, when an appropriate signal is detected 
in the external environment. One need only consider the 
importance of an automobile driver's being able to shift attention 
from the radio to the road to appreciate how important attention 
shifting can be. 

Gopher's case for the primacy of attention shifting rests almost 
exclusi vely on a series of studies using the dichotic listening 
paradigm. Gopher and Kahneman (1971) considered a two-part 
dichotic listening task. In the first part the participant 
memorised the numbers presented to one ear, ignoring letters or 
numbers presented to the other ear. Suppose that the right ear is 
to be monitored, and the stimulus sequence is 

RIGHT EAR A,8,B,4,C,T 

LEFT EAR T,B,5,A,6,R 

At this point the listener should have responded with the sequence 
(8,4). After the sequence has been presented, but without warning, 
the listener receives a signal that either indicates that 
monitoring should continue in the right ear or that the listener 
should switch to the left ear. Suppose that the left ear is 
indicated. Digits are then presented in either ear, as in the 
example 

RIGHT EAR 5,9,2 

LEFT EAR 7,3,1. 

At this point the listener should respond with the sequence 
(7,3,1). Since the successive numbers are presented rapidly (at 
about a one second interval between numbers) the listener must 
reorient him/herself to the appropriate input channel following 
rec~ipt of the signal indicating the start of the second part of 
the experiment. Thus the number of errors made on the second part 
of the task is taken as an indication of the efficiency with which 
this orientation takes place. 
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The early papers on using this task reported some interesting 
between-groups differences that seemed to validate the task as a 
measure of attention. Pilots who flew high performance military 
aircraft were found to perform better on the task than did 
transport pilots, even though pilots as a group did quite well 
(Gopher and Kahneman, 1971). Correlations were also found between 
test performance and the accident records of professional drivers 
(Kahneman et al., 1973). Based on these studies the test has been 
studied as a potential device for selecting aviation candidates. 
The correlations between test performance and completion of 
military flight school are reliable but moderate (r =.3 ,Gopher , 
1982) • 

Our interests here are in the theoretical interpretation of the 
dichotic listening task, rather than in its use as a personnel 
selection device. Gopher (1982) regards the task as a measure of 
the ability to direct attention in general, rather than as a 
measure of ability to attend to auditory signals. Put another 
way, Gopher has treated individual differences in dichotic 
listening as being due to the execution of an abstract information 
handling process, and not as being due to facility in handling a 
particular type of sensory signal. 

Findings by Lansman, Poltrock, and Hunt (1983) indirectly question 
this view. Lansman and her colleagues observed that a'~ Jntion 
demanding tasks could be broken down into three general classes. 
In monitoring tasks one simply listens or watches for a target 
stimulus. In focussed attention tasks the observer monitors the 
occurence of targets on a particular channel, ignoring information 
on the other channel. Finally, in divided attention tasks the 
observer monitors two or more channels at once, and must report 
targets wherever they may appear. Obviously, though, this 
classification of tasks in terms of process is orthogonal to a 
classification of tasks in terms of stimulus modality. One can 
think of monitoring, divided, and focussed attention tasks in 
either the visual or auditory modality. 

In Lansman et al.ls study observers performed six different tasks: 
monitoring, focussed and divided attention tasks involving either 
visual or auditory stimuli. Several factor structures were 
explored as summaries of the between task correlations. Figure 5 
shows the factor structure that was by far the best fit to the 
data. This structure contains correlated factors for visual and 
auditory attention, but it does not contain factors for the 
separate processes. Most importantly, the two factors for 
"auditory" and "visual" attention, although correlated, are 
clearly distinct. Lansman and her colleagues found that a single 
factor model could not fit their data. 
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VISUAL AUDITORY 

SCAN SCAN 

FOCUS FOCUS 

DIVIDE DIVIDE 

Figure 5 Lansman et. ai's factor 
structure 

Lansman et al.ls conclusions are contrary to Gopherls contention 
that there is a cross-modality "attention shifting" trait that, in 
effect, is the essence of attention. Lansman et al. did not use 
the precise one developed by Gopher, and for what reason their 
findings are not directly inconsistent with his. Hunt and Farr 
(1984) addressed the issue somewhat more directly. 

Hunt and Farr combined Gopherls exact task with a visual analog of 
it. The procedure for the visual analog is shown in Figure 6. 
Each trial consisted of the presentation of two arrows, one 
pointing up and one pointing down, followed by either two letters 
or a letter and a number. Prior to the trial, the observer was 
told to report any numbers that appeared immediately following an 
upward (or downward) pointing arrow. 'rhus "direction of 
preceeding arrow" plays the role of "earl! in the Gopher paradigm. 
In part II of the trial the observer was either signalled to 
continue monitoring numbers that followed the same arrow, or the 
observer was switched frol!l the "Upll to the II down II arrow or vice 
versa. 
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A A A CUE 

Y A 1st DISPLAY 

A X 2nd DISPLAY 

y A 3rd DISPLAY 

B 3 4th DISPLAY (TARGET) 

A Y 5th DISPLAY 

R 4 6th DISPLAY (DISTRACTOR) 
I . 
I . 

C0NTINUE TO 14th DISPLAY 

y Y Y NEW CUE 

A Y 15th DISPLAY 

7 A 16th DISPLAY 

Y A 17th DISPLAY 

W 8 18th DISPLAY 

Y A 19th DISPLAY 

T 7 20th DISPLAY 

Figure 6 aunt & Farr procedure 
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There was a correlation of .48 between performance on the auditory 
and visual attention switching tasks. While this correlation is 
substantial, it is less than would be expected if the tasks 
measured exactly the same trait. (In this case the between task 
correlation should approximate the product of the reliabilities of 
the two tasks, i.e. a correlation of about .7 should be 
observed. ) 

Hunt and Farr then constructed what amounted to a semantic 
attention switching task. Observers were asked to verify the 
truth of arithmetic statements. To illustrate, a sequence might 
be 

8 + 1 = 9 
3 + 5 = 7 
4 + 2 6 
2 x 4 = 6. 

Obviously the answers to the verification questions are True, 
False, True, and False. But consider the last item. The answer to 
this item would be "True" if the operation were addition instead 
of muliplication. Hunt and FarrIs sequence of presentation first 
established a "set" for one type of arithmetic operation, and then 
switched to another. Because the subject had to override the 
established set, Hunt and Farr referred to such items as "Stroop" 
problems. There was a correlation of .45 between the time 
required to solve "Stroop" problems and the number of errors 
commi tted in Part II of the Gopher auditory attention switching 
procedure. 

In summary, the ability to control attention seems to be partly a 
modali ty specific effect, and partly a general ability. To the 
extent that the general ability is involved, the key processes 
seem to be the management of information in working memory and the 
ability to switch rapidly from attending to one type of stimulus 
to attending to another. But is this all that there is to 
attention? The cognitive science model at least suggests that the 
experimental studies may have ignored an important variable. 
Describing what it might be provides a way to reprise much of the 
argument for a cognitive science view of intelligence. 

Strategies and attention. Some speculative remarks 

A computational approach to cognition stresses two things about 
any task; the effectiveness of the functional machinery that the 
person applies to the task, and the appropriateness of the 
cognitive program that controls the machinery. Studies of complex 
problem solVing, where individual differences are very large, have 
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shown that variation in both a person's functional machinery and 
controlling programs exert influences on gross performance. In 
some cases efficiency in one area can be traded for inefficiency 
in another. 

Studies of attention have focussed almost exclusively on 
individual differences at the functional machinery level. This 
may be because studies of attention have developed from an 
experimental psychology/human engineering tradition rather than an 
academic selection tradition. In experimental psychology 
experiments are typically set up so that the way in which the 
subject has to do the task is under the control of the 
experimenter. Our interest is in how well a person performs some 
information processing act, conditional upon our having specified 
what that action is. In time sharing studies, for instance, great 
effort is made to ensure that the subject knows what the 
intra-task priori ties are, and how well he or she is maintaining 
these priorities. Damas, Smist, and Bittner (1983) commented that 
the resulting experiments have yielded no evidence whatsoever for 
a "control of attention" trait. Given the results we have cited, 
several of which were published after Damas et al.' s statement, 
this position is a bit extreme. It is true that the generally 
small effect of time sharing and/or generalized attentional traits 
confounds our intuitions about individual differences in 
attention. 

The experimental psychologists' efforts to control the situation 
may have thrown at least part of the baby out with the bath. To 
the extent that individual differences in the strategic way that 
people deal with time sharing situations control behavior, the 
sorts of tasks that have been studied are simply the wrong tasks. 
Damas and her collaborators (Damas and Wickens, 1980; Damas et 
al., 1983) have illustrated this by examining the effect of 
response strategies on a dual task. The task itself involved 
simultaneous presentation of a visual classification problem on 
one side of a computer screen, and a digit memory task on the 
other side. Participants could either respond more or less 
simultaneously to the stimuli in each task, or could mass a number 
of responses to one task, followed by a burst or responses to the 
other. Subjects adopted one or the other strategy. Performance 
on the simultaneous strategy was much more effe~tive in the dual 
task mode (Damas and Hickens, 1980). Furthermore, people who 
spontaneously adopted the massed strategy had difficulty shifting 
to the al terna ting strategy. Since there were no differences 
between subjects in performance on either task, done singly, the 
a bserved difference was clearly in the quali ta ti ve way in which 
the participants reacted to the combined task, rather than in 
their ability to do the individual tasks. 
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The classification and memory task that Damos used is well within 
the experimental psychology tradition of rapid stimulus 
presentation and highly speeded responding. If subject strategies 
are a maj or factor in dual task performance in this sort of 
situation, they are probably much more important in 
extra-laboratory dual task performance. Think again of the 
often-used example of driving a car while talking or listening to 
the radio. Part of the trick in safe driving is to know when to 
stop talking and/or to turn off the radio. Even in aviation there 
are relatively few situations in which responses to two separate 
tasks must be made within fractions of a second. Both pilots and 
busy executives have some freedom to schedule their acti vi ties. 
The study of how they use this freedom is in its infancy. 

CONCLUDING REHARKS 

Although the idea that there are important individual differences 
in attention is an old one, the formal study of these differences 
is a relatively recent development. The early studies were 
attempts to show that a presumed trait existed, and to find good 
measures of it. Subsequently research has been directed at 
cataloging the microscopic information handling processes that 
underlie the trait, and finding which of them are responsible for 
individual differences at a more global level. Reviews of studies 
of other fields of cognition, such as verbal comprehension, 
spatial reasoning, induction, or deductive reasoning, would show 
the same sequence of events. 

As the sequence unfolds what happens to the concept of attention? 
Or of verbal comprehension? Or of intelligence itself? The idea 
of a trait gives way to a very complex picture of somewhat 
C<lrrelated component skills that have to be assembled to do any 
one task. This sequence of events has been questioned by Jensen 
(1984), who has argued that the existence of a substantial 
positi ve manifold in measures of intellectual performance, plus 
the observed correlation between a general intelligence test 
factor and fairly simple tests of choice reaction time, can be 
taken as evidence that nature is fairly simple and that it is 
possible to speak of a generalized intellectual capacity. 

The contrast between Jensen's position and the cognitive science 
position is not based on a (major) disagreement over facts. The 
general factor in intelligence tests clearly exists, and this 
statistical fact may be useful in personnel classification. The 
cognitive science approach is to try to understand why it exists. 
According to the standard theory espoused here, cognitive 
performance is produced by a program of the mind, using the mind's 
functional machinery. The brain's- actual machinery determines how 
they tiill be used. Since the program is dependent on learning, 

- 209 -



Chapter 4 Hunt: Attention 

human cognition is not pre-ordained by the physical state of the 
brain. Nor is cognition independent of that state. Some learned 
programs can greatly alter the effectiveness of a fixed machine, 
but in the end, the characteristics of the machine will determine 
what programs are possible. 

The cognitive science approach will be of great help in tracing 
out these complex interactions. It will not help in providing a 
simple, easily understood measure of intelligence. The search for 
such a measure may well be misguided. 
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CHAPTER 5 

PSYCHOHETRIC APPROACHES TO COGNITIVE ABILITIES AND PROCESSES 

JOHN B. CARROLL 

The L.L. Thurstone Psychometric Laboratory 

University Of North Carolina, U.S.A. 

INTRODUCTION 

In formulating an approach to the study of intelligence and 
cogni ti ve abili ties tha t will be in harmony with present 
theoretical and empirical trends, I believe it is essential to 
build upon what has been said and done on this topic in the past. 
In the 80 years since Spearman's (1904) introduction of a truly 
psychometric approach to intelligence, there has been much 
a'.';' i vi ty an almost overwhelming outpouring of empirical 
findi.··~s, theory, and speculation. It would be foolhardy and 
indeed agic to regard all this as being for naught; surely there 
is much that can be depended on, much to savour and reconsider, 
much to guide our current efforts. But there is also the need to 
re-evaluate the work of the past, to consider it in the light of 
methodologies that have become refined and much advanced over 
those utilized in former days. I begin with a reassessment of 
past work, based largely on a series of reanalyses of previously 
reported studies. That is followed by an exposition of a test 
analysis procedure that I believe has promise for bridging the gap 
that has often been recognized between purely psychometric 
approaches and approaches from experimental cognitive psychology. 
Finally, I attempt to outline the possible directions that future 
work might take in attempting better to understand the nature of 
cognition and cognitive ability. 

Hy somewhat limited goal is, in fact, merely to arrive at a 
perspective on the nature of cognition, on the fact of individual 
differences in cogni ti ve abilities and in individual' s rates of 
development in these abilities, and on ways of assessing and 
measuring these things. \{hether all this can lead to what can be 
called a theory of intelligence, I am not sure. I intend at least 
to outline my personal approach to the development of such a 
theory; the reader may judge the extent to which my approach has 
promise, in the light of other presentations and discussions in 
this volume. 
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FACTOR ANALYTIC INVESTIGATIONS OF COGNITIVE ABILITIES 

Much of what we know, or think we know, about intelligence and 
cogni ti ve abilities derives from factor-analytic investigations 
using psychological tests, and occasionally, other kinds of 
observational data. Such investigations have been conducted in 
several waves. We are all aware of the work of various British 
statistical psychologists, principally Spearman (1927), in 
indentifying a "general" factor of intelligence along with several 
so-called group factors. Some of this work was echoed in the 
United States with investigations by Kelley (1928) and by 
Holzinger (1936). A second wave began with the classic work of 
Thurstone (1931, 1938, 1947) culminating, one may say, in a series 
of "kits" of factor-analytic marker tests of cogni ti ve a bili ties 
identified by Thurstonian methods and published by Educational 
Testing Service (French, Ekstrom, & Price, 1963; Ekstrom, French, 
& Harman, 1976). A third wave, overlapping with the second, and 
indeed inspired by it, was ini tia ted chiefly by J. P. Guilford, 
first with his factor-analytic studies of aircrew classification 
tests in World War II (Guilford & Lacey, 1947) and then with a 
twenty-year study of "higher-level aptitudes" summarized in two 
major publications (Guilford, 1967; Guilford & Hoepfner, 1971). A 
fourth wave, perhaps not as vigorous as Guilford's but of serious 
interest and promise, came with the work of Cattell and Horn on 
cognitive abilities, summarized by Horn .(1976, 1978) but 
continuing with several major studies of recent vintage (Hakstian 
& Cattell, 1974, 1978). It is perhaps unjust to speak of these 
developments as "waves", for they are interrelated in complex 
ways. Also, we must recognize that these waves, if such they 
were, had parallels in factor-analytic work by investigators other 
than those mentioned, in various countries - not only the United 
States and Great Britain, but also including Australia, Canada, 
France, Germany, Spain, Sweden, Yugoslavia, and even the Soviet 
Union. I have attempted to compile a bibliography of 
factor-analytic studies that have been done throughout the world; 
I estimate that there are some 2000 studies relevant to cognitive 
abilities, and even a greater number of datasets that have been 
factor-analyzed and that might be candidates for further study and 
analysis. 

The basic scientific motives underlying these studies, it appears, 
have been two: (a) the attempt to identify the "basic dimensions" 
of cognitive abilities, and (b) the search for a meaningful and 
interpretable "structure" of these abilities that would lead to a 
theory of intelligence and cognition. 

In the attempt to ans,,,er the first question - what are the basic 
cognitive abilities? - the responses have ranged all the way from 
Spearman's initial proposal that there is only one basic cognitive 
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ability, g, to Guilford's claim that there may be as many as 120 
or more such abilities. To the outsider to the field, the 
multiplicity of answers seems overwhelming, puzzling and even 
suspect. Obviously, there is a need for clarity and resolution 
here. 

On the second question also - as to the "structure of abilities", 
many proposals have been offered. The answer provided by Spearman 
and his immediate followers - that there is a general factor, a 
small number of group factors, and many specific factors - is 
still recogni.zed by some as the basis for an acceptable theory, 
and certainly there is still much interest today in the nature and 
importance of the general factor of intelligence (e.g., Detterman, 
1982; Eysenck, 1982; Humphreys, 1979; Jensen, 1984). Thurstone did 
not live to see the ways in which his theory of the structure of 
intelligence developed into a kind of hierarchical theory, with 
different levels of strata; the Cattell-Horn-Hakstian theory 
concerning six or seven broad group factors, possibly but not 
certainly dominated by a general factor, is only one 
exemplification of this, represented at one stage in Cattell's 
(1971) ·"triadic" theory of mental abilities. Vernon's (1961) 
hierarchical theory is another exemplification of the same general 
idea, although its methodological origins were different. The 
answer took a markedly different form in Guilford's "Structure-of 
Intellect" model, which he still defends staunchly (Guilford, 
1979) even though he has recently admitted the existence of 
"higher-order abilities" (Guilford, 1981). Obviously the question 
of the "structure of intellect" needs further investigation and 
resolution. 

It can be debated, I suppose, whether these questions can ever be 
answered in a satisfactory way, or even whether the questions 
themselves are meaningful. If one reads some critics of factor 
analysis (e.g. Sternberg, 1977~ Chap. 2), one might conclude that 
limi ta tions of factor-analytic method preclude arrl. Vl.ng at 
satisfactory answers to either of the two questions I have 
mentioned. I grant that there are certain limitations in factor 
analytic method partly connected with its technical 
difficulties, and partly arising out of the fact that at least in 
the usual R-technique it must necessarily deal .Ii th data from 
groups of subjects. I do not feel, however, that these 
limitations are so serious as to suggest dismissing 
factor-analytic results altogether; quite the contrary. With 
proper use, factor analysis can yield replicable and verifiable 
findings that command respect. I also believe that 
f~ctor-analytic methodology has advanced and matured sufficiently 
to permit deriving, through examination of past studies, at least 
~ reasonably secure answers to both the questions I have 
mentioned above - answers that will contain clear and important 
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information for furthering the study of cognitive abilities. It 
will of course be necessary to supplement this information from 
other sources, some of which I will mention, but the 
factor-analytic information cannot be dismissed as irrelevant or 
meaningless. 

Acting on these beliefs, I have undertaken to examine, and in many 
cases to reanalyze, data from a substantial proportion of the 
maj or factor-analytic investigations extant in the literature, 
going back even to studies completed in the early days of this 
type of inquiry. For this purpose I have selected approximately 
300 datasets to look at, a IIdataset" consisting of a correlation 
matrix for a specified number of variables as applied to a 
specified sample of individuals. At this time I can make only a 
preliminary, somewhat impressionistic report of my findings, 
partly because my project is still in progress, and partly because 
the sheer volume of results attained thus far is already far 
greater than I could include here. 

Methodology 

Some remarks are in order concerning the methodology I have been 
employing. In the main, I have used techniques of exploratory 
rather than confirmatory factor analysis, not only because these 
techniques are more traditional and well-advanced, but also 
because they are easier and less expensive of time, money and 
effort to apply (Carroll, 1985). Also, I believe that ready use of 
confirmatory techniques requires preliminary analyses by 
exploratory techniques, and that the pattern of results attained 
by exploratory techniques can approximate those verified by 
confirma tory techniques. I have adopted certain standard 
exploratory procedures, which include the following principal 
steps, from which I must omit many details: 

1. Principal factoring (rather than principal component analysis) 
of the original correlation matrix ~ith iteration for 
communalities until no difference between successive communalities 
exceeds .0005 in absolute value. 

2. Choice of the number of factors, in the principal factoring 
procedure, according to several guidelines, including Cattell's 
(1966, 1978) screen test and Montanelli and Humphreys' (1976) 
parallel analysis criterion. Generally, several values of the 
number of factors are tried, and the final solution is based upon 
the largest number of factors that produces acceptable convergence 
of communalities (without a Heywood case) and also at least two 
loadings, for each factor, that are absolutely highest for a 
variable, and thus "salient". This guideline tends to restrict 
analysis to the larger, more important factors and to eliminate 
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many specific and presumably unimportant factors. 

3. Rotation to oblique simple structure, where this seems to be 
called for, by an objective, replicable procedure that seems most 
generally to lead to the most acceptable second- and higher-order 
structures. For this purpose I have used a procedure recently 
developed by Tucker and Finkbeiner (1981 ) , called "direct 
artificial personal probability function rotation" (DAPPFR). As 
the result of experimentation with this method on a variety of 
datasets I have, however, chosen parameters for it different from 
those initially recommended by these authors. 

4. ~lliere appropriate, hierarchical analysis of second- and 
higher-order structures with orthogonaliza tion of rota ted factor 
matrices by the method of Schmid and Leiman (1957). 

It may be of interest to mention that my factor-analytic 
procedures have been programmed for a microcomputer (Apple II +) , 
and except for the initial factoring of large matrices (generally, 
those with more than 30 variables), my computa tions have been 
performed by microcomputer thus, incidentally, saving 
considerable computer expense despite the somewhat increased time 
required. 

Findings 

My account of findings must be prefaced with some remarks on the 
various difficulties I have encountered in attempting to examine, 
re-analyze, and synthesize the studies extant in the literature. 
First of all, I may mention that many studies are not sufficiently 
well reported, in an accessible form, to make me feel that I know 
exactly what was done in these studies. Even when the reports 
appear to be very full and extensive, there are usually details 
missing, largely because space limi ta tions in journal articles, 
monographs, and project reports appear to have precluded giving 
those details. For example, bests are often mentioned only by 
name; one must search other literature for adequate descriptions. 
Even when a test is described in more detail, with illustrative 
items, one cannot really be confident in inferring what the test 
as a whole was like, or what it measured. Interpreta tion of 
factorial findings is ·therefore fraught with the danger of making 
misinterpretations solely due to lack of complete information. 

Secondly, it is difficult to make generalizations across studies 
because the studies are often inherently noncomparable. For a 
particular study, batteries of tests and other variables have been 
assembled with a particular design in the investigator's mind - a 
design that may have been reasonable for the investigator's 
purpose, but that does not lead well to comparisons with designs 
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and results of other studies. A factor that appears in one study 
mayor may not be truly the same as one that appears in another 
study, even though there may have been some overlapping in the 
selections of test variables. 

Comparison of studies becomes particularly difficult in assessing 
higher-order structures. Higher-order factors can be well defined 
only when there is a good selection of lmfer-order factors, i. e. , 
in the usual case, "primary" or first-order factors. This is 
possible only with studies involving a large number of variables 
selected to define both first- and higher-order factors. As yet 
we have only a very few such studies, for obvious logistic 
reasons. Even Guilford's large correlation matrices are generally 
defective in this respect because most of them are focused on a 
limited domain of abilities, such as domains of reasoning, 
fluency, creativity, or memory, and contain insufficient markers 
of factors in other domains. Here I must rely considerably on 
hunches and speculative interpretation of available findings. 
There is clearly a need for further empirical work to specify more 
precisely how abilities are structured at the higher-order 
levels. 

I could mention many other sorts of difficulties - for example, 
errors in published correlation matrices and test descriptions, 
insufficient specifications of samples tested, and factor-analytic 
procedures that I consider unwise or inappropriate. Of course, 
whenever in my opinion the factor analysis has been incomplete, or 
has been mishandled, I proceed to reanalyze the correlation 
matrix, sometimes dropping variables where I cannot correct 
errors. But in the frequent absence of information on the 
distribution characteristics of the variables and the linearity of 
regressions, I can only assume that matters have been properly 
taken care of in these respects. 

In short, I have reluctantly come to the conclusion that despite 
its enormous volume, the factor-analytic literature is not truly 
adequate as a basis for reaching firm conclusions about the 
dimensionali ty and structuring of cognitive abilities. Hy 
findings and interpretations will necessarily be tentative and 
provisional at many points. It is not that I am faulting those 
who have poured their efforts into such investigations in the 
past; many of the gaps I now perceive have come to light only 
through my attempts to compare, reanalyze, and synthesize the 
available findings. 

The dimensionality of cognitive abilities 
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Somewhat contrary to the presuppositions I had at the outset of my 
project, I am now inclined to conclude that the dimensionality of 
cognitive abilities is relatively limited. Certainly I find that 
there exists nothing like the large number of abilities postulated 
and claimed by Guilford (1967; Guilford & Hoepfner, 1971). yfuen my 
cri teria for number of factors are applied to the correlation 
matriees reported in Guilford's project, I find many fewer factors 
than he and his colla bora tors did. For example, in reanalyzing 
six of their datasets in the general domain of verbal ability and 
fluency, whereas the number of factors found by them ranged from 
12 to 18, I found from 6 to 10. Even some of the factors I 
identified by my number-of-factors criteria turn out to be 
"specific" doublet factors associated with pairs of highly similar 
tests, such as alternate forms of the same test. I conclude that 
a large number of the factors claimed by Guilford and his 
associates are artifacts of their methods, or spurious resultants 
of inappropriate selections of variables to analyze. Although I 
have not yet taken the opportunity to apply statistical tests 
through LISREL-type confirmatory factoring, I believe that such an 
approach would support my supposition that many of the factors 
claimed by Guilford could not be upheld. At the same time, many 
of the factors that I can confirm from the Guilford studies are 
comparable to factors that I can confirm from studies of other 
investigators. Since I do not confirm Guilford's 
"structure-of -intellect" , I see no need to use his tripartite 
system of designating those factors. (For example, his factor CMU 
- "cognition of semantic uni ts"-is much more readily interpreted 
as identical or related to the Verbal or Verbal Comprehension 
factor found by many investigators.)" 

I am hesitant to list or describe the small number of factors that 
I believe can be confirmed from the available factor-analytic 
literature, because as previously stated, my project is not 
complete. Nevertheless, I present a highly provisional and 
deliberately incomplete list in Table 1, mainly in order to set 
the stage for later discussion. It will be seen that this list 
contains most (but not all) of the factors listed, for example, by 
Ekstrom (1979) in her review of the literature. The list is not 
unlike that presented more than thirty years ago by French (1951). 

It appears that since the publication of French's review, few 
"new" factors have been disclosed, and factor interpretations have 
not been much refined. In some ways, this is discouraging; in 
other ways it is encouraging. It is discouraging because one 
would have thought that scientific efforts over more than thirty 
years would have been able to advance our knowledge to a greater 
extent than appears to have been the case. Does this mean that 
scientific efforts have been too limited, misguided, or otherwise 
deficient, or does it mean that the dimensionality of abilities is 
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Table 1 

Tentative List of Factors, at Different Orders, Confirmed 
by Re-analyses of Extant Factor-Analytic Literature 

(First-order factors arranged under second-order factors) 

"g" (Jrd-order) General intelligence 

Gf (2nd-order, possibly identical to £) Fluid intelligence 
I Induction 

RG General reasoning (mainly deductive) 
RL Logical reasoning 

IPA Information-processing accuracy 
IPSA Accuracy of semantic information processing 

Gc (2nd-order) Crystallized intelligence 
V Verbal comprehension 

LX Lexical knowledge 
WS Word Sense (knowledge of properties of words) 
PC Phonetic coding 
GS Grammatical Sensitivity 

Gv (2nd-order) General visual perception 
SR Spatial relations 
VZ Visualization 
CF Flexibility of closure 
CS Speed of closure 

Ga (2nd-order) General auditory perception 
TT Temporal tracking 

DSP Discrimination among Sound Patterns (Pitch sense) 
SPD Speech Precept ion under Distraction 
KJR Maintaining and Judging Rhythm 

Gs (2nd-order) General speed 
P Perceptual speed 

NA Naming speed 
RT Reaction time 

Gi (2nd-order) General idea production (fluency) 
FA Associative fluency 
FE Fluency of expression 
FF Figural fluency 
FI Ideational fluency 
FS Speech fluency 
FW Word fluency 
FP Practical ideational fluency (sensitivity to problems, 

conceptual foresight) 
o Originality 

Gm (2nd-order) General memory capacity 
HA Associative memory 
HE Episodic memory 
MS Memory span 
HV Visual memory 
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inherently so limited that even the best and most exhaustive 
scientific efforts would be unable to extend it? I am not yet 
sure of the answer to this question. In some areas or domains of 
abili ty, I believe the answer is tha t no effort could 
substantially modify the listings of factors available in the 
1950s. In other domains particularly those pertaining to 
temporal, speed, and auditory phenomena, for example, I believe 
that our efforts have been inadequate, and that there is much to 
be learned through careful empirical investigation. 

The avowedly tentative conclusion that the dimensionality of 
cognitive ability is small and limited is encouraging, however, in 
the sense that it implies that we have less to deal with than we 
might have thought, in further studies of abilities - studies of 
their origins, their development, their modifiability, their uses 
and implications, and their theoretical interpretation. If there 
are no more than something like two or three dozen basic cognitive 
abilities, one can be more comfortable in contemplating such 
further studies than if, say, Guilford's claim of more than a 
hundred abilities were to turn out to be correct. 

The structure of cognitive abilities 

By the term "structure", I have reference to the factor-analytic 
model whereby abilities may be classified at different orders or 
"stra ta" such that some are more general than others, in short, 
the hierarchical model espoused by various writers like Vernon 
(1961) and Cattell (1971). A model of this general character is 
implied by the Schmid and Leiman (1957) method of hierarchical 
analysis that my research team has utilized whenever our 
rotational procedures yield factors that are substantially 
correlated. Let us recognize first of all that there is nothing 
sacred or fixed about the order at which a factor appears in the 
analysis of a particular dataset. A factor can appear at a 
primary or first order in one study, but at a second or higher 
order in another study, depending on what kinds of variables have 
been involved in the study. But further, I believe one should not 
assume that hierarchical structure implies what might be called a 
"strict" hierarchy whereby a factor at a higher order inherently 
subsumes factors at a lower order. Rather, I believe, hierarchy 
merely implies that some factors are more general than others, in 
the sense that they have loadings on a wider variety of variables 
(tests, or whatever) . From the standpoint of factorial 
interpretation, this implies that some abilities enter into a 
"lider variety of tasks than others. If there is a "general" 
factor of ability, as I believe is the case, it is the ability -
whatever it is - that enters into the widest variety of cognitive 
tasks. But it is not the case that such a factor necessarily 
enters into all tasks, nor is it necessarily the case that a 
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general factor subsumes all other cognitive factors. It is only a 
convenience to depict abilities through a "tree structure", as is 
often done, where each node dominates only a specific set of lower 
order abilities. The structure needs to be depicted more 
complexly, with crossovers between groups of factors shown as 
subsumed by different higher-order factors. 

As I have already intimated, it has been very difficult to 
synthesize findings from the available literature to develop the 
true structure of factors of cognitive ability. Using evidence 
from different studies is a little like fitting together the 
pieces of a jigsaw puzzle, but actually l!luch worse than that, 
because the pieces are at once incomplete, overlapping, and 
seemingly inconsistent. The difficulties stern not only from the 
incompleteness of the evidence but also from certain technical 
difficulties in applying hierarchical analysis. Nevertheless, 
certain findings begin to become clear. 

It will probably be no surprise to report that there clearly 
exists a general factor of intelligence, that is, a source of 
variance that enters into a very wide variety of cognitive tasks, 
and into a very wide variety of factors at lower levels in the 
hierarchical structure. I am not in a position yet to say whether 
it enters into all cognitive tasks or factors; that would in any 
event be a matter of degree. That is, one should look at the 
proportion of variance in a particular variable that is accounted 
for by a general factor, if that general factor can be clearly 
identified in a particular dataset. Quite often, for exal!lple, one 
can identify only two uncorrelated 2nd-order factors in a study -
looking like, say, the fluid and crystallized intelligences 
postulated by Cattell (1971); these factors can appear 
uncorrela ted because of selecti vi ty in the sample, or· for other 
reasons. However, if these 2nd-order factors appear correlated, 
their covariance can be distributed into a 3rd-order factor, and 
depending on the interpretation of the 2nd-order factors, the 
3rd-order factor can be regarded as a general factor. But the 
precise nature of the general factors found in different studies 
will depend upon the selection of variables in the study. Caution 
must be exercised in making too hasty cross-identifications of 
such factors. 

Despite these difficulties and reservations, I will reiterate that 
the evidence appears to support the existence of a source of 
variance that is very general across cognitive tasks, whether they 
be of a npower" or "speed" variety. rhe proportions of variance 
accounted for in variables do vary widely, however, partly due to 
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varying reliabilities of variables and partly due to inherent task 
characteristics. 

At this point I wish to interject a comment on the widespread 
practice of reporting "proportions of total variance" accounted 
for by different factors in factorial studies. For example, it is 
frequently noted or reported that a general factor accounts for a 
very large proportion of total variance - e.g., 80%, while primary 
or group factors account for very little - e.g., 4 or 5 per cent 
apiece. Such a report leads many psychologists to believe that 
lower-order factors, especially first-order factors, are of little 
importance. Such a conclusion, I claim, is fallacious. The large 
proportion of total variance is replicated over many more 
variables, while the low proportions associated with primary or 
group factors is replicated over only a few variables. A more 
meaningful assessment of the relative importance of factors at 
different levels in the hierarchy can be made by considering the 
average proportions of variance contributed by factors at 
different levels. Examining a large number of da tasets , I find 
that higher-level factors account on the average for only about 
half the common factor variance of the variables. In other words, 
higher- and first-order variables contribute about equal amounts 
of variance, and first-order or "group" factors deserve attention 
at least equal to that accorded to general factors. 

Hhile in a sermonizing mode, let me also state that I regard the 
frequent arguments over methods of factor analysis - e.g. the 
contrast between the methods of Burt and of Thurstone - as 
pointless. Using the hierarchical analysis method of Schmid and 
Leiman (1957), as I have been doing, one can convert a Thurstonian 
analysis almost precisely into one that would be achieved by 
Burt's methods. All my final interpretations are based on 
"orthogonalized" factor matrices with separate columns containing 
weights for factors at different levels in the hierarchy. Such 
matrices, \Then multiplied by their transposes, reproduce the 
corresponding correlation matrices precisely in the same way as do 
the corresponding unrotated .principal factor matrices of 
equivalent rank. The number of columns in the orthogonalized 
matrices is, of course, greater than their rank. The advantage of 
these orthogonalized matrices is that the squares of the factor 
weights for a given variable iIjlmediately yield proportions of 
variance accounted for. These fact"s appear to have been 
overlooked in much factor-analytic literature, giving rise to 
unnecessary methodological controversy. 

I am at this time really not in a position to specify the 
higher-order structure of cognitive abilities, that is, to list or 
recount the major sources of higher-order variance that I hope to 
identify in the factorial literature. My impression is, however, 
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that besides a very general "g" factor the several 
"second-stratum" abilities identified by Hakstian and Cattell 
(1978) will be confirmed, perhaps not in the precise forms 
suggested by these authors, but at any rate in their general 
characteristics. "Fluid intelligence" frequently dominates 
primary factors of reasoning, induction, spatial relations, 
visualization, and perceptual speed that is, any factor 
invol ving tasks demanding noticing and dealing wi th 
relationships. There will be a problem in deciding whether "fluid 
intelligence" (Gf) is really the same as Spearman's "g", as 
appears to be the case in a recent study reported by Gustafsson 
(1984). Gustafsson also confirmed the "crystallized intelligence" 
(Gc) and "visualisation capacity" (Gv) factors reported by 
Hakstian and Cattell. Crystallized intelligence tends to appear in 
tasks involving things learned from culture, such as vocabulary, 
general factors about ma thema tical and geometric relationships, 
and general information about the world. The visualization 
capaci ty factor tends to dominate tasks (and primary factors) 
involving visual perception. 

Other second-order factors reported by Hakstian and Cattell 
include "general perceptual speed" (Gps) , "general memory 
capacity" (Gm), and "general retrieval capacity" (Gr). My analyses 
suggest that factors similar to these can be confirmed in a \vide 
variety of studies. For example, I can confirm a general memory 
capacity factor in reanalyses of studies by Kelley (1954) and by 
Underwood, Boruch, and Halmi (1978). Hakstian and Cattell's (1978) 
Gps factor seems to appear more generally as a "general speed 
factor" - with no necessary association with visual perceptual 
processes, however. Hakstian and Cattell's "general retrieval" 
(Gr) factor shows up in reanalyses of a number of Guilford and 
Hoepfner's (1971) studies, except that I prefer to call it 
something like "!'acili ty in production of ideas" or possibly, 
using Guilford's term, "divergent thinking". Undoubtedly still 
other important second-order factor sources of variances will 
appear in my reanalyses; I regret to say that I cannot. yet suggest 
what these will be. 

I do not find many surprises in my reanalyses; the picture of the 
structure of intelligence that emerges is very similar to those 
suggested by Cattell (1971; Horn, 1978) and by Vernon (1961). I 
would assume that my reanalyses might enable one to decide between 
these t\OlO models, or to achieve a higher-order synthesis (in the 
Hegelian sense - no pun intended ). 

DEFINING ABILITIES THROUGH THE PERSON CHARACTERISTIC FUNCTION 

Factor analysis aids in identifying the dimensions of ability, and 
in understanding something about how general or specific these 
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abili ties are with respect to the domain of possible cognitive 
tasks. The mathematical pa'rts of factor analysis do not, however, 
indicate what these abilities are, or anything about their 
nature. Traditionally, information of this character has been 
developed by largely subjective interpretations of test content. 
The procedure has been to examine the tests or variables having 
high loadings or weights on a particular factor, contrasting these 
tests with those having low or vanishing loadings on that factor. 
One then attempts to infer what common elements are involved in 
the high-loading tests and not in the low-loading tests or 
variables. The elements (I use the term loosely and very 
generally) might be areas of knowledge, strategies of test 
performance, sensi ti vi ties to particular kinds of stimulus 
characteristics, common aspects of motor response, and so on, 
almost indefinitely. For example, it may appear that a group of 
variables all put demands on knowledge of the subjects I native 
language, especially its vocabulary and grammatic structure; the 
inference is made, therefore, that these tests measure a factor of 
"verbal ability". Another group of variables l!Iay appear to 
require subj ects to recall, from long term memory, and to write 
down within a specified time-limit, as many instances as possible 
of some category. The inference is therefore made, for example, 
that these tests measure an "ideational fluency" factor. 

This loose inferential process is involved also in the 
construction of batteries for factor analysis studies. One 
attempts to select or devise groups of variables that will 
correlate highly among themselves, and thus define a factor, 
because they all put similar demands on a particular hypothesized 
ability, the ability being conceptualized in terms of some 
particular common process, area of knowledge, or whatnot. Hany 
factor analysts have presumed that it is possible to test 
hypotheses about the nature of abilities by devising tests that 
contrast in particular ways, hoping to verify the hypothesized 
contrasts through finding different factors associated with the 
contrasting groups of variables. One can find in the factorial 
literature at least some instances where this procedure seems to 
have been successful. I do not believe, however, that it has been 
carried through sufficiently. That is, there has been a failure 
to conduct systematic and successsive factor-analytic 
investigations to the point of arriving at definitive confirmation 
or disconfirmation of alternative hypotheses. For example, with 
regard to the above-mentioned verbal and ideational fluency 
factors, there are still unresolved questions concerning the 
extent and nature of these abilities, and of the best means of 
measuring them. With regard to verbal ability, we do not !enc ..... 
with sufficient precision the role of basic linguistic competence 
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- perhaps in Chomsky's sense - as possibly opposed to sheer 
general vocabulary knowledge, listening ability, reading ability, 
inferential ability, and many other aspects of performance on 
tests in the verbal domain. Factor analysts have tended to 
persist in using the same traditional tests of verbal ability, 
such as written vocabulary and reading comprehension, without 
attempting to pull apart the separate aspects of verbal ability 
that I have suggested. Similarly, with regard to ideational 
fluency, we do not yet have good information about the generality 
of the ability over different areas of content, the role of 
different strategies of recall, or the role of writing speed in 
the tests commonly employed for this factor. 

In short, frorn my survey of factor-analytic literature, I conclude 
that the promises of factor analysis are far from being completely 
fulfilled because there has not been enough work with the 
technique, with careful and insightful construction of tests and 
cogni ti ve tasks and wi th sui ta ble procedures of testing 
hypotheses. I make this observation with full realization that 
there are large logistic difficul ties in conducting 
factor-analytic investigations and in finding funds to support 
them. Nevertheless, I believe differential psychologists need to 
be made aware of the many possibilities that still exist in 
pursuing factor-analytic investigations that have promise of 
making contributions to our knowledge of cognitive abilities, and 
that they need to be stimulated and encouraged to probe more 
deeply into the nature of cognitive abilities than they have in 
the past. 

Hy concern at the moment is to draw attention to certain 
procedures of investigation and _interpretation that have little to 
do with factor analysis as such, except to the extent that they 
may be guided by factor-analytic findings and at the same time 
provide stimulus to further factor-analytic investigations. 

The methodology of what has come to be known as mental test theory 
has many unrealized possibilities in the study of intellectual 
abilities. To be sure, various procedures arising in mental test 
theory have been routinely applied to all manner of ability 
tests. Tests are "item analyzed" and constructed with an eye to 
appropriate distributions of item difficulty and item 
discri~ination indices. The reliabilities and validities of tests 
are determined, and much effort is put into establishing score 
scales, test norms, and other things recommended in standard 
manuals for constructing tests. But something is missing. 

'-/hat is missing is the realization that data on test items should 
be capable of telling us something about the nature of the 
abilities that are being tested.. Put in another way, these data 
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should tell us something about whether an ability actually eXists, 
and about how an ability functions. Current debates about the 
nature of human abilities are marred by confusion and lack of 
clarity because their participants lose sight of what kinds of 
da ta are needed to establish the existence of an ability. The 
kinds of data needed arise in the item analysis of tests, but 
these data need to be treated and interpreted in a special 'way 
that I will describe momentarily. 

This idea is probably not really new. Early developers of 
intelligence tests, like Binet and Terman, were at least dimly 
aware that data collected on how we~l children of different ages 
could perform test i tel!ls or intellectual tasks could be used to 
investigate the nature of the abilities tested. Also, I have 
found that E.L. Thorndike and bis colleagues, in their 1927 book 
entitled The Measurement of Intelligence, were strikingly 
perceptive in their analysis of how variations in the difficulty 
of intellectual tasks were related to task characteristics. But 
for the most part, their work has been ignored. It is only in 
very recent years that some workers have again started to examine 
what makes for variations in intellectual task difficulty, and to 
try to infer from such data something about the nature of the 
abilities tested. 

To make my pres.entation clear and concrete, I shall consider some 
data that I collected some years ago, and that I have recently 
analyzed more thoroughly, on an ability that is probably largely 
independent of "intelligence", namely musical pitch 
discrimination. The advantage in considering this ability is that 
is presents a "clear case" that can become a Model for studying 
other kinds of abilities, including the abilities generally 
thought of as comprising "intelligence". 

Pitch discrimination ability can be tested by one of the subtests, 
called "Sense of Pitch", of the Seashore Tests of Husical Talents. 
The data that I shall describe come from an administration of the 
1919 edition of this subtest to some 1100 college undergraduates. 
Let me remind you of the nature of this test. It consists of ten 
sets of items, each at a differ~nt level of pitch difference. In 
each set, there are ten items, each consisting of two tones 
presented one after the other. The subject is to indicate whether 
the second tone of the pair is higher or lower than the first. 
The easiest set has tones that differ by 30 Hz, which is about a 
semi tone at the pitch of the standard tone used. The other sets 
of items range down to a pitch difference of .5 F.z, which is so 
difficult for most people to detect that the distribution of 
scores on that item set is essentially a chance distribution. 
Obviously, there is a chance guessing factor of 50%; that is, 
chance guessing of responses may be expected to· result in scores 

- 231 -



Chapter 5 Carroll: Psychometric approaches 

of 50%. 

On a ?riori grounds, it can be assumed that the 100 ~tems 0f this 
test measure the same ability, that is, ability to detect pitch 
differences. J.P. Guilford (1941) published an article claiming 
to show that this test measured three different abilities, but it 
can be shown that such a conclusion is due purely to an artifact 
in analyzing the data (Carroll, 1983). IUgh scorers can detect 
much smaller pitch differences than low scorers can, and scores 
can be directly related to the threshold of pitch difference that 
the examinee can detect. This can be most easily seen in Figure 
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Figure 1 Person characteristic functions for the Seashore 
Sense of Pitch test, averaged for deciles of the 
total score distribution. (Data collected by 
Carroll; N = 1082) 

What I have dane is to divide the total score distributi~n into 
dElciles, and. then to plot, for each decile, the probability of 
passing items in each subset. For example, at the upper right, 
for the curve labelled "10" we have the probability of passing 
items with different pitch d.ifferences for the top tenth of the 

- 232 -



Chapter 5 Carroll: Psychometric approaches 

total score distribution. (Data for the ~ost difficult subset of 
items, for a pitch difference of .5 Hz, were omi tted from the 
analysis because the scores were essentially chance.) For the 
easiest subtests, the top scorers made essentially perfect scores; 
their curve drops down to probabilities of less than unity only 
for the more difficult subsets; the curve crosses the limen or 
threshold of 75% correct somewhere around a pitch difference of 
about 1.25 Hz. The limen is set at 75% because it is halfway 
between chance and perfect performance. In contrast, persons in 
the bottom tenth of the score distribution have a threshold of 
pitch discrimination at about 20 Hz, a little less than a 
semitone. Persons at near the median test score (represented by 
the line labelled "5") have a limen of about 5 Hz or about 1 16th 
of a semi tone. The baseline is laid off in logarithmic units of 
pi tch difference, and the curves shown all approxima te normal 
ogives, a finding which is to be expected from psychophysical 
theory. 

I cannot claim that plotting this kind of curve is original with 
me, although I arrived independently at this mode of plotting some 
years ago. From a recent review by Trabin and Weiss (1983) it 
appears that similar functions have been studied by Mosier (1941), 
l1.Teiss (1973), and Lumsden (1977), although for so~ewha t different 
purposes. T.ITeiss has used the term person response ~, but I 
prefer to call them person characteristic functions (PCFs). They 
show the relation between task difficulty (in this case, 
identified with pitch difference) and probability of correctly 
performing the task for a particular person. It can be assumed 
that each person taking this test has his or her own person 
characteristic function; the person characteristic functions of a 
population of individuals differ mainly in the position at which 
they cross the limen or threshold. They do not differ in the 
slopes of these functions; it appears that the slopes are 
essentially the same. Al though I will not go into the 
mathematical details, I may say that it is possible to find a 
parameter that describes the steepness of the slope, and that this 
parameter can be estimated independently of the reliability of the 
test. 

To me, this suggests an important hypothesis, namely that the 
slope of the person characteristic function is associated with the 
particular ability being measured. The value of the slope 
parameter characteristic of the a1:>ili ty can be regarded as an 
important scientific measurement, analogous, say, to the atomic 
weight of a chemical element. 

In effect, the concept of the person characteristic function 
offers a model that is different in i~portant respects from item 
response theory, which (as developed for example by Lord, 1980) is 
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the major model investigated in current versions of mental test 
theory. In item response theory, the concern is with the 
probabilities of passing single items as a function of ability. 
In Figure 2, I show typical item response functions. 
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Figure 2 Item response curves for two items 

It is seen that as ability increases, the probability of 
successful performance increases. The slope is steeper for item 1 
than for item 2; one would conclude that item 1 is a better 
measure of whatever ability (or complex of abilities) is being 
measured. Also, note that item 1 has a "floor" greater than zero, 
presumably because persons with little ability can still pass the 
itel'l guessing. 

Person characteristic function theory, in contrast, concerns the 
probabili ty of passing items or tas!:s as a function of the 
characteristics of those tasks. Typical person characteristic 
funct.ions are shown in Figure 3; the curves shown are for two 
individuals. 
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Figure 3 Person characteristic functions for 2 persons 

Because the position of the curve for individual 2 is to the right 
of that for person 1, it is evident that person 2 has higher 
ability. Person characteristic theory is dependent on the 
assumption, or empirical evidence, that all tasks on the task 
difficulty continuum measure the same ability (or complex of 
abilities). It is evident that our example from the pitch 
discrimination test is in accord with this assumption. But person 
characteristic function theory enables and indeed encourages the 
investigator to examine the task characteristics that cake for 
ease or difficulty. In the case of pitch discrimination data, the 
relevant variable is very clearly the difference in pitch of 
tones. Pitch discrimination ability can thus be defined in teres 
of individual differences in the magnitude of pitch difference at 
which the individual has 50% probability of detecting the 
difference (after correction for any chance guessing effect). 

Hy principal suggestion here is that this model can be applied to 
any kind of abilJ.ty, and to data fl'"om any kind of cognitive 
abili ty test, including tests of the ITlirious factors of a bUHy 
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discussed in the second section of this paper. Doing so, I claim, 
can lead to valid inferences about the nature of the ability being 
tested, because in this way the ability is defined in terms of 
task characteristics in relation to individual characteristics. 

One other example I can offer has to do with a certain type of 
spatial ability measured by a Block Counting test. Tests of this 
general character have been included in many factorial studies of 
spatial ability. The examinee is presented with a picture 
representing a pile of blocks, and in the forM of the test that I 
have studied, is asked simply to count the number of blocks. 
Figure 4 presents examples of such a tas!~. 

L .. w sy_try 
Many non-visible blocks 

(,e - .387) 
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Low sy_cry 
No non-visible blocks 

(,e - 1.000) 
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IIlgh SY""l'! ry 
H,'lfty nnn-vislbil' hi". ks 

(l! • . I '} 3 ) 

-- D 

High &ymme[ ry 
Few non-vl~lblc blocks 

(p - .706) 

D 

Figure 4 Sample Block Counting test items, arranged to 
suggest the effect of symmetry and of the number 
of nonvisible blocks on item difficulty 
(p = proportion of 10th grade students g1v1ng 
correct answer). Ss are instructed to give the 
number of blocks in each pile, and are told that 
all blocks in a given picture are of the same 
shape. 

The examinee is told that all the blocks are assumed to be of the 
same size and shape. There is virtually no guessing element in 
this tasks, since the examinee is asked to give a free response, 
that is, the number of blocks in the pile. Items can vary widely 
in difficulty. In Figure 5, I show person characteristic 
functions c1.erlved from Block Counting test data for 119 schoul 
childr~n in the 10th grade. 

- 236 -



Chapter 5 Carroll: Psychometric approaches 

Figure 5 
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Person characteristic curves for Block 
Counting test data, averaged over noniles 
of the total score distribut.ion (N = 119 
cbildren In the 10th grade). 

The test used had 32 items, but 6 items were dropped from 
consideration because they had low discrimination indices against 
total score. The remaining 26 items were grouped into 5 sets 
varying in difficulty, as indica ted along the baseline, set 1 
being the easiest and set 5 being the hardest. The total score 
distribution on these 26 items was then divided into 9 groups of 
approxi~ately equal size. As may be seen, high scorers had almost 
perfect probabilities of answering the easier items correctly, and 
as the ite~ became harder these probabilities were somewhat 
reduced. Low scorers had considerable difficulty even with easy 
items, and were generally unable to give correct answers for the 
harder items. The person characteristic functions were generally 
of similar shape. ~'Iow, the important thing about these cia ta has 
to do with what ma!ces for task difficulty, since wha tever rnak~s 
for tasl: difficulty is the variable that gives rise to dif.ferences 
in ability, and thus leads to a definition of that ability. 
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Examination of the items discloses that they vary mainly on two 
characteristics: (1) the proportion of blocks that are not 
visible, and (2) the apparent "symmetry" of the piles. The first 
of these variables has the greatest influence on item difficulty, 
but it interacts with the second, which also has an influence. In 
Figure 4 I have arranged 4 sample items in such a way as to 
suggest hO"l these variables affect item difficulty as indicated by 
"p", the proportion of examinees answering an item correctly. 

vIe are now ready for psychological interpretation, which I would 
offer as follows. First, when some of the blocks are not directly 
visible, the examinee is required to visualize where these blocks 
are and to note what other blocks they support. Second, when 
there is a good deal of "symmetry" in the pile of blocks, the 
subject can often determine the number of blocks in the pile by 
simple arithmetical processes such as multiplication and 
subtraction, and when this is possible it can be that 
visualization of blocks is of less importance. Indeed, it seems 
that the "symmetry dimension" in this task tends to distort the 
assessment of the subj ect' s ability to visualize missing blocks, 
making the task partly one of arithmetical processing. Possible a 
better test could be devisec'l. by constructing all items with a 
minimal amount of symmetry, and also deliberately making the 
nonvisi ble blocks in some items easy to visualize and hard to 
visualize in others. 

Despite its title, this test does not measure the ability to count 
blocks, as such. Rather, it measures the ability to visualize 
where the hidden, nonvisible blocks are in the total configuration. 
of a pictured pile of blocks. This conclusion arises fro))] a 
psychological analysis of what makes for task difficulty. 

Suggested by these findings, further questions could arise and be 
answered by appropriate investigations. Is the ability t·o 
visualize hidden blocks in a drawing of a pile of blocks specific 
to that task, or would it be found to be correlated with abilities 
in other types of visualization tasks, for example the "surface 
development" test used by Thurstone or the mental paper folding 
test studied by Shepard and Feng (1972)? The answers to such a 
question could be found by analyzing the surface development test 
ann other visualization tests in the manner I have described, and 
trying to relate the task parameters of these tests to one 
another. In general, the evidence from factorial studies of 
spatial abilities tends to indicate that the kind of visualization 
identified in the block counting test is also required in at least 
some other types of visualization tasks. If so, visualization can 
be regarded as.a critical eler.lent, a component, or a process 
involved in at least one kind of spatial ability. 

- 238 -



Chapter 5 Carroll: Psychometric approaches 

A methodology such as I have described in two relatively simple 
cases can also be applied to identify the critical components and 
processes in many other ldnds of ability. For example, one type 
of verbal ability appears to relate to the characteristics 
(frequency of use, familiarity, and semantic complexity) of words 
whose meanings the individual has a 50% chance of knot.,ing. One 
type of reasoning ability (often called the Deductive factor) 
appears to relate to the complexity of the processes involved in 
follet.,ing out a line of reasoning such as that required in solving 
syllogisms, problems with conditionals, and the like. Analysis of 
verbal ability and reasoning tests t.,i th the l'lethodology I have 
suggested should lead to improved insight into the nature of these 
abilities. 

Host intellectual tests are complex; they can be performed 
successfully only if the individual has sufficiently high levels 
in two or more abilities. This will be true, undoubtedly, of many 
tasles contained in standard intelligence tests. Furthermore, the 
hierarchical model of intellectual abilities that I have been 
espousing implies that some abilities are involved in a very broad 
range of tasks, while others are involved in a much narrower range 
of tasks. It will be a problem to take account of these 
possibilities in analyses of tests according to the person 
characteristic function I have proposed. ~evertheless, this 
problem merely represents a challenge to be faced and met in a new 
phase of differential psychology. 

Particularly promlSl.ng in the possibility that the person 
characteristic function be valuable in interpreting changes j n 
abilities that arise through maturation, training, or age 
declines. I would suggest that these changes could be indexed in 
terms of changes in individuals' thresholds of perfcrmance mastery 
along relevant dime.nsions of task chal'acteristics. For example! 
if it were f'Jund that spatial visualization ability could be 
improved through practice or training, such improvement tofOuld show 
up as a shifting of the person characteristic function upward 
along the tasl~ difficulty dimension. 

I would suggest that the kind of investigation and analysis 
illustrated here could go far in resolving the difficulties that 
have been encountered in the definition of intelligence and 
intellectual abilities. I \-Iould like to see it applied to as many 
as possible of the test defining the several factors of cognitive 
ability discussed earlier. 

COGNITIVE COHPONENTS AND PSYCHOLOGICAL PROCESSES 

The topic for this third major section of my paper is undoubtedly 
the most difficult for me to write. It is farthest from my area 
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of immediate expertise, and my devotion to factor-analytic work in 
the last several years has precluded my paying any great attention 
to the veritable welter of discussions of this topic that have 
come from the minds and pens (or word-processing computers) of 
such people as E.B. Hunt, James Pellegrino, tlichael Posner, Robert 
Sternberg, and many others. If I am expected to produce some new 
idea or new twist of thought on this topic, I aa not sure that I 
can do so. I can only adopt a strategy of reviewing some of my 
past t-lork, pointing out what I have attempted to "accomplish and 
what this work might suggest for the future. 

It was more than ten years ago that Lauren Resnick, in organ~z1ng 
a conference on the nature of intelligence, asked me to consider 
t-lhat I might say on this topic - a topic on which I had been 
largely silent during many years spent on research in language 
abilities and language functions, particularly in connection with 
foreign languages. The topic attracted me, however, and it 
occurred to me to examine the large range of factor tests that had 
been assembled in the ETS kit then available (French, Ekstrom, & 
Price, 1963) from the standpoint of the model of cognitive 
processing that had recently been advanced by Hunt (1971). ~fua t 
struck me forcibly at the time was the fact - not generaly 
recognized previously, I believe - that psychometric tests studied 
in factor analysis were in nearly all cases examples of "cognitive 
tasks" of the sort that were being studied in cognitive 
psychology, and I emphasized this fact in selecting the title for 
the paper that was eventually published (Carroll, 1976). It seemed 
to me, consequently, that there was every reason to think that a 
solid bridge could be buil t between psychometrics and cogni ti ve 
psychology. In examining the factor tests in the ETS kit I tried 
to interpret them rather systematically in terms of putative 
cognitive processes, cognitive operations and strategies, and 
different kinds of memory stores. My interpretations were 
admittedly subjective and speculative, but I tried to reduce 
subjectivity by seeking to arrive at agreement with the 
interpretations of one other psychologist (John Frederiksen). As I 
now p~ruse the list of cognitive operations, strategies, and 
memory stores that I postulated in 1974, I cannot see that 
subsequent empirical work would cause me to modify my list in any 
substantial way, except possibly to make small revisions and add 
detail. For example, in discussing the factor Perceptual Speed, I 
missed the point that a manipulation in the "executive" and STtf 
would be comparison of visual stimuli, a process that has now been 
much studied in terms of the Posner paradigm. 

Another point that struck me, in writing that 1976" article was the 
fact that the variety of possible "elementary cognitive 
operations" seemed quite small and finite. Host cognitive 
operations and strategies appeared to be different combinations 
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and sequences of very basic processes such as "addressing sensory 
buffers", "searching memory", or "manipulating cognitive 
representations of stimuli". Further, the variety of individual 
difference factors appeared to result from the interaction of a 
small number of elementary processes with different stimulus 
classes and response modes, different sensory modalities, and with 
different kinds of memory stores. This, I thought, constituted 
the true "structure of intellect", and not the simple 
three-faceted structure that Guilford (1967) had proposed. 

As I became more and more fascinated with the idea that links 
could be made between psychometric findings and those in 
experimental cogni ti ve psychology, and cognizant of some of the 
attempts that were being made in that direction, I became 
concerned with the methodological and theoretical issues that 
seemed to be arising in current studies; an article published in 
1978 was a critical review of some of these issues (Carroll, 
1978). In that article, I attempted to point out how factor 
analysis and other psychometric techniques could be appropriately 
used to discover relations between psychological processes and 
individual difference variables. 

A monograph issued. in 1980 (Carroll, 1980a) was an attempt to 
review a variety of studies of individual difference relations in 
psychometric and experimental cognitive tasks, that is, studies 
concerned with the possibility of measuring important dimensions 
of human cognitive ability through various types of simple 
cogni ti ve tasks. In the course of doing my review, it seemed to 
me necessary to develop a theoretical model of what I called 
"elementary cognitive tasks" (ECTs), and I proceeded to devise a 
scheme for classifying ECTs and for analyzing various experimental 
paradigms in terms of ~CTs. I also reviewed 55 studies relevant to 
indi vidual differences in ECTs, and examined and in many cases 
reanalyzed through factor analysis 25 pertinent datasets in the 
literature. I concluded that promising dimensions of individual 
differences could be found in a number of domains, including basic 
perceptual processes, reaction and movement times, mental 
comparison and recognition tasks, retrieval and production of 
names and other responses from semantic memory, episodic memory 
tasks, and analogical reasoning and algorithmic manipulation 
tasks. Individual differences were found in both speed and 
accuracy dimensions of these tasks; generally, speed and accuracy 
,.ere found to be unrelated, or to have low intercorrelations. 
Considerable evidence was found for relations of ECT performances 
with scores on conventional psychometriC tests, but the nature of 
these relations was seldom clear, chiefly because the components 
of psychometric test scores had not been adequately identified. I 
felt also that the relations were complicated by the possible 
involvement of sex differences and differences in subjects' 
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strategies of performance. Despite all the methodological and 
other problems that presented themselves in this field, I 
concluded that the study of individual differences in ECT 
performances would be an extremely profitable field for further 
research. Nevertheless I was not optimistic that tests of ECTs 
could replace more conventional psychometric tests in practical 
testing situations. I felt that the study of ECTs was more 
important for theoretical understanding of cognitive ability than 
for the development of practical testing procedures. 

In writing this monograph, it was my hope that some of my 
suggestions might be taken seriously by workers in this field, and 
I have some reason to believe that this is the case. Actually, as 
I have intimated, I have been too much preoccupied with other 
matters, principally the general survey of factor-analytic 
literature that I described earlier, to follow in detail what has 
happened in the field of experimental cognitive psychology since 
1980. Hy impression, however , it that very promising developments 
have taken place. 

For example, Lansman, Donaldson, Hunt, and Yantis (1982) have 
explored relations between several information processing tasks 
and certain prominent cognitive ability factors in the 
Cattell-Horn scheme. They found that mental rotation speed in the 
Shepard task is a component in several psychometric tests of 
spatial visualization, that letter matching speed is a component 
in tests of clerical speed and accuracy, and that sentence 
verification speed is correlated \.,rith tests of Gc and clerical 
speed. It was striking, however, that none of the 
information-processing tasks they studied showed significant 
relations to tests of Gf, fluid intelligence. Possibly this 
resul t was simply a consequence of the limi ted set of 
information-processing tasks they used. 

Similarly, Pellegrino and his colleagues U1uma\.,r & Pellegrino, 
1984; Pellegrino & Goldman, 1983; Pellegrino & Kail, 1982) have 
been making process analyses of aptitudes in inductive and spatial 
reasoning. This work is reviewed in Chapter 6, so I will not 
review it here. I would point out, however, that the methodolo~J 
being employed seems to be an exemplification of the procedure I 
was recommending in the second part of this paper, namely, the 
investigation of probability of successful task performance as a 
function of relevant task characteristics. 

These are only samples of much other work that might be 
mentioned. 11y only comment, beyond general approbation and 
encouragement, is that thus far not much of the total cognitive 
domain seems to have been covered. Studies have concentrated on 
the more important portions of this domain - principally in 
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verbal, reasoning and spatial domains - but there are undoubtedly 
other interesting and important areas that need examination. The 
list of cognitive factors that I have presented in Table 1 could 
be a guide to selecting other portions of the cognitive domain 
that would be amenable to this type of study. 

It will be evident that I see psychometric and cognitive 
psychology (information-processing) approaches as complementary, 
each assisting the other toward a better understanding of 
intellectual abilities and intellectual performance. Indeed, it 
seems now that this combined, cooperative enterprise is now 
directed toward the development of a more or less all-embracing 
theory of cognitive behaviour, or perhaps behaviour in general, to 
the extent that all behaviour is in some sense cognitively 
riirectect. 

~~y own contribution to this enterprise can be, I hope, to 
interpret psychometric findings in such a way as to be useful to 
those concerned with information-processing approaches. For this 
purpose, let me return to a further consideration of Table 1, 
presente~ earlier. 

As stated earlier, it seems fairly clear that my survey of 
factor-analytic work Vlill support the notion of a very general 
factor, g, unnerlying nearly all cognitive tasks, but to varying 
extents. It is also quite possible that this general factor will 
turn out to be identical to, or at least very bighly correlated 
,lith, the factor of \fha t has come to be called "fluid 
intelligence", or Gf. I have never particularl~' favoured this 
term, but I cannot find a better one, so let us accept it. One of 
the problems in identifying the g factor in factorial studies is 
that its nature in a particular study depends upon the sample of 
variables that happen to have been assel!lbled in that study's 
battery of tests. Frequently a test battery is assel!lbled to study 
a particular domain, like reasoning, fluency, creativity, or 
memory. This is true of many of the batteries studied in 
Guilford's researches. Thus, the "general" factor found in a 
particular study takes on the general characteristics of tests in 
tha t battery, and will not necessarily be exactly comparable vii th 
the "general factor" found in a study that concerns a different 
domain of behaviour. One \Vay out of this difficulty is to study 
correlations among tests deliberately selected to serve as markers 
of broaci "second-stratum" factors. On'e of the few such studies I 
al!l aware of is that of Ha!(stian and Cattell (1978). It suggests 
that the second-stratum factors have varying loadings on a 
third-order general factor called "Original Fluid Intelligence" by 
these authors. Gf, Gps (general perceptual speed), and Gm have 
high loadings, while Gr, Gv, and Gr have low loadings. These 
findings need replication ann further study (for exal!lple, other 
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studies show memory abilities to have low loadings on g), but 
provisionally, we may say that g corresponds to whatever 
information processes are involved in common over fluid 
intelligence tasks, perceptual speed tasks, and memory tasks. I 
suspect that Spearman's original characterizations of g will turn 
out to be essentially correct, namely, that g involves the ability 
to educe relations and correlates. Sternberg's (1983) 
reinterpretation of these abilities in terms of metacomponents and 
performance components is valuable. I would suggest that a 
further clarification of g (or of Gf, to the extent that it is the 
same as g) can come through studying its relation to task 
difficulty by methods I have outlined earlier. 

In Table 1, I have listed the various possible primary or 
first-order factors under the possible second-order factors, and 
the second-order factors are arranged in order of their probable 
loadings on g; thus, Gf is at the head of the list, while Gi (idea 
production) and Gm (general memory capacity) are at the end of the 
list. Recall that I believe that the order or stratum at which a 
factor is aSSigned is merely an indication of its degree of 
generality over the domain of possible cognitive tasks, not the 
degree to which it subsumes lower-order factors. The lower-order 
factors are arranged under the second-order factors mainly as a 
matter of convenience, and only partly as a consequence of 
empirical evidence for such a classification. I do believe, 
however, that the various factors, at either second- or 
first-order, will be found to correspond to identifiable 
information-processing components, skills or domains of the 
knowledge base, and that the nature of these entities can be 
discovered through appropriate psychometric analysis of task 
difficulty and methods of experimental cognitive psychology. I am 
in fact in hearty agreement with Sternberg's remark in a recent 
paper (Sternberg, in press) that "on the one hand, it is possible 
to do factor analyses of identified components of human 
intelligence; on the other hand, it is also possible to do 
componential analyses of identified factors of human 
intelligence". 

In Cattell's (1971) theory of intelligence, the status of factors 
as primary, second-order, or higher order is taken to indicate 
some correspondence to its status in a taxonomy with three 
classes: (1) general capacities, (2) provincial organizations 
having to do \{ith sensory modalities, and (3) agencies. 
Similarly, Sternberg's (1983) theory implies a tripartite 
classification of abilities into (1) metacomponents, (2) 
performance components, and (3) knowledge acquisition components, 
and one is tempted to perceive a correspondence between Cattell's 
and Sternberg's taxonomies, also a correspondence with the status 
of the factors as listed in Table 1. I \oTould urge caution in 
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establishing such correspondences, however, for several reasons. 
First Cattell's and Sternberg's theories provide criteria for 
their taxonomic systems that .,ould not necessarily result in 
identical classifications. Second, the status of a factor in the 
factorial system is partly an artifact of how variables are 
selected and treated in factor-analytic studies. Third, a 
recognized limitation of factor analysis is that it deals with 
da ta 0 btainec from groups of indi viduals • T!1e factorial 
composition of a variable indicates only that a given portion of 
test variance is associated with variation over individuals in the 
use or cri ticali ty of a given factor in the performance of a 
test. It may be that the factor is equally important for all 
individuals, or it may be that the factor is important for some 
individuals and not important for others. On the other hand, the 
fact that it may be important for at least ~ individuals is a 
useful gUide for further investigation, and certainly in this 
sense factorial results are valuable for cognitive psychology. 

Findings from cognitive psychology should also be valuable for 
psychometrics, in that clarification of the nature of cognitive 
processes measured by tests can lead to better test construction 
and even to the "purer" factor tests that psychometric 
psychologists have long wished for. I gave an illustration of 
this in connection with the discussion of the data that I 
presented frOM the Block Counting test: a purer blocl~-counting 

test of visualization could be constructed by emphasizing the 
feature of the test that requires visualization of "non-visible" 
blocks, and de-emphasizing the feature ,.,hereby answers can be 
attained by arithmetical processes. I expect that better tests of 
nearly all of the factors of cognitive ability could be devised in 
this way; certainly many of the "reference tests" of the ETS kit 
could be markedly improved through such a procedure. Rut these 
reference tests cover only a portion of the total domain of 
cognitive abilities. ~10re precise cognitive analysis of abilities 
underlying second- and higher-order factors presents a further 
possiblity, although this .lOuld require sone sort of sampling of 
tasks tapping lower-order abilities to eliminate their effects and 
allow the remaining variance to capture the higher-order 
abilities. 

I had originally intended to discuss the problems of identifying 
distinct cognitive processes, but I have decided that this lvould 
be too much of a task to undertake here. The componential 
analysis techniques developed by Sternberg (1977) have Much to 
offer, as do the "cognitive correlates" approaches used for 
exar.Iple oy Hunt, Davidson, and Lansman (1981) and Jensen (1980). I 
expect that as time goes on, hOl.,ever, greater convergence bet.reen 
psychor.Ietric and information-processing approaches can be 
attained, in that greater precision and detail will emerge through 
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psychometric examination of information-processing results, and 
vice versa. For example, I continue to believe that despite the 
limita tions of the data, my factor analysis (Carroll, 1980b) of 
certain results presented by Sternberg (1977) pointed to 
interesting and suggestive refinements of Sternberg's analysis of 
these data. I find it intriguing, also, that some of my 
predictions about the componential analysis of the letter-matching 
task were confirmed by Schwartz, Griffin, and Brown's (1983) 
psychometric study of this matter. 

To summarize, I would emphasize the following points: 

(1) Factor analysis, if carefully used with adequate attention to 
how variables are constructed in the light of cogni ti ve theory, 
can provide a useful guide to the identification and structuring 
of cognitive abilities; 

(2) An important contribution to defining the nature of cognitive 
abilities can be made by psychometric analysis of task difficulty 
in relation to ability, through use of the person characteristic 
function; and 

(3) Substantial correspondence can be observed to exist between 
psychometric findings (particularly those ar~s~ng in factor 
analysis) and those emerging from information-processing studies. 
These two approaches are complementary and can be expected to 
converge toward a fuller and deeper understanding of cogni ti ve 
performances. 
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INTRODUCTION 

The goal of this chapter is to review advances in the study of 
individual differences in spatial abilities and to consider some 
of the practical implications of this work. There are many 
reasons for the study of spatial cognition in general and spatial 
ability in particular. First, it is of theoretical and practical 
significance to understand how individuals represent the physical 
,'lor ld in which they operate. Evidence exis ts for a theoreti cal 
separation of spatial representations and semantic 
representations. Second, there is a substantial literature 
suggesting the existence of several spatial abilities which are 
differentiable from general ability and from verbal abilities. 
Third, there appear to be important sex differences in so~e 
spatial abilities. Fourth, measures of spatial ability frequently 
add unique variance to the prediction of performance in certain 
courses such as engineering design or graphics and occupations 
such as mechanic, architect, or pilot. 

Although our general goal is to review research on spatial 
cognition and spatial ability, our specific goal is to show how an 
inforMation processing approach to the study of human cognition 
can facilitate our understanding of individual differences in 
spatial ability. He Ylill try to shoYl how such an approach has 
been fruitful for organizing, analyzing and interpreting an extant 
body of theory and data on spatial ability. To, do so we first 
revieYl psychometric studies of spatial ability. Such a review 
traces some of the background and history of the concept of a 
separate "spatial ability". It also serves the purpose of 
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identifying and clarifying some of the confusion surrounding this 
abili ty domain with respect to factors, subfactors, and tests. 
Using Lohman's (1979a) reanalysis as a framework, we argue for a 
set of related spatial factors which can be understood in terms of 
cogni ti ve processing demands. The organizational framework also 
leads to certain predictions about sources of individual 
differences which are substantiated in information processing 
research. 

The second section of this chapter is concerned with theories and 
models of spatial information processing and their application to 
the analysis of individual differences in spatial cognition. Such 
theories and I!lodels have been developed apart from psychometric 
theories of spatial ability, with little or no concern for issues 
of individual differences. Nevertheless, they provide an analytic 
framework and a methodology for studying tasks, people and the 
interaction between the two. In this section we briefly consider 
Kosslyn's (1980, 1981) theory of mental imagery and applications 
of this type of theorizing to the study of spatial ability. Our 
primary focus is on studies of individual differences in 
components of spatial processing and the relationship to ability 
tests and factors. 

Another specific goal of this chapter is to show how an 
information processing perspective leads us to ask questions about 
the development and acquisition of spatial ability that would not 
necessarily follow from a psychometric orientation. In the third 
major section, we review two types of studies indicating 
substantial absolute changes in people's ability to manipulate 
"spatial information". One class of studies focuses on age 
changes in spatial processing while the other class of studies 
focuses on within-individual changes as a function of experience 
and practice. Results from these studies have interesting 
implications for questions about the modifiability of abilities, 
the goals of testing, and alternative assessment procedures. 

The final section of this chapter is about how the various streams 
of research can be used to address practical concerns. One such 
concern is the assessment of human abilities: in particular, 
il!lprovements in assessment that might corne about through the use 
of modern technology. lIle argue for three things. First, that 
information processing research allows one to develop more precise 
indices for the types of processing associated with typical 
spa tial factors. Second., that such research also leads to the 
generation of new types of tests. Third, that technology mal{es 
possible tests of dynamic spatial processing which can contribute 
to both theory development and practical assessment. Finally, we 
consider the implications ~f information processing research with 
respect to the purposes and uses of testing. 
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PSYCHOHRTRIC ANALYSIS OF SPATIAL ABILITY 

Predictive Validity 

Before reviewing the correlational literature on the structure of 
spatial abilities, let us briefly emphasize why we might be 
interested in this area of intellectual ability. The effective 
use of spatial information is one aspect of human cognition that 
is manifest in situations ranging from navigating through one's 
environment to determining the trajectories of approaching 
objects. These skills are also required in intellectual 
endeavours ranging from solving problems in engineering and design 
to solving problems in physics and mathematics. As stated 
earlier, spatial tests have a long history of successful 
prediction in a variety of domains. Smith (1964; see also HcGee, 
1979) provides an extensive review of the predictive validity of 
spatial tests. These tests are correlated with success in many 
academic courses which are unrelated to general and verbal 
intelligence tests. Smith (1948; cited in Smith, 1964) 
administered a variety of spatial and intelligence tests to first 
and second year secondary school students. The spatial test 
battery was predictive of engineering drawing (r = .66) and art (r 
= .39) whereas the Otis Intelligence Test produced correlations of 
-.07 and .19, respectively. Smith also reports a validity study 
by Holzinger and Swineford (1946) which shows that spatial tests 
are unrelated to foreign language (.06), biology (.00) but 
strongly related to drawing (.69), and shop performance (.46). The 
!·lanual for the Differential Aptitude Test (Bennett, Seashore, & 
"Iesman, 1974) reports several hundred validity coefficients 
between academic achievement and the DAT spatial subtest. The 
highest correlations (in the .60's) were obtained with tests of 
geometry, math, quanti ta ti ve thinking and map reading while the 
lowest correlations (near .10) were with spelling, writing and 
social science. 

The validity of spatial tests has also been extensively 
demonstrated with technical training and occupational success. 
The studies in aviation psychology summarized by Guilford and 
Lacey (1947) were directed to evaluate the validity of spatial 
tests for predicting the performance of pilots, bombardiers, and 
navigators. The validity coefficients for the spatial tests were 
among the highest in all three occupations (the values ranged from 
near zero to as high as .7). The manual for the Revised t1innesota 
Paper ForM Board (Likert & Quasha, 1970), an adaptation of one of 
the oldest paper and pencil spatial t~sts, reports over 100 
validi ty coefficients with various technical school courses and 
job success. The criteria employed in these studies .lere quite 
diverse, ranging from auto mechanics (.37), baking (.29), detail 
drafting grades (.48), electrical circuit design (.52), topography 

- 255 -



Chapter 6 Lohman et. al.: Spatial abilities 

(.53), dentistry techniques (.24), pharmaceutical packing 
inspectors (.57), bricklaying performance (.38) and power sewing 
machine .lOrIc quality (.32). These results make it quite clear that 
the abilities assessed by paper and pencil spatial tests are 
important for successful performance in a variety of occupations 
and are therefore worthy objects of more detailed research into 
the cognitive processes which underlie test performance. 

Nevertheless, the picture is not entirely unblemished. In spite 
of massive efforts to develop and validate tests of spatial 
abilities, such tests are not widely used and often add little to 
the prediction of criterion performance after general ability has 
been entered into the regression (t1cNemar, 1964; Ghiselli; 1973). 
For this reason, the spatial ability subtest was recently dropped 
from the Armed Services Vocational Aptitude Battery (ASVAB) that 
is routinely administered to all U . S. military recruits. 
Therefore, one of the potentially most important practical 
contributions of the newer research we reviewed here may be a 
suggestion for the development of better measures of spatial 
abilities. 

In the first part of this chapter, the results of an extensive 
review and reanalysis of the major American factor-analytic 
investigations of spatial ability (Lohman, 1979a), are 
summarized. There are three reasons for this summary. First, 
Santayana's admonition about those who do not know history being 
condemned to repeat it applies to research on individual 
differences as well. Those who seek to understand spatial 
abilities in terms of mental processes will find much to ponder in 
the older literature on human a bili ties. Second, the original 
reviel. is long, quite detailed, and available only as a technical 
report. This chapter provides an accessible summary. Third, 
previous summaries that review have emphasized the importance of 
three spatial factors that appeared consistently in the 
reanalysis. One purpose of this chapter is to describe a much 
wider array of spatial abilities, to suggest how such abilities 
might best be measured, and to indicate approximately how factors 
representing these abilities might be organized in a hierarchical 
model. 

The reanalyses summarized here were performed in order to 
reinterpret the major American factor analytic studies on spatial 
ability in terms of a hierarchical model of ability organization. 
British factorists have, for the most part, interpreted their work 
from a hierarchical perspective, so no reinterpretation of that 
.lOr!c is necessary (see Smith, 1964, for a comprehensive review). 
There are other reasons, however, for acknowledging but not 
reanalyzing most of the British work. A major goal of the review 
was to examine the nature of the minor space factors, to deternine 
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how many there are and where they fit into the hierarchical model, 
and, if possible, to understand the psychological processes which 
may underlie their differences. British work, by committment to a 
broadly-classified hierarchy of factors, has paid scant attention 
to the subdivisions of the broad group space factor, and so is 
only marginally related to this concern. 

On the other hand, American investigators, using multiple factor 
methods and following primary factor theories have claimed to have 
identified a number of different space factors. Thurstone (1951) 
claimed three spatial factors (S1, S2, and S3), plus several others 
such as Closure Speed (Cs) , Flexi bility of Closure (Cf) , 
Perceptual Speed (Ps), and Kinaesthetic (Ie) that correlated with 
the three space factors in varying degrees. Guilford and Lacey 
(1947) reported four orthogonal space factors: Visualization (Vz), 
Spatial Relations (SR or S1), Space 2 (S2), and Space 3 (S3). But 
there are substantial differences between these factors and those 
identified by Thurstone. French, Ekstrom, and Price (1963) listed 
three space factors: Visualization (Vz), Spatial Orientation (SO), 
and Spatial Scanning (Ss). The Vz factor was essentially the same 
as that identified by Guilford and Lacey (1947). The SO factor was 
a combination of Guilford's SR factor and Thurstone's S1, whereas 
Ss was the same factor Guilford, Fruchter, and Zimmerman (1952). 
called Planning Speed. Finally, Cattell (1971) placed Vz in the 
second stratum. of the hierarchy under a General Visualization 
factor labeled Gv (Horn & Cattell, 1966), and later, pv (Cattell, 
1971). Gv was defined as a second order factor combining the first 
order primaries for Flexibility of Closure (Cf), Speed of Closure 
(Cs), Space (S), Divergent Production of Figural Transformation 
(DFT), and Visualization (Vz). Further, the primaries that 
composed Gv were initially placed under Fluid Intelligence (Gf), 
with Cf and Vz loading strongly. Cattell recognized that complex 
spatial tests of the Vz and Cf sort measure Gf in part, but forced 
them under Gv nonetheless (see also Horn, 1976). 

In short, there is much confusion in the American work on spatial 
ability. Are Cf (:5'lexibility of Closure) and Vz (Visualization) 
different abilities? How do the Thurstone factors map onto the 
Guilford factors? I'/hat elaborations are requried by Guilford's 
(1967) later work with the Struct~re of the Intellect model, which 
posits thirty separate abilities within the figural content slice 
of that model? Finally, where do the replicable factors fit 
Hi thin a hierarchical l'lodel? Are Horn and Cattell correct when 
they assert that the various spatial primaries form a second order 
factor that is largely independent of Gf and Gc? 

Such questions simply cannot be ansl-Tered by a typical review of 
literature. The labels investigators have attached to their 
factors are often more misleading than helpful. Identical tests 
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appear with different names in different studies, and tests with 
the same name are sometimes quite different. Hore difficult to 
detect are the subtle changes in test format and administration 
tha t can, and often do, alter the factorial composition of a 
test. For example, changes in time limit can produce significant 
changes in the factor structure of many spatial tests. These 
seemingly minor changes in test format and administration 
procedures can be as important as differences in the subject 
populations and range of tests entered into the analysis, 
primarily because such procedural differences may affect how 
subj ects represent and process information. ~10st important, 
however, are the ubiquitous differences in factor extraction and 
rotation criteria used by different investigators, and even by the 
same investigator over time (c.±'. Carroll, this volume). Perhaps 
the only way to summarize this incredibly diverse factor analytic 
literature is to reanalyze studies from a common theoretical 
perspective.' For reasons outlined below reanalyses were guided by 
a hierarchical model of ability organization. Although some may 
question the hierarchical model of human abilities, it should be 
evident that reanalyzing a host of conflicting studies from some 
common theoretical perspective is a good way to reach meaningful 
integration. 

It l.as impossible to review every factor analytiC study that 
simply identified a space factor, since most lyell-designed test 
batteries include at least a few spatial tests. Rather, the 
review concentrated on those studies that were specifically 
designed to clarify the nature of spatial ability (e.g., Hichael, 
Zimmerman & Guilford, 1950), contained a particularly interesting 
combination of spatial tests (e.g., Thurstone, 1938a), or 
supported important new models of ability organization (e.g., Horn 
& Cattell, 1966; Hoffman, Guilford, Hoepfner, & Coherty, 1968). ,In 
all, part or all of the data from 35 different studies were 
reviewed and reanalyzed. Those seeking a broader review of the 
educational, practical, and personality correlates of spatial 
ability are referred to Smith (1964) and McGee (1979). 

Hierarchical l10dels 

British psychologists have long advocated hierarchical models of 
ability organization. Spearman's early two factor theory implied 
a crude hierarchy with g sitting atop a host of uncorrelated 
specific factors. !'lhen group factors were identified the~r were 
inserted bet1tleen g and the specifics. Perhaps the best example of 
this sort of hierarchy can be found in the later lofOrlc of 
Spearman's student Holzinger, using Holzinger's bi-factor oethod 
of factor analysis (e.g., Holzinger ~ Harman, 1938). 
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Hierarchical theories of ability organization have only recently 
gained credence in the United States. Shortly after Thurstone 
introduced his centroid method in the Primary Mental Abilities 
study (Thurstone, 1938a), multiple-factor theory captured the 
attention of American theorists. Its popularity has continued to 
the present; Guilford's facet model of abilities is the most 
recent attempt to keep all cognitive factors on equal footing 
(Guilford, 1967). 

However, Thurstone himself initiated the first rapproachment 
between the two systems when he introduced the notion of oblique 
first-order factors. The matrix of these factor correlations 
could itself be factored to extract one or more second order 
factors. Continuing this process should eventually produce a 
factor akin to Spearman's g. Thurstone' s idea was never really 
pursued because higher order factors were known to be unstable. 
Factorists were hard pressed to defend the psychological reality 
of first order factors, never mind factors of factors. Besides, 
multiple factor theory allowed aspiring students the hope of 
discovering new factors as important as those already in the 
ca talogue. Thus the number of "primary" factors climbed from 
Thurstone's seven to Guilford's 120. 

One argument for a hierarchical factor theory is parsimony. Early 
defenders of the theory of parallel abilities had to remember only 
a handful of factors, and so hierarchical theory was not really 
simpler or more parsimonious. But French (1951) listed 59 factors 
in his monograph, and Guilford claimed to have identified 98 
(Guilford & Hoepfner, 1971). Parsimony can no longer be deemed 
irrelevant. 

The more recent formulations of Spearman's original hierarchical 
model place two or more broad group factors between g and the 
narrow group factors. One such model clusters verbal abilities 
and educational achievements together in a factor labeled v:ed, 
while spatial and mechanical abilities are clustered under a 
factor called k:m. This model was initially proposed by Burt (see 
Burt, 1949) and was later revised by Vernon (1950). 

Another influential ability model was proposed by Cattell (1963), 
who was a student of Burt, and later modified by Horn (Horn & 
Cattell, 1966; Horn & Bramble, 1967) and Cattell (1971). The 
earliest formulation distinguished Fluid Intelligence (Gf) and 
Crystallized Intelligence (Gc) as two correlated, second order 
factors derived from first order primaries enumerated by French 
(1951) and French, Ekstrom, and Price (1963). Fluid ability was 
represented most strongly by tests highly correlated with 
Spearman's g, such as Matrices, Classification, Cattell's 
"culture-fair" tests, and complex spatial tests such as 
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Thurstone I s (1938a) Form Board. It vIas thought to represent the 
major measurable outcome of biological factors on intellectual 
development. Crystallized ability, on the other hand, was defined 
by the Verbal, Reasoning, and Number primaries. It was thought to 
represent the crystallization of fluid ability in specific 
achievement or skill areas, primarily through formal education and 
cultural experience. More recent formulations of the model have 
relied heavily on a study by Horn and Cattell (1966) in which 
three other second order factors were identified: General 
Visualization (Gv), General Speed (Gs), and General Fluency (Gr). 
!lei ther the original Gf -Gc theory, nor its newer versions are 
truly hierarchical theories. Even though the second order factors 
are oblique, the theories deny that a third order factor is 
necessary. Cattell is particularly emphatic about this. However, 
Horn has referred to g as a combination of second order general 
factors, particularly Gf and Gc (Horn, 1976). Snow (1981) has also 
proposed a model of human abilities that relies heavily on the 
concepts of fluid and crystallized intelligence, but is 
considerably more explicit about process than the earlier theories 
of Horn or Cat tell. Carroll (this volume) has also proposed a 
revised version of the hierarchical model. 

Hierarchical Factor Methods 

Although some American factorists now recognize the utility of 
hierarchical models, many continue to analyze their data in 
traditional multiple factor ways. Even those who perform oblique 
rotations and extract higher order factors rarely transform the 
series of factor structure matrices into an orthogonal, 
hierarchical factor matrix. Appropriate procedures were developed 
some years ago by Schmid and Leiman (1957) and l.fuerry (1959). In 
addition to reducing redundancy, a hierarchical transformation 
allows the investigator to examine the loadings of the tests, not 
just the loadings of the factors, on the higher order factors. 

Several reanalyses summarized in this report were conducted by 
extracting oblique factors at several levels and then transforming 
the several factor matrices into an orthogonal, hierarchical 
factor structure matrix by the l.fuerry (1959) procedure. However, 
reanalyzing a large matrix in this way can be time consuming and 
expensi ve, so the usual procedure was to scale the correlation 
matrix using nonmetric multidimensional scaling and then to 
superimpose on this scaling the clusters obtained from different 
hierarchical clustering algorithims and first-order oblique factor 
analyses. Often both hierarchical factor analyses and 
multidimensional scalings were performed (see also 11arshalek, 
Lohman, & Snow, 1983). The analyses were frankly more exploratory 
than confirmatory, and appropriately so given the enormous 
di versi ty in tests and subj ect po pula tions among studies. In 
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spite of these differences, however, a remarkably similar set of 
factors appeared again and again in the reanalyses. These factors 
are summarized in this review. 

Is g sufficient? 

Much of the early work on spatial thinking was conducted by 
Bri tish psychologists attempting to demonstrate a group factor 
common to spatial tests in addition to g. One of the earliest 
studies in this tradition was reported by !1cFarlane (1925). Using 
several wooden construction tests, a cube construction test, and a 
puzzle test, ~~cFarlane found evidence for a group spatial factor 
in addition to g for boys but not girls. Foreshadowing later 
arguments about the cause of sex differences on spatial tests, 
Spearman (1927) argued that McFarlane's results could be explained 
by sex differences in experience with construction activities. He 
preferred to view her "performance" tests as unreliable measures 
of g. The controversy continued through the early 30's with some 
investigators finding evidence for a small spatial factor and some 
finding g sufficient (Smith, 1964). 

In 1935, EI Koussy administered a battery of 17 figural tests and 
9 reference tests to 62 boys aged 11 to 13. He found that although 
relationships among figural tests were primarily accounted for by 
a g factor, so~e residual correlations were significant even after 
g was removed. EI Koussy accounted for this residual covariation 
by a group factor which he called K. 

In these earliest reports we can observe much of the confusion 
that has plagued subsequent investigations of spatial ability. 

1. l,'lhen using hierarchical factor methods it is often difficult to 
separate spatial ability from g or Gf, particularly in less able 
populations and when using complex tests to measure spatial 
ability. 

2. There are sex differences in spatial ability. Interestingly, 
~1cFarlane's (1925) failure to find a spatial factor in the female 
sample indicated a difference in covariance structure, not simply 
a difference in means. EI Koussy's (1935) solution to the problem 
also foreshadows much later work: one simply excludes females. 
The vast ~aj ori ty of later studies were conducted on military 
populations and thus were primarily male. 

3. Not all that is figural is spatial. Hany early investigators 
were surprised to discover that skills in reasoning with abstract 
figures were highly correIa ted. ,vi th skills in reasoning with words 
or numbers. The fact that a test uses figural stimuli is no 
guarantee that it will require spatial skills. Conversely, some 
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ef the best spatial tests present preblems verbally and require a 
verbal respense. 

4. Histerically, spatial abilities were first measured using 
cencrete materials. The shift to. greup administered, 
paper-and-pencil tests was dictated by cenvenience, net theery. 
It appears that the measurement o.f spatial abilities was altered 
mere substantially by this shift fro.m individual tests to. greup 
tests than was the measurement o.f verbal abilities. 

5. Spatial er "perfo.rmance" abilities have eften been censidered 
measures ef mere cencrete er lewer-level co.gnitive skills whereas 
verbal tests have been co.nsidered measures o.f mere abstract o.r 
higher-level skills. Terman (1921) argued that abstract thinking 
was impessible witheut language and was therefere testable enly 
thro.ugh verbal tests. Further, early investigaters feund spatial 
tests mere useful than verbal tests fer predicting success in 
technical scheels, which festered the netio.n that spatial skills 
depended less en higher intellectual precesses than did verbal 
skills (Smith, 1964). 

The preliferatio.n o.f spatial facters 

In 1938, Thurstene reperted the results ef the first large-scale 
attempt to. apply the new metheds ef facter extractien and retatien 
he had develeped seven years earlier (Thurstene, 1931). The study 
set the agenda fer all future facterial investigatiens ef spatial 
ability. There were feur reasens fer this. 

First, the tests Thurstene censtructed and adapted fer his battery 
were used extensively in subsequent research en spatial 
abilities. 

Secend, altheugh Thurstene (1938a) reperted enly ene spatial 
facter in this stud~, a subsequent reanalysis by Zimmerman (1953) 
feund two. spatial facters. Zimmerman called the facters Spatial 
Relatiens (S~) and Visualizatien (Vz). These are the two. spatial 
facters mest cemmenly reperted in the literature (Lehman, 1979a). 

Third, in this study, Thurstene shewed that the cemputatienal 
ecenemies o.f the centreid methed of facter extractien made it 
pessible to. facter analyze very large test batteries. In the Pt~A 

study, 13 facters were extracted frem the cerrelatien matrix fer 
56 tests. :'i::ven Thurstene' s critics marveled at the size and 
cemprehensiveness ef the test battery (see, e.g. Spearman, 1939). 

Feurth, and mest impertant, hewever, was Thurstene' s methed fer 
retating facter axes teward a criterien ef simple structure. The 
preliferatien o.f spatial facters that eccurred in subsequent years 
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would never have been possible without his model of parallel 
abilities. Further, factorially complex tests tended to be 
eliminated and factorially "pure" tests retained as markers in 
subsequent studies. Thus, the criterion of simple structure not 
only served as a guide for the rotation of factor axes, but also 
served as a guide for selection of tests to be included as markers 
for factors in subsequent studies. But since factorially pure 
tests tended to be much simpler than factorially complex tests, 
new spatial factors tended to be defined by increasingly simpler 
and specific tests. 

Spatial Factors 

The major spatial factors identified in the years since 
Thurstone's (1938a) P~·1A study that also emerged in the reanalyses 
using a hierarchical model of human abilities are listed in Table 
1. The table contains a brief description of each factor and tests 
that might be used to estimate the factor. This list is not 
e~~austive; there are, potentially at least, an infinite numoer of 
spatial factors. And we suggest later that attempting to 
catalogue the factors in a domain is not the most profitable way 
to understand the correlational literature. Nevertheless, Table 1 
provides a brief glimpse of the type of spatial skills that have 
been studied correlationally. For more .extensive treatment, see 
Lohman (1979a), Guilford (1967) , Smith (1964), F.:liot and Sl!Iith 
(1983), Ekstrom, French, and Harman (1976), HcGee (1979), and 
Seibert and Snow (1965). 

General Visualization (Gv or Vz). This factor is listed first 
because it is the most general spatial factor. However, it is not 
always the easiest factor to identify, since the tests that define 
it usually have high loadings on the g or Gf factors as well. 
Indeed, Thurstone (1938a) did not label this factor axis in the 
PHA study since the factor did not exhibit simple structure, Le., 
many different tests - even some nonspatial tests - had high 
loadings on the factor. The factor was first identified in the 
Army Air Force (AAF) work (Guilford & Lacey, 1947) and was usually 
defined by complex spatial and mechanical comprehension tests. 
However, the factor was often difficult- to separate from the 
Reasoning (or Gf) factor (Zimmerman in Guilford & Lacey, 1947). 
'-'Ii th the hindsight of the AAF work and Thurstone' s later studies 
(Thurstone, 1944, 1951), Zimmerman (1953) showed that additional 
rota tion of factor axes also revealed the factor in Thurstone' s 
(1938a) PHA study. 

One important characteristic of tests that define on the General 
Visualization factor is their complexity. Tests that load on this 
factor are quite diverse in other respects. Some require the 
rotation, reflection, or folding of complex figures, others 
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Factor Factor 
Label Name 

Vz or Gv Visualization or 
General Visualization 

SO Spatial Orientation 

Cf Flexibility of Closure 

SR Spatial Relations 

Ss Spatial Scanning 

Ps Perceptual Speed 

SI Serial Integration 

Cs Closure Speed 

Vm Visual Memory 

K Kinesthetic 

TABLE 1 

Major Spatial Factors 

Tests that Oftsn 
Define the Factor 

Paper Folding, Paper Form 
Board, Surface Development, 
Block Design, Shepard-Metzler 
Mental Rotations, Mechanical 
Principles 

Chapter in Eliot 
& Smith ( 1983) 1 

6, 8, 9, 11 

Aerial Orientation, Chair- 12 
Window Test 

Embedded Figures Test 4 

Cards, Flags, Figures 7 

Maze Tracing, Choosing a Path 3 

Identical Forms 

Successive Perception III, 
Picture Identification 
(Siebert & Snow, 1965) 

Street Gestalt, Harshman 5 
Figures, Close Ups (Hoffman 
et aI., 1968) 

Memory for Designs 

Hands (Thurstone, 1938) 

1See referenced chapter in Eliot and Sgith (1983) for example items, additional 
tests, and sources for all tests without a specific reference. 
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require that figures be combined, some require multiple 
transforma tions, others require no transformations. Particular 
transformations (e.g., rotation) may be important only because 
they are most easily performed on a particular type of mental 
representation. This argument is supported by the fact that skill 
in drawing a briefly-presented geometric design from memory loads 
on this factor only when drawings are scored for maintaining 
correct proportion among elements in the figure (Lohman, 1979b; 
Smi th , 1964). 

Spatial Orientation (SO). Tests that load on this factor require 
the examinee to determine how an object or scene will appear I.hen 
viewed from a new perspective. Some tests require a left-right 
discrimination from the imagined perspective. Tests are similar 
in intent to Piaget and Inhelder's (1967) perspective problem but 
are conducted entirely from the line-dravlings. The factor is 
difficult to separate from the Vz factor, probably because these 
tasks can require considerable reasoning skill and because 
subj ects can often solve items by mentally rotating the array 
rather than moving an image of the self to the desired perspective 
(Barratt, 1953). High correlations between SO and Vz tests may 
also mean that skill in rotating a complex stimulus or array 
differs only in detail from rotating an image of the self. Future 
work on these skills must attend closely to subjects' solution 
strategies. Using real stimuli instead of paper-and-pencil tests 
would also seeM desirable since the graphics on many of the 
paper-and-pencil tests are difficult to decipher. For some 
particularly clever tests of this skill see Hoffman, Guilford, 
Hoepfner, and Doherty (1968), Barratt (1953), and the reanalyses 
of both studies in Lohman (1979a). 

Flexibility of Closure (Cf). This is the first of the two closure 
factors identified by Thurstone (1944). tests that load on this 
factor seem to require that the examinee break one gestalt and 
form another. Tests sometimes use geometric stimuli such as 
Internally Consistent Figures (Hoffman et al. , 1968) or 
Gottschaldt Figures A (Thurstone, 1944), sometimes present more 
natural scenes in which animals or objects are concealed, such as 
Penetration of Camouflage (Hoffman et al., 1968) or Hidden 
Pictures (Thurstone, 1944) although these tests sometimes load 
highly on the Closure Speed factor as well (e. g., Botzum, 1951; 
Pemberton, 1952). Tests such as Two-Hand Coordination and 
Color-Form Her.JOry that defined the factor in the original 
Thurstone (194L~) study seemed to require the examinee to do two 
things at once. However, later investigations by Pemberton (1952) 
and T·!itlcin et al. (1962) emphasized the Gottschaldt Figures type 
of test (see also Messick & French, 1975). However, when the 
factor is measured by this sort of test (e.g., the Embedded 
Figures Test of Witkin et al., 1971 or especially the more 
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difficult Hidden Figure Test of French et al., 1963), then the 
factor is virtually indistinguishable from Gf or Vz. The "real" 
flexibility of closure factor is defined by tests that use simpler 
stimuli, require a more rapid response, and are not heavily 
dependent on figural reasoning. 

Closure Speed (Cs). The Closure Speed factor appears to represent 
the ability to identify quickly an incomplete or distorted 
picture. The factor is usually estimated by one or more 
variations on the Street Gestalt test. It is noteworthy, however, 
that a test called "Closeups" had the second highest loading on 
this factor in a reanalysis of the Hoffman et al. (1968) study 
(see Lohman, 1979a). In Closeups, the examinee is shown a close-up 
picture of part of a common object and is required to identify 
that object. Picture completion tests (e.g., \'!echsler, 1955) 
sometimes show significant loading on the factor. Tests 
presenting distorted or reverse printed words are also sometimes 
to be used to estimate the ability, but appear to be poor choices 
since they are often factorially complex. Finally, 
paper-and-pencil versions of the better markers such as the Street 
Figures or Closeups may be poor measures unless ite~s are 
presented individually. Tests that require rapid identification 
of the stimuli appear to involve somewhat different skills than 
tests that permit a prolonged period of hypothesis testing. 

Serial Integration (SI). This factor appears to measure the 
ability to integrate temporally spaced visual stimuli. It was 
identified in research on dynamic visual abilities (Seibert ~( 
Snow, 1965). In Successive Perception III, one of the marker tests 
for this factor, the examinee must identify a still photograph of 
a common obj ect. Ho\iever, different portions of the picture are 
obscured by a series of eight overlay mats. Each mat is composed 
of a 16x16 grid from which 32 cells have been randomly. deleted. 
Hats change every 42 msecs and so the examinee never sees the 
complete photograph, but all details of the picture appear three 
times every second. Al though typical closure speed tests show 
only weak loadings on the factor, another marker for the factor 
called Picture Identification presented still photographs of 
common objects partially obscured by overlay strip mats. Item 
exposure \iaS limited to 20 seconds per item. Thus, the 
integration of information over time may be less important here 
than the integration of information in a limited time, much as in 
Thurstone's (1944) initial l'Ieasurel!!ent of Closure Speed. In any 
event, this sort of skill appears to have important relationships 
\iith other short-term visual memory tasks and possibly would have 
more substantial relationships with carefully administered Closure 
Speed tests. 
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Spatial Relations (SR). A better name for this factor would be 
speeded rotation or reflection. ~"e lceep the traditional label 
only for continuity with previous factorial work. This factor has 
usually been defined by the Cards, Flags, and Figures tests 
developed by Thurstone (1938a) and Thurstone and Thurstone (1941). 
All three tests require the examinee to determine .,hether a given 
stimulus is a rotated version of the target or is a rotated and 
reflected version of the target. Many subjects solve such 
problems by mentally rotating and reflecting the stimuli although 
some subjects use other strategies. Thus, the factor appears to 
represent the ability to solve simple rotation problems quickly, 
by whatever means. Hore difficult rotation tests usually show 
stronger loadings on the Gv factor than on the SR factor. 

Spatial Scanning (Ss). This factor is sometimes called "Planning 
Speed", since it was initially identified in the AAF 
investigations of planning abilities. ~kstrom et ale (1976) call 
it Spatial Scanning since "the level of planning required by the 
tests seems to be simple willingness to find a correct path 
visually before wasting time marking the paper" (p.155). The 
factor appears only if tv/O or more siP.lple maze-tracing or 
path-finding tests are included in a battery, and even then shows 
a substantial correlation with the Perceptual Speed factor (see 
Lohman, 1979a, p.53). Thus, the Ss factor probably does not 
capture a unique type of spatial skill, but, like many minor 
factors, may be more influenced by method variance than by unique 
psychological processes. 

Perceptual Speed (Ps). Tests that define this factor require 
subj ects to rna tch visual stimuli rapidly. Although numeric or 
verbal stimuli are sometimes used, there is a tendency for tests 
to cluster on the basis of content, with the verbal-numerical 
matching tests defining a Clerical Speed factor and the figural 
matching tests defining the Perceptual Speed factor. In a sense, 
this is the simplest or degenerate version of several other 
factors. Thus, although complex form board tests load on the Vz 
factor, exceedingly simple form board tests will load primarily on 
the Ps factor (see, e.g., the Pattern Assembly test in Guilford, 
Fruchter, & Zimmerman, 1952). Similarly, complex figural 
disembedding tasks such as Hidden Figures (French et a1., 1963) 
load primarily on the Vz factor, disembedding tasks of 
intermediate complexity such as Gottschaldt Figures A (see 
Thurstone, 1944) load on the Cf factor, and very simple 
disembedding tasks such as Designs (see Thurstone, 1951) load on 
the Ps factor (see Lohman, 1979a, p.48, and Zimmerman, 1954). Such 
simplexes reveal the importance of the complexity dimension in 
individual differences in spatial task perform~nce. 
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Visual Hemory (Vm). These tests usually require the examinee to 
recognize a previously presented picture or geometric form (see, 
e.g., Thurstone, 1951). Although there is some evidence that 
memory for position, color, detail, and form are distinguishable 
facets of visual memory (ConrJ & Lohman, 1976; Christal, 1958; 
Seibert & Snow, 1965), other task facets such as duration of 
stimulus exposure, study-test delay interval, and artificiality of 
the display, and subject characteristics such as prior experience 
with the figures and memorization strategy are probably more 
important determinants of test clustering (see Lohman, 1979a, 
p.113). Recall tests in which examinees must actually draw their 
responses load on this factor only if the drawings are scored in 
the most superficial way. Scoring such drawings for correct 
proportions produces much higher correlations with Vz-type tests 
(Smith, 1964; Lohman, 1979b). Christal (1958) appears to have been 
the first to note that memory for geometric forms showed higher 
correlations with tests of spatial ability than with other tests 
of visual memory. 

Kinaesthetic (K). This factor represents the ability to make rapid 
left-right discriminations. It represents, then, the ability to 
orient oneself in space. The KI factor appears to be an essential 
component of more complex SO tests and of some mechanical 
comprehension tests. It may also be involved in discriminating a 
standard from a reflected version of a pattern, as in the Flags or 
Lozenges tests (see Thurstone, 1951). 

Underlying Dimensions 

These, then, are some of the more important spatial factors that 
have been identified in the correlational literature. The list is 
by no means complete since there exist a virtually unlirni ted 
number of spatial factors that can be defined by including two or 
three usually speeded, highly similar tests in a particular 
analysis. Guilford's insight here seems to be essentially correct 
even though the reanalyses of his data did not support all of the 
distinctions he would make (see also Cronbach e: Snow, 1977, 
p.97ff). Facet models such as those proposed by Guilford (1967) 
and Eysenck (1967) can help guide the search for important 
clusters of tests in this seemingly limitless universe. And facet 
models can be coordinated with hierarchical models (Humphreys, 
1962) and with Guttman's (1954) radex model (t1arshalek, Lohman, & 
SnoVT, 1983). 

Although there are (potentially at least) an infinite number of 
different factors, most of these factors would be only weakly 
differentiated from each other. Further, practice on a particular 
type of problem (say, mazes or circuit tracing in schematic 
diagrams) generally leads to stronger differentiation of the 
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particular skills used in solving the practiced task from general 
visualization abilities, and, for that matter, from general fluid 
abili ty. This differentiation of skills occurs in spite of the 
fact that, after training, some subjects show strong transfer 
effects to related but nonidentical spatial tests (Alderton, 
Pellegrino, & Lydiatt, 1984; Kyllonen, Lohman, & Snow, 1984). 
Thus, architecture students (such as those studied by Hoffman et 
al., 1968) should show greater differentiation of spatial 
abili ties than a group of aspiring novelists. Nevertheless, a 
strong general visualization factor can be defined even in groups 
showing a great differentiation of spatial abilities (Lohman, 
1979a, p.99). Thus, the fact that many different spatial skills 
can be identified should not obscure the fact that such skills are 
usually more or less hierarchically ordered. However, this 
hierarchy is not well rel'resented in a two-dimensional drawing. 
!1any of the distortions introduced in the typical two-dimensional 
rendition of the hierarchical model may be eliminated by imagining 
that factors subdivide from g like roots from the trunk of a 
tree. Compressing this tangled, three-dimensional model into a 
neat, two-dimensional picture obscures much, especially at the 
lower levels. 

Correlational studies of spatial ability are perhaps more 
interesting for what they tell us spatial ability is not than for 
what they tell us it is. For example, there is no clear 
separation of two-dimensional from three-dimensional tasks, nor do 
the various transformations (rotation, folding, synthesis) seem to 
depend on radically different skills. Further, complex spatial 
tests are highly correlated with figural reasoning tests, such as 
Progressive Hatrices (Raven, 1962) and geometric analogy tests. 

Perhaps the most important influence spatial skills can exert on 
thinking is through analogy. The essence of a spatial image is 
that it is a relation-preserving cognitive structure. t1any 
complex relationships among elements are contained in a line 
drawing or in a spatial image. Relationships among a complex set 
of ideas can be I!laintained as a single chunk in wor!dng memory in 
a single image, thereby substantially increasing the amount of 
organized information that can be maintained in an active state at 
a given moment. Thus, when used analogically, spatial images can 
substantially improve our ability to think about and to 
communicate complex ideas. 

Speed and Level 

Complex spatial tests tend to correlate highly with other complex 
spatial tests and, to a slightly lesser degree, with tests of 
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reasoning or fluid ability (Gf). Simple spatial tests usually 
correlate only with one or two other simple, highly similar 
tests. Complex tests are scored for number correct on tests with 
Ii beral time limits. There are many errors of commission, and 
items that subjects attempt but cannot solve. Simple tests are 
also scored for number correct. However, time limits are rigid, 
errors of commission are few, and so total scores are highly 
correlated with number of problems attempted. Thus, test 
speededness is confounded with test complexity. Further, the 
location of spatial factors within a hierarchical model is 
directly related to the complexity of the tests that define the 
factor. Complex tests cluster together in a single factor (Gv or 
Vz) near the top of the hierarchy, whereas the simplest tests are 
fractionated into a dozen specific factors at the base. 
Individual differences in latencies on error-free spatial tasks 
are more likely to correlate with a single factor near the bottom 
of the hierarchy than with factors near the top. 

Further, factors in the lower branches of the hierarchical model 
are quite sensitive to even minor changes in test format or 
content. In the extreme, some of these factors are defined by 
what amounts to a parallel forms reliability coefficient. Factors 
near the top of the hierarchy are not nearly so sensitive to 
rnethoc. variance. Indeed, the Gv or Vz factor is defined by a 
veritable hodgepodge of complex tests. The implication, of 
course, is that latency-based parameters from relatively simple 
information processing tasks will be quite sensitive to even minor 
variations in experimental method (cf. Glushko 8: Cooper, 1978). 
Further, since tests that define factors low in the hierarchical 
model correlate poorly both with tests loading on factors above 
them in the model and with tests loading other factors at their 
O\ffi level, speed of error-free processing on simple spatial tasks 
is likely to be quite task-specific and to explain little of the 
variance in the sort of spatial abilities defined by cooplex tasks 
(Lohman, 1979b). Nevertheless, systematic combinations of such 
measures using multiple regression or other multivariate 
techniques may prove more successful, especially if some process 
measures estimate limits of performance (i.e., errors). 

Solution Strategy 

One of the major problems with spatial tests is that subjects 
often solve items on such tests using a variety of strategies (see 
Lohman & Kyllonen, 19a3, for a review). This simple fact 
complicates enormously the interpretation of both correlational 
studies and information processing studies of spatial ability. As 
Thurstone (193ab) noted, routine interpretations of test scores 
presume that all subjects solved tests using the same strategy. 
Radically different factor patterns can be obtained if factor 
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analyses are performed on strategy-heterogeneous groups than on 
strategy-homogeneous groups (French, 1965; Lohman & Kyllonen, 
1983). Diversity in solution strategy also means that spatial 
tests are sometimes poor measures of spatial ability. Evidence 
for variability in solution strategy comes from studies in which 
subjects are separated into strategy-homogeneous groups on the 
basis of self-reported solution strategy (e.g., Barratt, 1953; 
French, 1965) from records of subjects' eye fixations while 
solving spatial test items, (e.g., Snow, 1980; Just & Carpenter, 
1985), and from componential analyses of performance on complex 
spatial tasks (Kyllonen, Lohman, & l-Joltz, 1984). Since this issue 
is most clearly documented in the process research, we discuss it 
in greater detail in the next section. 

Spatial Ability and Visual ~Iemory 

Spatial ability is not simply "good visual memory". Recognition 
memory for random shapes has virtually no correlation with spatial 
ability (Seibert & Snow, 1965), nor does the ability to select a 
tachistoscopically presented rectangle from a set of distractors 
(Seibert & Snow, 1965). Recall of systematic shapes (such as those 
used in the Hemory for Designs test) shows an intermediate 
correlation with others spatial tests (Lohman, 1979b; Thurstone, 
1944, 1951). Yet memory for the relationships among all elements 
in a complex figure often shows high correlations with other 
spatial tasks. The key, then, is not simply memory, but memory 
for spatial relationships in spatially regular (i.e., symmetric, 
redundant, nonrandom) forms. Transformations (such as rotation) 
may be important because they place extraordinary demands on the 
relation-preserving aspects of the representation. 

Spatial Ability and Visual Imagery 

The reported vividness of one's visual il!lagery as assessed by 
various imagery questionnaires shows no relationship with 
performance on spatial tests. Smith (1964) suggests that the 
relationship may be negative, that is, extremely vivid imagery is 
associated with poor spatial problem solving slcills. One possible 
explanation is that many spatial tasks require one to transform 
visual images. This may be difficult if the image is vivid since 
it would be difficult to imagine that the image is "not there". 
~!ost spatial tests require abstract, figural problem solving 
skills. He probably come closer to understanding performance on 
most spatial tests by understanding reasoning and problel!l solving 
than by estimating the vividness of one's visual imagery. 
However, it is difficult to interpret these findings since 
self-reports of vividness of visual imagery are of questionable 
value. The relationship between spatial abilities and information 
processing theories of imagery abilities (such as Kosslyn's 
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theory) may be more substantial. 1"e explore this issue in the 
next section. 

Hypotheses about Processes 

A key important issue we address in this chapter is the 
relationship between psychological processes and factors. The 
review and reanalyses of the correlational literature suggest 
several important hypotheses about individual differences in 
spatial information processing that we will examine in the next 
section. Here we merely attempt to sUl'll!larize some of the more 
important implications of the correlational literature for process 
theories of spatial abilities. The major spatial factors we have 
discussed may be schematically arrayed in three-dimensional space 
as in Figure 1. 
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Hypothetical three-dimensional model showing 
reiatLonships between factors in the spatial branch of 
the hierarchical model, task speededness, task complexity, 
complexity, and mental process. 

Note that this figure could also be drawn as a three-dimensional 
hierarchy with Gv at the top. If compressed into two dimensions, 
(i.e., viewed from 6bove), Gb would be at the center. Inclusion 
of verbal and numerical tests would substantially alter 
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relationships in this two dimensional space. In particular Gv 
would be pushed away from the center and the configuration would 
look more like a three- dimensional version of Guttman I s radex, 
VTith g at the centre and three content regions (verbal, 
numerical-symbolic, and spatial) (see Marshalek et al., 1983). 

Although the number of potentially identifiable spatial factors is 
quite large (perhaps even unbounded), the number of distinct 
psychological processes required by spatial tasks appears to be 
much smaller. At the most elementary level, visual stimuli must 
be held in sensory memory while encoding processes (or pattern 
ma tching productions ) operate to identify all or parts of the 
stimuli. The Serial Integration factor and, perhaps, the Closure 
Speed factor, appear to represent the speed with which these 
processes occur (Seibert & Snow, 1965, Snow, 1980). Siebert and 
Snow (1965) used a film adaptation of the Averbach and Coriell 
(1961) experiments on visual masking in iconic memory. They 
presented eight-letter arrays tachistocopically with varying 
delays between presentation of the array and circular marker that 
appeared around the target letter. Individual differences in the 
abili ty to identify the target letter were substantially 
correlated with scores on the Perceptual Integration factor only 
when the circle marker appeared less than 94 ms after the array. 
Longer delays produced less masking and higher correlations with 
other factors. Thus, SI is at least correlated ,.ith the ability 
to identify stimuli rapidly. 

Other factors represent the ability to construct an image in 
working memory, to retain a rela ti vely novel image for a short 
duration, to compare two stimuli, to compare a stimulus with an 
image in working memory, to determine the orientation of a 
stimulus, especially after some transformation of the image or of 
one I s perspective, and, finally, to transform the image in some 
way, either by combining it with other images, by decomposing it 
or by enlarging or shrinking it. All told, then, we have six 
basic categories of processes: pattern matching, image 
construction, storage (iconic to LTH) , retrieval, comparison, and 
transformation. 

Transformations are of two general varieties: synthesis and 
movement. The synthesis transformation is most evident on those 
tasks in which the subject must mentally combine separate images, 
usually reorganizing them in some way to reproduce a ne\.[ image 
with properties not contained in the separate parts (see, e.g., 
Kyllonen, Lohman, & l~oltz, 1984). f1ental movement includes 
transforma tions such as reflecting, rota ting, folding, or 
transposing stimuli. Of course, many complex spatial tests 
require more than one transformation. Thus, Form Board (Ekstrom 
et al., 1976) requires synthesis, transposition, and rotation. 
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Conclusions 

This first section summarizes the results of an attempt to 
reanalyze some of the major American studies of spatial ability 
from the perspective of a hierarchical model of human abilities. 
In all, ten factors were described: General Visualization, Spatial 
Orientation, Spatial Scanning, Spatial Relations, Flexibility of 
Closure, Speed of Closure, Serial Integration, Perceptual Speed, 
Visual Hemory, and Kinasthetic. Tests that define these factors 
differ in the complexity or speededness of the items, in the type 
of mental operations required, and in susceptibility of the task 
to alternative solution strategies. Two major types of 
transformation were noted: movement and synthesis. However, it 
was suggested that spatial ability may not consist so much in the 
ability to transform an image as in the ability to create the type 
of abstract, relation-preserving structure on which these sorts of 
transformations may be most easily and successfully performed. 
Differences between spatial ability and visual imagery and between 
spa tial ability and visual memory were also noted. Finally, it 
was argued that in addition to providing a rich source of 
hypotheses for research on spatial thinking, this older research 
on individual differences defines many problems that the newer 
research must also confront. 

INFORMATION PROCESSPTG AND INDIVIDUAL DIFFERENCES 

Gi ven the importance of spatial a bili ty as a maj or aspect of 
intellectual ability, and the wide variation among individuals, 
how might we understand this aspect of cogni tion? By 
understanding we mean being able to describe the ~echanisms 

associated with individual differences, the changes in processing 
associa ted with experience or practice, and finally, the 
modifiability of such skills. To address these issues we must 
look to another well-developed body of research and theory on 
spatial cognition. 

A Theory of Spatial Cognition 

Cognitive psychologists have vigorously pursued issues in spatial 
information processing. As a result of these efforts we now have 
reasonably well-developed theories of cogni ti ve structures and 
processes that underlie the solution of ~ wide range of spatial 
problems including those found on standardized tests of spatial 
ability. For purposes of discussion, we will briefly focus on the 
elaborate theory developed by Kosslyn (1981). His theory evolved 
from an extensivp. program of research on the processing of mental 
images. Although it is conceived as a theory of mental imagery, 
it is also applicable to the processing of visual stimuli. A 
central aspect of this theory is the idea that the human mind 
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creates and operates on analogical representations that preserve 
spatial properties of visual stimuli. The theory distinguishes 
between structures and orocesses. There are two types of 
structures. One is a visual buffer or short-term memory. This 
medium mimics a coordinate space and supports data structures that 
depict information. Regions of the buffer are activated and these 
regions correspond to portions of depicted obj ects. Relations 
among activated portions mirror actual physical relations of the 
object or objects depicted. The visual image or representation 
resides in the visual buffer and such a representation is derived 
either from actual visual input or from information stored in long 
term memory. Important properties of this mediul!J include 
resolution and spatial extent. The other major structures in the 
theory are the types of information stored in long-term memory. 
This includes both propositional information about their 
rela tions, and information about the literal appearance of any 
object. 

~osslyn postulates a set of processes that operate on the various 
structures just described. For present purposes, we focus on 
those processes that operate on the visual buffer. One major 
process is regenerate \Jhich refreshes or reactivates the 
representation that fades over time, thereby permitting other 
processes to operate on the representation. Of particular 
significance are the processes for operating on visual 
representations for the purpose of transforr.ling them. Several 
specific transformation processes are postulated and these include 
rotate, scan, pan, zoom, and translate. Each of these processes 
involves some manipulation of the representation resulting in a 
modification of the representation in the visual buffer. Finally, 
there are processes that inspect and classify patterns depicted in 
the representation. These include a Find and Resolution Process. 

The structures and processes in Kosslyn's theory work together and 
their interaction is modelled within a computer simulation 
program. The purpose of the simulation is to test the sufficiency 
of these assumptions for mimicking results obtained in a variety 
of studies on the processing of visual images. Suffice it to say 
Kosslyn has been successful in simulating a wide range of 
empirical results. He has also used his theory to derive 
additional predictions about human performance that were 
subsequently verified. 

Applicability of the Theory 

Kosslyn's theory is an attempt to address one of the major issues 
raised earlier in this section, specifically, what are the 
mechanisms underlying specific intellectual performances? The 
performances of interest are the manipulation of simple and 
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complex visual representations for the purposes of making 
decisions er solving problems. There are several ways in which we 
can use his theory to discuss issues about this demain ef 
intellectual ability. First, it emphasizes the fact tha t the 
precessing ef visual-spatial informatien is cemposed of several 
basic precesses that interact with information representatiens. 
Secend, tasks or performances can vary on several dimensions. One 
such dimensien is the number of processes that must be executed to 
achieve a given result. Another dimension represents the ~ ef 
processes necessary to achieve that result. Third, individuals 
can vary in their performance depending upon how well they execute 
certain processes and the extent to which they use particular 
processes for solving different types ef preblems. 

Any theery of spatial infermatien processing must not only address 
issues concerning the mechanisms underlying this class ef 
intellectual perfermance, but it must also provide a basis fer 
understanding individual differences within this demain. 
Kesslyn's theory prevides a framework fer simultaneeusly analyzing 
differences among individuals and tasks and for understanding 
psychemetric data en spatial ability. ltTe new examine methods ef 
assessing these individual differences. 

There are three ways in which infermation precessing theeries and 
medels have been used to study issues ef individual differences in 
visual-spatial processing. One way is initially to ignere 
psychemetric tests and to examine individual differences entirely 
within the co.ntext of the Kosslyn theory ef mental imagery. In 
this appreach, the theory is net really used to study issues ef 
individual differences, rather, individual differences are used to 
test implicatiens of the theory. T{esslyn, Brunn, Cave and 1,oTallach 
(1983) conducted a study representing such an effert. It was 
designed to. de two. things: (1) determine if imagery ability was 
general and "uncUfferentia ted" er, as suggested by his theery, a 
cellectien ef separate abilities which can vary independently, and 
(2) to. use an individual differences appreach to. verify the 
psycholegical validity ef the cempenents specified in the theery. 
They used a series of imagery tasks designeri to. tap various 
compenents in this theory. Fer each task, they pestulated an 
infermatien processing model representing the specific precesses 
required fer performing that task. The tasks included image 
retatien, image generatien, image inspectien, and image 
reorganizatien. A tetal ef eight tasks were used and eleven 
performance measures were derived from these eight tasks. The 
tasks were administered to. a random sample ef 50 adults ranging in 
age frem 17 to. 48 years old. 

The results ef this study supported two cenclusiens. First, 
imagery ability is not general and undifferentiated but rather is 
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cOMposed of several elements corresponding to components of the 
imagery theory. Correlations among performance measures varied 
substantially and the pattern was generally consistent with 
assumptions about the imagery components contributing to a 
particular performance measure. Second, the theory appeared to 
predict at least some of the correlations among task performance 
measures and thereby provided a framework for interpreting the 
results of cluster and factor analyses. 

The Kosslyn et ale (1983) study is one example of linking 
information processing theories to issues concerning individual 
differences. It supports the idea that individuals vary in their 
specific abilities and that tasks vary in the extent to which they 
typically call upon these abilities. What Kosslyn et ale (1983) 
have not done is to provide a link between their theory and 
traditional measures of spatial ability such as those described 
earlier. 

A second way of linking an information processing theory with the 
analysis of individual differences is to go one step beyond the 
Kosslyn et ale (198}) study and ShOH ho'T the components of the 
imagery theory are related to each other and to traditional 
measures of spatial ability. Such an effort was pursued by 
Poltrock and Brown (1984). The starting point for their study is 
Kosslyn's theory of the structures and processes associated with 
imagery. The theory suggests that potential sources of individual 
differences can be the properties of the visual buffer and the 
efficiency of the processes that operate on information contained 
in this medium. Poltrock and Bro.m used several imagery and 
spatial processing tasks designed to tap various processing 
capacities. The tasks were administered to a group of 77 adults 
who varied in spatial ability as measured by reference ability 
tests. 

Poltrock and Brown derived nine measures of imagery or spatial 
processing ability. Each measure corresponded to one or more 
functions in the Kosslyn imagery theory. In addition to obtaining 
measures of i!!lagery functions, Pol troc!{ and Brown administered a 
battery of eight spatial ability tests. Confirmatory factor 
techniques were then used to test the hypothesis that the 
visualization factor 1rTaS defined by a linear combination of the 
various imagery measures. Although six of the nine coefficients 
for paths beh-Teen imagery measures and the visualization factor 
were significant, only one coefficient exceeded .30. This 
coefficient related accuracy in rotating three-dimensional figures 
from the Shepard-Metzler (1971) task to the visualization factor. 
Al though Pol trock and Bro\.,rn interpreted this accuracy score as a 
measure of buffer accuracy, accuracy in rotating complex figures 

_ 277 _ 



Chapter 6 Lohman et. al.: Spatial abilities 

may reflect other processes as well. 

In spite of these limitations, the Poltrock and Brown study 
represents an important attempt to link information processing 
theories to psychometric test data. Like Kosslyn et al. (1983) 
it supports several assuMptions. First, that imagery and spatial 
processing involve separable components, second, that individuals 
vary in these component functions, and third, that tasks vary in 
the functions necessary for performance. However, Pol trock and 
Brown have also shown that these separate functions combine to 
capture some of the variance in the ability construct referred to 
as spatial visualization that is assessed by a wide range of 
standardized tests. 

The research described thus far leads us to a better understanding 
of one complicated aspect of human cognition and the ways in which 
individuals may vary in their capacities to solve spatial 
problel!ls. I ... fhat we have yet to demonstrate is how differences in 
specific information processing capacities are manifest in actual 
measures of spatial ability. I'/e have an indirect link between 
cognitive processing measures and performance cn tests 
representing spatial ability. 

The third way of linking an information processing theory to 
psychometric tasks and data is to use it as a basis for rational 
and empirical task analysis. This is sometimes referred to as a 
cagnitive components approach to the analysis of individual 
differences (Pellegrino & Glaser, 1979; Sternberg, 1977). The 
essential elements of this approach are as follows. ~irst, a task 
or set of tasks denoting a specific ability is analyzed from an 
inforl:lation processing perspective. This analysis involves 
specifying one or more information processing l!lodels for task 
perforl!lance. The processes specified within the model are derived 
from a general theory, of which Kosslyn I s imagery theory is one 
example. Systematic problems are designed to provide an empirical 
test of the model. The model testing also provides mechanisms for 
deriving estimates of the time and/or accuracy of executing 
individual processes. These estimates can then be used to examine 
the component processes contributing to individual differences in 
the task or tasks of interest. 

Earlier, we indicated that spatial ability can be decomposed into 
s3veral separate factors and these factors seem to vary cn a 
speed-power or complexity dimension and on several process 
dimensions. "'e can treat the3e dimensions as hvpotheses abcu~ 
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Hhat we would expect to find as the major sources of individual 
differences in tasks sampled from these continua. Hore 
specifically, we Hould expect that individual differences in 
perceptual speed and simnle snatial relations tasles would be 
primarily associated with mea~ures of processing speed while 
individual differences in complex spatial orientation and spatial 
visualization tasks would reflect an increasing contribution of 
processing accuracy. Similarly, we would expect that models for 
describing task performance would reflect a larger number of 
component operations and/or more executions of individual 
processes. 

These predictions will be easier to understand if He briefly 
reconsider particular spatial factors and their associated tasks. 
Perceptual speed tests have the following generic characteristics: 
(1) the stimuli are simple, consisting of alphanumerics or simple 
geometric figures, and (2) there is either a comparison of stimuli 
to determine if they physically match or a search through an array 
for the presence of a physical target. Speed of making 
comparisons rather than accuracy is the basis of differentiation 
given the brief time limits and the simplicity of the stimuli. In 
information processing terms, only encoding, comparison and 
response components are required for problem solution. Spatial 
relations tests have the following generic characteristics: (1) 
the stimuli are unfamiliar tvlO- or three-dimensional shapes or 
structures and (2) there is a comparison of. stimuli in different 
orientations to determine if they physically match. Individual 
differences can be a function of both speed and accuracy of 
process execution and this will vary with properties of the 
stimuli such as complexity and dimensionality. These latter 
I;>.ffect the certainty of difference detection and also interact 
wi th structural characteristics such as capacity and quality of 
representation. In information-processing terms, basic encoding, 
comparison and response processes are required for problem 
solution as well as rotation or transformation processes. Spatial 
visualization tasks are far more heterogeneous. They do, however, 
have the following characteristics: (1) the stimuli are multiple 
element two- or three-dimensional shapes and (2) there is a 
comparison of the physical match of folded and unfolded objects or 
completed objects and sets of pieces. Individual differences are 
more likely to be associated with accuracy rather than speed since 
multiple processes need to be executed and coordinated, with these 
operations performed on complex representations that tax 
representational capacity. There is also a possibility of 
strategic differences in problem solution. The processes required 
for solution include encoding, comparison, response, search, 
rotation, and other transformations. 
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The correlations between performance on tasks representing the 
same or different factors should be a product of the common 
aspects of the processes required for problem solution, the 
relative significance of each process to overall solution, the 
type and amount of "data" submitted to the process, and process 
interactions vii th structural capacity and strategies. On this 
basis, one expects tests of perceptual speed to correlate more 
highly with simple spatial relations tests than spatial 
visualization tests. Spatial relations tests should have moderate 
correlations with both perceptual speed and spatial visualization 
tests. ToTe and others have found this to be the case and it 
emphasizes the idea that the dividing line between "spatial" 
factors must always be somewhat arbitrary since hOvl performance s 
correlate will depend on the cognitive processes, structures and 
strategies contributing to the performances, not the factors. 
~rom an empirical and theoretical standpoint, we can use this type 
of approach to analyze (1) relationships among spatial processing 
tasks, as was done by Kosslyn et al. (1983), and/or (2) sources 
of individual differences in performance on tasks associated with 
various spatial factors. In the following brief sections we 
review the results of studies focusing on sources of individual 
differences in perceptual speed, spatial relations, and spatial 
visualization tasks. 

Perceptual Speec1. 

In the preceding section we noted that tests of perceptual speed 
can be characterized as requiring three basic cognitive processes: 
encoding, comparison and response. vIe do not know how and how 
much each of these processes contributes to overall individual 
differences on standarized instruments. To addres~ this issue two 
tasks can be constructed that permit a systematic decomposition of 
performance. In one task, the individual is presented pairs of 
matrices contraining 3, 5, 7 or 9 alphanumerics. The tas~ is to 
determine if the matrices are the same or different. By varying 
the number of elements in the matrices and the degree of 
difference (1, 2 or all mismatching elements) we can test various 
models of performance while Simultaneously estimating three 
components of processing: (a) time for a single encoding and 
comparison, (0) motor response time, and (c) additional time for a 
"different" response. The second tas!{ is visual search for an 
unfamiliar symbol in an array of f:i.fteen symbols. On each trial, 
the individual is presented a target stimulus for a brief interval 
and then shm.m the array. The task is to make one response when 
the target is found in the array and another response if it is not 
present. Response time is a linear function of target position 
and thus we estimate two components of processing: (a) time for a 
single encoding and comparison and (b) motor response time. 
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These tasks were administered to two separate groups of 
individuals (N=60 in each group) who varied in several cognitive 
abilities as determined by a battery of reference ability tests. 
In each study, the processing components \-rere estimated for each 
individual and correlated with reference ability scores. In the 
matrix comparison tasl:, the measure of encoding and comparison 
speed correlated -.48 (p < .001) with perceptual speed scores 
\-rhereas the measure of response speed correlated only -.32(J,: <.05) 
with perceptual speed. The time +'0 respond "di£'ferent" was 
uncorrela ted with perceptual speed. None of the measures were 
correIa ted with the other reference abilities. In the visual 
search task only the measure of encoding and comparis,on speed had 
a significant simple correlation (r= -.32 p<.05) with perceptual 
speed. 1'{owever, a multiple regression analysis indicated that 
both measures of processing speed significantly contributed to the 
prediction of perceptual speed with encoding and comparison speed 
the more important predictor. Thus, in both tasles, results were 
obtained supportive of the hypothesis that measures of perceptual 
speed can be decomposed into processing components and that 
indi vidual differences are a function of the speed of executing 
encoding-comparison operations as \-rell as motor responses. The 
latter, however, is less important that the former. 

Spatial Relations 

l-·!e and others have also analyzed sources of individual differences 
in spatial relations ability. In one study, vie focused on spatial 
relations ,ability as measured by Thurstone's Primary Hental 
Abilities (P!1A) space t,est (Huma\OT, Pellegrino, Kail & Carter, in 
press). The Pt1A test contains two-dimensional stimuli and each 
problem requires iden4ification of stimuli that are identical to a 
standard following rotation in the picture plane. To study 
performance in this type of task we dre\-r upon the inforrlation 
processing model developed by Cooper and Shepard (1973). Pairs of 
stimuli which were either familiar alpha.numerics or unfamiliar 
characters drawn from th:e PHA test were presented on individual 
trials. ;'Jhen problems such as these are presented, the typical 
result is a linear relationship between overall solution time and 
the angular disparity beb-reen the t\ofO stimuli in the pair. The 
model for performance includes several processes. Measures of the 
speed of executing these processes are derived from the linear 
function relating reaction time to angular disparity. The slope 
of the linear functidnreflects rotation rate and the intercept 
reflects the time for encoding, comparison and response 
processes. A large number of young adults were tested on problems 
of this type. For each indivirtual, four measures of performance 
were derived: two intercept measures and two slope measures 
reflecting performance on each class of stimuli. Figure 2 shows 
data for the intercept measures as a function of spatial ability 
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tOcores on the Primary Hental Abilities test. As can be :>eell in 
this figure, there are minimal ability differences in the. speed of 
encoding, comparing and responding to familiar alphanumeric 
stimuli. There are, however, ability differences in encoding and 
comparing unfamiliar stimuli. This figure also shows data for the 
two slope measures, again plotted with respect to spatial 
abili ty. There are substantial ability differences in the speed 
of performing the rotation process and these differences are 
larger for the unfamiliar stimuli. l'fe failed to observe any 
substantial ability differences in the ·accuracy of solving such 
problems. Correlational analyses confirmed that individual 
differences in reference test performance were predicted only by 
differences in the speed of process execution. 

1288 

/I 11~13· 
I 

O~ lelle 

~ 999 

II eos g 
?ilil 

'Ihl 

IHTERCEPTS ., 
.... , ... 

" '" PHA CHARAC T ERS 
...... ----... 

' ...... 

.''"' 

~ICS 
I +--,+--_.j-

O-lO ll-40 41-50 51-10 

PHA TEST SCOI<E I<AIICES 

H 

~ 
/ 

I 

8 

7 

6 

3 

, .. 
\ 

" 

SLOPES 

\" PHA CHARACTERS 
'\ ..... 

"" "-. .. , .• 
ALPHAHU"ERICS 

2~--r---+----+---t----
0-30 31-40 41-50 51-10 

PHA TEST SCOIE lANCES 

Figure 2 Ability differences in latency patterns 
of mental rotation 

In another study (Pellegrino & llumaw, 1980), we pursued a similar 
analysis of individual differences in spatial relations 
performance with more complex stimuli involving three-dimensional 
mental rotation. Differences in the speed of solving two- versu~ 
tr.r0e-dimensional mental rotation problems are usually 
sub2t~~tial. Bo~h typclS of stimuli produce linear .·£Bution time 
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fUl'1~tions but the slopes and intercepts are considerably higher 
for the three-dimensional rota tion problems. In addi tion, 
indi viduals tend to be more error-prone in solving 
three-dimensional rotation problems. In this study, we presented 
a large number of problems to individuals varying in spatial 
ability as determined by a reference test requiring complex oental 
rotation. Again, we derived various measures of processing speed 
and accuracy. The left panel of Figure 3 shows intercept data 
contrasting individuals in the top and bottom quartiles of ability 
on the reference test. There are substantial ability differences, 
particularly with respect to the speed of making different 
jUdgments. 
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Figure 3 Ability differences in parameters of complex 
mental rotation separately for same and 
different judgements. Key: TQ is Top Quartile, 
LQ is Lower Quartile 

The center panel of this figure shows similar data for the slope 
measures. Roth slope measures show sUbstantial ability 
chfferences in the speed of executing processes assoc ia ted with 
the rotation of three-dimensional objects. The right panel of the 
figure shows similar da ta for solution accuracy. UnliJre 
two-dimensional rotation problems there are ahil~ ty 
differences in the accuracy of sol Iring these probleMs. ·1<'urther, 
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accuracy scores on three-dimensional rotation problems often show 
stronger relationships with visualization tests than with spatial 
relations tests. 

Before discussing si~ilar analyses of spatial visualization tasks, 
we should summmarize the results described thus far. On simple 
spa tial relations tasks, the results are consistent in -showing 
substantial speed differences in (a) the enconing and comparison 
of unfamiliar stimuli; and (b) the execution of a mental rotation 
or transformation process that operates on the internal stimulus 
representation. The differences in encoding, comparison and 
rotation processes that exist for si~ple spatial relations tasks 
are even greater in complex spatial relations tasks (see also 
~gan, 197 8; Just Rc Carpenter, 1985; Lansman, 1981). The complexity 
of stimuli such as the Shepard and Metzler block figures leads to 
sUbstantial errors on these problems; and error rates also 
correlate with individual differences in spatial test 
performance. The particular errors that seem most important for 
differentiating among individuals involve the processes associated 
with determining that two stimuli are non-identical. 

Spatial Visualization 

TlThen we move to spatial visualization tasks, we expect that 
inn.i vidual differences in performance will be a co~bination of 
speed, accuracy, and perhaps strategy for tasl( execution. Several 
studies support this expectation. MUClaw and Pellegrino (in press) 
studied the Form Board visualization task. To map the processes 
underlying performance on this task a systematic problem set and 
task variant were neveloped. The types of problems used are shown 
in Figure 4 and they systematically vary in process complexity. 
Problems such as these were used to test an information processing 
morl.el as well as to reveal incH vidual differences in process 
execution. As shown in the top panel of ~igure 5, the ti~e for 
problem solution increases as ~ore processes are require1 and as 
each required process must be re-executed for each new problem 
element. Mot only does solution time increase with problem 
complexity but errors also show a similar increase. As shown in 
this figure, there were also systematic latency differences 
between high and low ability indivinuals. The top two panels show 
performance on problems where the individual pieces corresponded 
to the completed puzzle. As problem complexity increasen, ability 
differences in solution time also increased. This was also 
reflected in correlations baserl on measures of processing speed 
derived form fitting the information processing ~odel to the nata 
of individual subjects. The botto~ two panels show per·formance 
differences on problems where there was a total mis~atch between 
the completed puzzle and the indi vid.ual pieces. High ability 
inrHvinuals were very fast in r'l.etecting these mismatches while low 
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abili ty individuals were exceedingly slow. Not only did 
individuals differ in the speed of detecting differences but they 
differed substantially in the accuracy of r1.oing so. Individual 
differences in this visualization task were predicted by a 
combination of both speed of processing and accuracy of processing 
measures. However, the accuracy measures made a more substantial 
contribution to the prediction of individual differences in 
ability. level. 

."C ......... ., ... , "'0_, c ... _ ••.•• _. 

"0'0' •• 

CI".'oc •• 

.... , .... 

1-c ..... C ...... , ......... . 

Figure 4 Experimental Form Board problem types. From Mumaw 
& Pellegrino (in press) _r_ 

IO 

1 ~ i 
~ 

I I 
. ~o. .--a-

......... ~'TrieIlI 

4 l 4 • • 2 1 4 • • 

........, ........... 
Figure 5 Abil~ty differences in Form Board performance. 

- 285 -



Chapter 6 Lohman et. al.: Spatial abilities 

1':le se~ond visualization task we will disc'lSS if: generally known 
af: surface development. In the Alderton and Pellegrino (1984) 
variant of this task, the individual is presented a flat, unfolded 
representation of a cube with two or three surfaces shaded. The 
task is to determine the relationships among the shaded surfaces 
when the cube is constructed. \ole can specify a general model for 
this type of task and demonstrate that the time to determine the 
relationships among the shaded surfaces is a function of the 
minimum number of folds necessary to establish their relative 
positions (Shepard & Feng, 1972). lITe have used problems of this 
type to analyze individual differences in spatial visualization 
ability (Alderton & Pellegrino, 1984). Ability differences were 
not associated with speed of solving these problems, in fact the 
correlation between mean response latency and reference test 
scores was practically zero. Ability differences were associated 
with the accuracy of solving problems and high ability individuals 
could solve problems involving more complex folding sequences. A 
closer look at our latency data revealed an interesting difference 
between our high and low ability individuals and helped explain 
why mean solution time was unrelated to ability. Figure 6 shows 
the relationship between problem solution time and problem 
complexity. The high ability individuals showed a very systematic 
latency pattern. Problem solution time increased with each 
additional surface to be manipulated for final solution. In 
contrast, the low ability individuals showed a much less 
systematic latency pattern suggesting an erratic solution 
procedure and/or a breakdown in the ability to coordinate the 
image beyond a certain level of complexity. The erratic latency 
patter!; r:oincidcf: with their lower overall accuracy of solution. 
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Fig~re 6 Ability dif!:rences in Surface Developwent 
performance 
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Another test commonly used as a marker for the Visualization 
factor is the paper-folding test. In this test, subj ects are 
shown a series of line drawings, each representing a square sheet 
of paper in various folded states. A hole is punched on the last 
line drawing, which represents the completely folded paper. The 
subj ect I s tasks is to imagine how the paper would appear if it 
were completely unfolded. The subject responds either by drawing 
holes in their proper locations in a square that represents the 
unfolded paper, or more cOl!lmonly, selects an al terna ti ve from 
several choices provided (Ekstrom, French and Harman, 1976). 

Kyllonen (198L~) has proposed a three-phase model of the 
paper-folding test and then used this model to predict subj ects I 
errors on paper-folding items in which they were required to dravl 
their answers. The model divides the solution process into three 
phases: folding, unfolding, and response. During folding, the 
model proposes that subjects attempt to understand, and then 
remember, what Idnd of fold is represented at each folding step. 
This is accomplished through the application of four 
pattern-recognition rules for folds. The rules vary in 
complexity, suggesting that sometimes recognizing the fold - that 
is, deciphering the line drawing - is a nontrivial task. The 
output of this encoding phase is a structural description of each 
fold. In the unfolding phase, the subject must first imagine the 
holes in their proper locations and then must reflect the holes 
(or patterns of holes) about the axis de(ined by the folds. The 
reflection process is modeled by three production rules. Finally, 
in the response phase, the sub,j ect must construct an answer or 
select an alternative, depending on the nature of the task. 

Using this model, Kyllonen (1984) was able to account for over 95% 
of the errors made by 56 subj ects on 32 paper-folding items on 
which subj ects were required to draw their responses. The most 
common errors were: substituting incorrect folds for folds 
actually made (30~ of all errors), forgetting particular folds or 
holes together (20%), miscoding the location of the punched hole 
or reflection axis (9~), and "buggy" transformations in which a 
pattern of holes was transforme<t incorrectly (9%). Hhen compared 
with subjects low in spatial ability, subjects high in spatial 
ability made fewer errors that could be attributed to forgetting, 
replacing, or adding structures. However, spatial ability was not 
significantly related to positioning errors, buggy 
transformations, whole patter~ changes, or order errors. Verbal 
ability was significantly related to the frequency of buggy 
transformations, with high verbals making fewer of these errors. 
~1ales made significantly fewer of the forgetting-structure errors 
than did females. Thus, Kyllonen argues that the major individual 
difference variable might be considered the probability ••• of 
forgetting sonething about the item" (p. 242). 
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Strategy Differences 

Subjects often report using different strategies to solve 
different items on spatial tests (Barratt, 195.3; Lucas, 195.3). 
Variation in reported solution strategy is usually greater for 
complex spatial tasks than for simple spatial tasks. Further, 
Irlithin-person variability in reported solution strategy is often 
substantially greater than between-person variability in reported 
solution strategy. In other words, individual subjects are often 
not easily classified according to preferred solution strategy; 
rather, subjects vary their strategies to meet the demands of 
particular items (see Lohman & Kyllonen, 198.3 for a review of this 
literature). Detailed studies of subjects' eye-fixations while 
solving spatial tests (Just & Carpenter, 1985; Lohman, 1977; Snow 
1980) and modeling of solution latencies on complex spatial tasks 
(Kyllonen, Lohman, & Snow, 1984; Kyllonen, Lohman, & l'Toltz, 19841 
support these retrospective reports. 

Kyllonen, Lohman, and 1 .. 101 tz (198if ) developed ~n extension of 
Sternberg's (1977) procedures for componential analysis that 
allowed them to compare various single strategy and strategy-shift 
models for subjects' performance on the synthesis trials of the 
visuali za tion tas~{ developed by Lohman ( 1979b). Sample items are 
shown in columns 4 through 7 in Figure 7 below. 

On each trial, subjects were required to encode and remember the 
first stimulus, to add one or two addi tio~al stimuli to this 
image, and them to compare the synthesized image with a probe. 
Al though total errors on the task were highly correlated with a 
reference Visualization factor (r = .66). Componential analyses 
suggested that, on each of the three task steps, different 
subj ects used different strategies. For encoding, some subj ects 
appeared to memorize the initial stimulus figure by representing 
the figure in memory as a set of basic features. Other subjects 
appeared to decompose the figure into more elementary units such 
as rectangle and triangles before representing the basic features 
of these elementary units in memory. Still other subjects 
appeared to label some of the figures and decompose others, 
shifting strategy according to the comparative difficulty of 
labeling or decomposing the figure. 

For synthesis, the analyses suggested that some subj ects either 
consistently synthesized figures and stored the resulting product 
or consistently failed to synthesize figures and instead stored 
the three figures as separate units. However, most subjects 
appeared to shift back and forth betvleen these two strategies or 
between one or both of these and a strate~J of combining only two 
of the figures, depending on the complexity of the final image. 
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For the comparison step, the analyses suggested that some subjects 
compared their mental image of the set of figures with the test 
probe one feature at a time; some subjects compared the two in 
larger units, one chunk at a time; and still others shifted back 
and forth between the feature- and _unit-comparison strategies, 
depending on the relative difficulty of the two methods. A small 
subset of the subj ects appeared to compare their image with the 
probe by the feature-comparison t-echnique, except on items in 
\vhich the image and probe differed radically. Nhen the 
image-probe discrepancy was great, these subjects quickly 
responded that the two were different and avoided the more 
time-consuming feature-cocparison strategy. 

In tvlO of the three task steps, sOl!le of the stra tegi-es appeared to 
be better than others in that subjects who used them made fewer 
errors or performed the task step more quickly. For the encoding 
step, those who consistently used the decomposition strategy made 
fewer errors and encoded faster than subjects in the other 
strategy groups. Feature analysis was sho\ffl to be an accurate 
strategy but - one that resulted in slow encoding. 
Decomposition-labeling shifting was a quick strategy, but it led 
to more errors, possibly because labeling resulted in a poor 
description of the figure. In the synthesis step, the strategy 
that led to fewest errors was a shift strategy that required 
subjects continually to synthesize figures and evaluate their 
product until an optimal combination was obtained. The poorest 
strategy for this step was one in which subjects worked backward 
from the available stimuli to the previously presented one. 
ICyllonen et al. (1984) argued that subjects using backward 
synthesis were forced into this strategy because they simply could 
not remember the figure that was out of view. 

Further, stra tegies .lere systematically rela ted to abiE ty 
factors. For the encoding step, for example, those who selected 
the decomposition strategy tended to score higher on measures of 
Visualization (Gv) and Closure Speed (Cs). It may be that the 
s~ci1ls represented by these factors are necessary to execute the 
decomposition strategy. For synthesis, the subjects who selected 
the most demanding shift strategy which required constant 
synthesis and evaluation processes, tended to score well on all 
ability te£ts. Here aptitude may have played a restricting role 
in strategy selection: The most demanding strategy may have 
required the greatest amount of skill. 

Strategy shifts can be noise or substance. They can be noise if 
the goal is to estimate a particular set of process parameters 
(e. g., rate of rotation) from a sample of items. They can be 
substance if, at some point, higher levels of skill ~ean having a 
flexible approach to problem solving. In either case, in 
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interpreting research on spatial abilities, we cannot presume that 
all problems are ~olved in the same way or that subjects differ 
only parametrically, that is, in the speed or power with which 
they execute a common set of processes. The spatial abilities 
measured by Visualization-factor tests appear to be J:lore complex 
than this. Such tests are often more like figural reasoning tasks 
with a spatial component than pure tests of some combination of 
spatial skills. 

A faceted test of several spatial abilities 

~'!e have argued that the various spatial factors differ in terms of 
the information-processing requirements of the tests which define 
them. If this is true, then it should be possible to measure 
different spatial factors by systematically manipulating the 
complexi ty of processing required by a single task. This 
hypothesis led to the development of a faceted spatial task in 
which items varied systematically in presu~ed processing 
complex~ ty' in order to represent the sort of items typically 
observed in marker tests for various spatial factors, from simple 
Perceptual Speed and Closure Speed tests through Spatial Relations 
tests to complex Visualization tests. Subjects were required to 
memorize, synthesize, rotate, and match various polygons. 
Ememplary items from this task are shown in Figure 7. 

The first column in Figure 7 shows the sequence of events for the 
simplest item; simple 90 and 180 degree 'rotation trials are shown 
in columns 6 and 7. The plus sign indicates the location of the 
synthesis, and, on two-piece additions, subjects were instructed 
to work from left to right (e. g., columns 5 and 7). Stimulus 
complexity of both the stimulus pieces and to-be-constructed 
stimulus was varied systematically. Complex pieces could combine 
to form either a simple or a complex product image, and simple 
pieces could do the same. Finally, all types of addition could be 
followed by rotation, as shol-tn in columns 8 and 9. The three 
levels of construction (zero, one, or two additions), three levels 
of rotation (9, 90, or 180 ), three levels of stimulus complexity 
(low, medium, or high), and two types of discriminative response 
(correct or incorrect) were fully crossed. Additionally, location 
of addition (left or right) and complexity of the 
to-be-constructed image were crossed with each other and all other 
design facets for construction items. In addition to correctness 
and confidence, two or four latencies were recorded for each item: 
encoding (time to memorize the first figure), synthesis (time to 
synthesize the separate stimuli), rotation (time to rotate 
stimuli), and comparison (time to accept or reject the test 
probe) • 

A stratified rand0m sample of 30 high school and college males 
selec:t~rl to represent the full range of verbal and spatial 
abili ties in a much larger sample of high school students and 
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university undergraduates solved the 216 items in this task. All 
subjects had previously taken a large battery of reference 
apti tude tests including measures of verbal ability (V), fluid 
ability (Gf), memory span (11s), Perceptual Speed (Ps), Closure 
Speed (Cs), Visualization (Vz), Spatial Relations (SR), and a 
questionnaire on the vividness of visual imagery. 

Suhscores computed by averaging over selected facets of the task 
were then correlated with these reference ability factors. 
Correlations between synthesis trials and the visualization factor 
increased systematically with number synthesis operations required 
(r = .21, r = .43, and r = .55 for zero-, one-, and two-piece 
additions, respectively). Correlations between rotation trials 
and both the Visualization and Spatial Relations factors increased 
wi th amount of rotation required. However, when posi ti ve and 
negative trials were separated, correlations with the SR factor 
were significant only for the negative trial rotation items {r = 
.04 and r .37 for positive and negative rotation items, 
respectively. Correlations with the Visualization factor were 
highest for items requiring a single addition followed by rotation 
(r = .67). As complexity was increased further by requiring the 
addition of two stimuli to the base and then a rotation (columns 8 
and 9 in Figure 7), correlations with the Visualization factor 
declined while correlations wi th ~temory Span increased. Thus, 
1ncreases in complexity beyond a certain point become 
disfunctional when attempting to measure spatial abilities. 

It was expected that performance on the &implest items {column 
in Figure 7) would be most strongly related to perceptual speed. 
On these items, subjects memorize the first figure and then 
determine whether it matches a second figure. Only one figure was 
visible at a time. However, neither errors nor latencies on these 
trials were correlated with the Perceptual Speed factor. As 
previously noted, tests used to estimate spatial factors in lower 
branches of the hierarchical model tend to be sensi ti ve to what 
sometimes appear to be minor variations in method (cf. Glushko & 
Cooper, 1978). The fact that both initial and test stimulus were 
not visible at the same time, or that items of various types were 
randomly intermixed rather than blocked as on ability tests, may 
have caused these items to measure abilities other than perceptual 
speed. Indeed, when total latency was decomposed into time to 
memorize the first figure (memorization) and time to accept or 
reject the second figure (match), the match latencies showed 
correla tions in the 0.4-0.5 range 'vi th a wide variety of spatial 
tests. 

Correlations with Closure Speed Here highest for those items 
requiring right additions of three stimuli that combined to make a 
simple new image. 
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Finally, correla tions bet.leen errors and latencies showed that 
speed of solving simplest ite~s offered no prediction of number of 
errors on complex problems. 

Facet tests can provide much information. Here, the facet design 
helped demonstrate the fact that various spatial factors are 
arbitrary points in a continuous, but multidimensional space. 
Further, loadings of scores for different item-types on reference 
abili ty factors were systematically altered by manipulating the 
information processing requirements of the items. 

Conclusions 

l'[e can summarize the implications of these studies of perceptual 
speed, spatial relations, and visualization performance and the 
relationship to Kosslyn's and Poltrock and Brown's researnh. 
Individual differences data obtained from several simple and 
complex spatial processing tasks can be considered together to 
formulate a preliminary answer to the question of what constitutes 
spa tial ability. By looking across tasks, one might initially 
conclude that spatial ability is a function of several capacities 
including the ability to establish precise and stable 
representations of unfamiliar visual stimuli. Suc~ 

representations can then be operated on or transformed .,ith 
minimal information loss or degradation. It appears that 
indiv~duals high in spatial ability are faster representing 
unfamiliar visual sti~uli and in constructing representations that 
are ~ore precise. Differences in the quality of representation 
may also give rise to other speed differences such as the superior 
rotation and search rates observed in different tasks. Problems 
of representation are most apparent in the more complex tasks that 
require the representation and manipulation of stimuli having 
several interrelated elements. If we assume that stimulus 
representation and processing involve a visual short term memory 
or buffer, then skill differences may also be a function of 
capaci ty and resolution \oTi.thin this system. Differences betueen 
spatiil relations and visualization tas~s may partially reflect a 
difference in the importance of coding versus transformation 
processes wi thin this system. Another difference between the tiolO 
factors ~ppears to involve single versus multiple transformations 
and the coordination and monitoring of the latter. Complex 
spatial tasks also can require general reasoning and 
problem-solving skills. 

These illustrations of linking information processing research 
with individual differences emphasize the importance of trying to 
relate dimensions of variation in human performance with theories 
and !'lodels of the l'lechanisms underlying a given intellectual 
performance. Our understanding of intellectual ability, and 
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spatial ability in particular, is enhanced 
simultaneously the dimensions of variation in 
problems and the mechanisms responsible for 
performance variation 

Acquisition of Spatial Processing Skill 

by considering 
solving spatial 
performance and 

1'1e know that there are reliable individual differences in spatial 
ability. l'fe also know that such differences are partially 
attributable to the speed and accuracy of executing specific 
mental processes. It is not uncommon to view such aptitude 
differences as relatively stable characteristics of individuals 
and populations. Standard testing procedures tell us that if ,'Ie 
re-administer ability tests then the test-retest correlations will 
be high, 0.75 or above for any respectable test. In addition, 
absolute scores will not change greatly. An individual's scores 
may go up or down by a few points reflecting practice or 
regression to the mean. Such data are often interpreted as an 
indication that ability differences represent immutable 
characteristics of individuals and that they are relatively 
fixed. 

Another basis for the belief in the stability of intellectual 
abilities comes from longitudinal research projects in which 
individuals are administered tests for several years in 
succession. In these cases, one can compute correlations between 
intelligence as an adult and intelligence at various points 
earlier in development. In fact, test scores obtained from 
infancy typically are poorly correIa ted ,vi th adult intelligence. 
However, beginning in the preschool years the correlations are 
statistically significant and by the elementary school years they 
are quite large. 

Ignored here is the fact that stability and change can have two 
meanings. One meaning refers to the relative level of performance 
and the other refers to absolute level of performance. The 
correlation between perforl'lance at tHO points in time ignores 
absolute changes and instead reflects only shifts in individual 
devia tions from one group l'Iean from time 1 to time 2. Thus, a 
preoccupation with correlations obscures the fact that all 
abilities show substantial growth, often into the mid-twenties and 
beyond. 

Our view of intellectual abilities may be distorted by 
correlations that show only relative stability yet are erroneously 
j.nterpreted to mean absolute stability of such abilities. A 
different vie,o, of intellectual abilities is suggested by research 
combining developmental and inforr.lation processing approaches. 
Anyone \oTho has been involved in develop!'lental research, or ~lho l:las 
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been a parent, knows the changing capabilities of children at 
different ages. These developing capabilities can be documented 
for specific intellectual functions such as those associated with 
spatial inforl'lation processing. Figure 8 is an illustration of 
developmental changes in one aspect of spatial pror.essing. These 
data are from a study conducted by Rob Kail on the development of 
rotation speed (Kail, 1983). Rate of rotation changes 
substantially and reaches adult-like levels in early adolescence. 
Like many other physical and mental characteristics, the growth 
curve is best captured by a logistic function. These data 
illustrate the point that there are substantial absolute chapges 
in specific mental functions that are associated with maturation. 
These data also argue that components of spatial ability are not 
fixed even if there is rela ti ve stability or ordering of the, 
indi viduals wi thin and across ages. Similarly, anyone who has 
teste~ individuals in a laboratory information processing task can 
tell you that the ubiquitous law of practice operates. 
Individuals show substantial practice effects in tasks such as 
mental rotation. These practice effects occur within testing 
sessions that last an hour and over multiple testing sessions 
occurring on different days. However, most ability tests are 
administered in tiMe intervals ranging from three to thirty 
minutes. The typical aptitude testing si tua tion does not permit 
much in the way of adaptation to tas 1{ demands. Thus, it is not 
too surprising that differences in test performance, both relative 
and ansolute, remain coderately stable over testing situations • 

• • 
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Figure 8 Developmental changes in rate of mental rotation. 
From Kail, 1983. 

Typical aptitude tests tell us ho .. Q.l1 individual performs at a 
given point in time. Infornation processing analyses tell us what 
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mechanisms are responsible for those individual differences. ~,'hat 
tests and process analyses do -not tell us is how well an 
indi vidual might ultima tely perforl!l given sufficient practice, 
training or exposure to the cognitive performance (I.omain. l'fe have 
been exploring this issue in a series of studies that follow from 
our process-oriented. approach to the analysis of individual 
differences in spatial aptitude. 

','Ie will briefly describe two such studies, _ the first of which had 
several different purposes (Alnerton, Pellegrino, & Lydiatt, 
1984). The first purpose was to examine changes in components of 
spatial processing as a function of practice. The second purpose 
vias to examine such changes for high and low ability individuals 
in the context of two different spatial processing tasks. One 
task represented spatial relations ability and the other 
represented spatial visualization ability. The third purpose of 
the study was to examine changes in reference ability scores as a 
function of extended practice on laboratory spatial processing 
tasks. Specifically, vie were concerned with the effect that 
extended practice in spatial tasks might have on measured ability 
levels. The fourth major purpose of this study was to examine 
reference ability scores and cOr.lponents of spatial processing 
after a long delay interval. 

Initially the individuals were administered a battery of reference 
tests assessing various spatial factors including perceptual 
speed, spatial relations, and spatial visualization. ~'Je then 
selected 36 high and 36 10111 ability -individuals for extended 
testing on two processing tasks. Subjects were familiarized with 
each task during an initial practice session. They then received 
eight sessions of testing with four sessions on each processing 
task. The two tasks were mental rotation and form board 
solution. At the end of testing, the reference battery was 
re-administered. Finally, two to three months after the study was 
completed, many of the individuals returned for two additional 
sessions. The first delayed session was used to re-administer the 
reference test battery while the second session was used to 
collect performance data on the t,,,o spatial processing tasks. 

Data from both tasks showed that practice leads to substantial 
improvement in the speed of executing specific mental processes. 
Figure 9 contains one such example. It shows data on the speed of 
mental rotation as a function of both testing session ann 
pre-experimental measures of spatial ability. Two things are 
apparent. On the initial testing session there are substantial 
differences among individuals in the speed of rotation and the 
ordering of groups is consisterit with the reference ability scores 
obtained prior to the experiment. However, the low ability 
individuals are capable of achieving highly speeded performance as 
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a function of practice. Their initial inferiority rela ti ve to 
high ability individuals is not completely eliminated by providing 
practice, although they do achieve processing speeds equivalent to 
the levels exhibited by the highest ability individuals at the 
start of testing. The question then is what effect all this 
practice has on the performance of both high and low ability 
individuals when we remove them from the laboratory task situation 
and retest them .vith standard measures of spatial ability. 

Figure 10 contains three panels representing performance on three 
different spatial factors. In each panel, pretest, posttest and 
delayed-test data are presented for our high and low ability 
groups. Data ar~ presented as percentiles based on external 
norms. In the left hand panel, there is a SUbstantial pretest to 
posttest gain in performance for t"10 different perceptual speed 
measures. In the center panel, the low ability individuals show 
substantial gains in performance for two different spatial 
relations measures. In the right hand panel, the low ability 
individuals shovT a substantial gain in performance for the spatial 
visualization measure. The performance changes exhibited in this 
figure exceed nornal test-retest effects and can not be attributed 
solely to regression toward the mean. 

One might wish to assume that the effects of extended practice on 
reference ability measures are situation specific and ephemeral. 
There are three arguments against this conclusion. First, the 
effects observed in test score performance following extended 
practice were not limited to a single test. Instead, they 
zeneralized to other tests including measures of perceptual speed 
and other measures of spatial relations using very different types 
of visual stimuli. Second, the laboratory tasks are different in 
forl!\at and content fro!'! the reference tests they were modeled 
after. Third, for every reference test, performance in the 
delayed testing session foHol-ling extended practice. A sinilar 
pattern of results was obtained for performance measures from the 
laboratory spatial processing tasks. 

The data frOID this extended practice study can be discussed in 
several .,ays. ~irst, they replicate previous results showing 
speed and accuracy differences in specific components of spatial 
processing. There are replicable differences betvTeen high and 101, 
ability individuals in various components of spatial processing. 
Second, the data inr,icate the..t many low ability individuals are 
capable of substantial improvement in various components of 
spatial information processing. By the- end of four sessions of 
testing, we have not transformed our low ability individuals into 
our high ability individuals. He have, however, reduced some of 
the differences between ability groups. The changes in spatial 
processing ability are still evident after a delay of several rronths. 
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A second study illustrates an attempt to further examine the 
effects of extended practice on mental rotation processing 
parameters and psychometric indices (Regian l Pellegrino, 1984). 
The previous study denonstrated that practice on laboratory 
spatial processing tasks can influence performance on subsequently 
administered psychometric tests. The design o~ the present study 
permitted an investigation of the hypothesis that extended 
practice at mental rotation might translate to a specific pattern 
of enhanced performance on tests varying in content and factor 
identification. Previous research on mental rotation has also 
demonstrated practice effects for both the slope and the intercept 
of the rotation function. !'!ha t is not clear is if either or both 
of these are general processing effects and/or stimulus specific 
processing effects. The present design permitted the 
discrimination of practice effects due to increased efficiency of 
specific processing components and practice effects due to 
stimulus familiarity. 

Thirty-seven individuals were tested on a battery of spatial 
tests consisting of tvlO perceptual speed tasks, tivO spa tial 
relations tasks, and one spatial visualization task. They were 
then given five sessions of mental rotation practice follmve~. by a 
readministration of the spatial test battery. The sessions varied 
with respect to the presence or absence of specific sets of 
"equivalent" stimuli. Stimulus set X vIas presented in five 
sessions and provides a baseline for comparing practice effects. 
Stimulus set Y occurred in sessions one, two, and five, while 
stioulus set 'Z occurred in sessions· three, four, and five. As 
indi viduals beca!!le increasingly practiced at mental rotation it 
was possible to compare stimulus sets \Oli th varying degrees of 
familiarity to observe general and item specific effects. Session 
three provides key comparisons of interest since individuals Here 
highly familiar with one set of stimuli but unfamiliar with the 
other set of stimuli. In all sessions, the stinulus sets were not 
separated but were randomly interl!lingled. All stimuli consisted 
of random polygons sil'lilar to those found on the Card ::otation 
Test. 

Practice related changes in the intercept of the rotation function 
were substantial and primarily complete by session three. In 
addition, these effects fully generalized to the new stimulus 
set. Changes in the slope were also su1Jstantial and continued 
over the course of the experiment. 1iore importantly, these 
effects did not generalize to the neil stimulus set in session 
three. The slope for the unfamiliar stimulus set in session three 
was equivalent to the slope for the stimulus sets in session one. 
Thus, the intercept reduction was independent of stimulus 
familiarity Hhile the slope reduction was not. Figure 11 ShOilS 
that both of these practice effect patterns were present for high 
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and low ability individuals. In addition, the figure shows that 
ability differences exist for both components of processing at the 
beginning of practice and are reduced by the end of practice. 

1.1 II11UCU15 t .• lUI'D 
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l II 

I.' • Uy 0 I.' 

~ 
.. I 6 1.' 1.1 
• I 0 

• 1 I 
... , • 1 s. • 

..• . 1 .. : .... ~ ~~.~ .S Jol 

.1 101 

IUSI ... SUS ... 

Figure 11 Ability differences in practice effects for 
parametArs of ment~l rotations. Filled symbols 
for low ability. 

As in our previous study, practice had an i~pact on ability tests 
with individuals showing syste~atic increases on all five tests. 
These increases \.,rere beyond what would be expected in a 
test-retest situation without intervening practice. Since each 
test is scaled differently, it is useful to express the pretest to 
postt.est changes in a standardized format. By dividing each 
absolute change by the maximum possible change we obtain the 
percent increase in performance relative to the maximum possible. 
Of the two perceptual speed tests, there was a mean increase of 
52?, on the cards ~ota tion Test and 42~ on the Primary r·lental 
Abilities space test. Again, the stimuli for the cards tests are 
more similar to the stimuli in the practice study than are the 
sUl!luli from the Pt1A space test. The :spa.tial vis'lalizatifJ"! tasks 
showed an increase of 2B~. A s~aller increase on this task wo~ld 
be expected since spatial visualization tasks involve processing 
components of perceptual speed and spatial relations tasks, ~ut 
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also require higher order processing componen~s as well. Finally, 
ve should note that in most cases, loVI ability individuals 
achieved performance on the posttest comparable to high ability 
individuals on the corresponding pretest. 

Conclusions 

Tve think that our data on the relationships among practice 
effects, ability levels and test scores provide a strong argument 
for the need to combine psychometric, information processing, and 
developmental or learning approaches to the study of intellectual 
ability. Certainly, the data indicate that ability differences 
manifest on standard reference tests are interpretable in terms of 
theories and models of spatial information processing. However, 
our data on practice effects, as \'lell as developMental data, also 
seem to argue that differences obtained in a five to 25 minute 
testing session are not the whole picture Vii th respect to an 
individual's abilities in the spatial domain. Like many other 
cognitive activities, spatial processing is subject to substantial 
developmental change and practice effects. Our low ability 
individuals show this to be the case. lr1hat we have not shown are 
data on individual subjects. These data reveal that the practice 
effects obtained in the experimental tasks and the score changes 
on the reference tests are highly variable over individuals. Some 
low abUity individuals sho\-1 sUbstantial il'1provements in spatial 
processing .,hile others do not. Other experimental attempts to 
improve subjects' performance on visualization tas1cs using 
different interventions also show that different subjects profit 
most readily from different types of trea tnents CCyllonen, Lohman, 
& Snow, 1984). Typical testing procedures are incapable of 
detecting such differences and provide little or no information 
about the level of performance or skill that an individual could 
achieve. 

IMPLIC.l\.TIONS FOR ASSESSMENT 

Questions about intellectual ability, including the development of 
a comprehensive theory of intellectual ahility, can be better 
pursued .lhen psychometric, informa tion processing, and 
developmental approaches are integrated. I'!e have tried to 
illustrate this by reviewing efforts of this type focusing on 
spa tial cognition. Si!I1ilar illustrations could be provicled for 
other areas of cognition such as verbal ability and reasoning. 
For many ye'ars, psychometricians have knm·m about individual 
differences in spatial coe;ni tion. and they have developed !'lany 
instru!'lents that assess this aspect of intellectual abilitj. 
These instruments predict performance in certain academic and 
technicil courses. 8y linking information processing theories an~ 
r.JethocJ.s of analysis with psychometric data "e have begun to 
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understand better individual differences in spatial ability. By 
introducing an individual differences approach into information 
processing theory we have also begun to tap a powerful method for 
testing certain basic assumptions of this theoretical 
perspecti ve. !!ore specifically, individual differences are what 
Unden/ood (1975) termed "a crucible in theory construction" 
providing tests of assumptions such as separability of processes 
and process invariance over situations. By combining information 
processing and developmental or learning approaches 'Ie can better 
understand the qualitative and quantitative performance changes 
tha t occur vIi th development, experience, and practice. Such a 
combination of perspectives also enhances our understanding of the 
evolution of cognitive structures, processes, and knowledge. All 
of the preceding represent enhancements to theory. 

There are also benefits to be gained relative to the technology of 
ability assessment. Slsewhere, it has been argued that modern 
co~puter technology, in combination with extant psychometric 
procedures and information processing models, can contribute to 
neu forms of ability assessment (Hunt & Pellegrino, in press). 
This can come about in two general ways. The first is by 
permitting a more refined measurement of performance for tas~s and 
factors currently in use. The second is by permitting the 
measurement of performance on tasks that it would be impossible to 
present without modern technology. 

In the first case, enhanced assessment may be accomplished by 
decomposing performance on perceptual speed, spatial relations, or 
spa tial visualization tas!:s into sets of measures reflecting 
cognitive processes and capacities. Rather than just an overall 
performance score, we also derive measures of variables such as 
encoding speed, rotation speed, and transformation accuracy. The 
faceted synthesis and rota tion tas~c shm.,rn in 'i'igure 7 represents a 
preliminary step in this direction. The tasks and measures used 
come from existing tests and theories. At present, it is possible 
to construct a battery of computer-administered tasks preserving 
the general factor structure we have referred to throughout this 
paper while at the same time providing detailed diagnostic 
inforr.lation about specific cognitive functions. To do so would 
requir~ two things: (1) systematic problem sets like those used in 
process analyses of individual differences, and (2) computers for 
the presentation of problems and the monitoring of response 
1a tency and accuracy. This can be done now for many 
perceptual-spatial processing components by simply drawing upon 
inforl'lation processing studies such as those describ,ed earlier. 
Tie could also enhance such a battery by including tasks that do 
not currently appear in paper and pencil batteries but which 
assess certain imagery and spatial functions postulated in 
T\:osslyn I s theory. Some of the tasl~s could be drawn from the \'fork 
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of Kosslyn et al. (1983) and Poltrock and Brown (1984). It should 
be noted that one contribution of information processing research 
to the construction of such an assessment battery is a framework 
and method for decomposition of existing measures while a second 
contribution is the generation of new tasks and measures. 
Further, careful process analyses of existing tests may suggest 
ways in which such tasks could be altered in order to make them 
more dependable indicators of the constructs they purport to 
measure. All of the foregoing deal with the processing of static 
displays of stinuli. 

The second case that must be considered with respect to spatial 
cognition is the processing of dynamic rather than static spatial 
relations. Our intuitive sense of "spatial ability" is that it 
extends beyond deali!lg with static images and is frequently 
exercised in a world of objects moving in relation to each other 
and individuals Moving in relation to objects. Given two or more 
objects on a display moving \vith a certain speed and on a ceI'tain 
traj ectory, how well can 've predict and infer \·/ha t \lill happen? 
\HII they collide? Uhich one , .. ill reach a certain point first? 
l.1hen uill an object reach a certain point? The processing of 
dynamic spatial relations is of interest both in terms of 
psychological theories of spatial cognition and in terms of the 
psychometric assessment of human spatial abilities. Furthermore, 
research on dynamic visual abilities using fili'! tests suggests 
that some dynamic spatial abilities may be identified that are at 
least partially independent of spatial abilities measured by 
paper-and-pencil tests (Seibert & Snow, 1965). Theory-based 
measures of dynamic spatial abilities would probably sho~/ even 
greater uniqueness. Computer technology permits the development, 
implementation and evaluation of dynamic spatial reasoning tasks 
that are otherwise not possible even with film. Such tasks might 
constitute an important part of the assessment of spatial 
ability. Should we just go ahead and develop such tasks or should 
ue do so Hi thin a theoretical context? Asked in another \fay, do 
,,,e want to do more than just simply report correlati,ons between 
ne,/ instruments and old ones? \'Te believe that the answer is 
obvious. '!'he solution is to develop tasks and analyze 
relationships within an information processing framework. By 
r:1.oing so He can enhance both theory and practice at the same 
time. 

l·re need to consider the benefits of such modified assessment in 
light of another practical issue, one that has been at the center 
of much controversey. The issue concerns the goals and purposes 
of assessing intellectual ability and the uses of mental tests. 
For some time there has been~onsensus among psychometricians that 
the predictive level of mental tests is probably about as high as 
one can expect to achieve, given the typical constraints of the 
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testing situatiqn. The historical emphasis on predictability 
stems from two sources, the first being the use of tests for 
selection purposes. Il!lplici t in this use, however, is a vie\-I that 
abilities are relatively stable. That is, the assumption 
underlying traditional mental testing is that some mental entity, 
call it g, or Gc, Gf, or Gv, or v:ed or k:m determines success in 
school and similar intellectual endeavors. By measuring this 
accurately, one can then predict a person's success in such 
endeavors. FrOB cognitive and developmental perspectives it seems 
more reasonable to start with the point of view that intellectual 
skills are nalleable rather than fixed. j·rith a Malleable 
intelligence as the starting point, the predictive value of tests 
is no longer a prime concern. If lie believe that intelligence is 
malleable, then what educators need to know are those experiences 
that Ilill be I!lost li!~ely to assist a student to achieve particular 
educational goals. Believing that intelligence is malleable, the 
value of tests lies in their ablli ty to provide some of the 
information needed to design instruction appropriate for an 
individual. Thus, the i~portant criterion for evaluating a test 
becomes its diagnostic value. Mental tests derived from the 
predicti ve tracti tion in psychometrics are not terribly useful in 
this regard. The outcome of almost any mental test is a score 
that si~ply indicates a person's standing relative to a normative 
sample. However, such information is insufficient for the design 
of appropriate instruction. In this reg~r~" mental tests are not 
unlike a thermometer as a measure of physical health. They 
provide a rough index as to lo/hether a person is heal thy or not but 
provide precious little in the .. ay of specific diagnostic 
information. One could hope then that by combining the focus on 
process exemplified in information processing and developmental 
approaches vii th existing ps:rchometric measures, it would be 
possible to devise instruments and testing situations that, 
although they nay be no more predictive than their predecessors, 
will provide fIlore extensive diagnostic information regarding an 
individual's cognitive assets and liabilities. This would include 
testing situations sufficiently extended so that changes in 
performance could be observed, including the capacity to adapt to 
novel si tua tions and automate performance (Sternberg, 1984 and 
Chapter 3, this volume). 

In summary, whether considering practical issues of the uses and 
misuses of tests or the more theoretical facets of intelligence 
and intellectual ability, the conclusion is much the same. 
Psychometric theory and practice, though it has long held center 
stage, is necessary but not sufficient to address the theoretical 
and applied issues associated liith intellectual ability. 
Information processing theory is a relative newcomer and it alone 
or in combination with developmental theory is also insufficient 
to address these issues. An integration of perspectives and 
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disciplines is needed to achieve progress in understanding many of 
the theoretical and pragl!latic issues associated with the 
constructs of intellectual ability in general, and of spatial 
ability in particular. 
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CHAPTER 7 

A FOCAL REVIE~J OF RESEARCH ON THE LURIA-DAS MODEL OF COGNITIVE PROCESSING 

L.Z. KLICH 

University of New England, Australia 

INTRODUCTION 

It is now a decade since the simultaneous-successive model of 
cognitive abilities, derived from the work of A.R. Luria, was 
publicised in Psychological Bulletin, (Das, Kirby & Jarman, 1975). 
Hore recently, the Kaufman Assessment Battery for Children 
(Kaufman & Kaufman, 1983), which is explicitly based on Luria's 
theory of functional organisation in the human brain and 
incorporates extensive measures of simultaneous and successive 
information processing, has attracted a great deal of attention, 
and reviews of it (SeH'ell, 1983; Sternberg, 1983 ) have raised 
relevant questions about the validity of Luria's theory. 

Sternberg (1983) has argued that the empirical literature 
supporting Luria's theory is rather sparse, tha t the bulk of 
research on simultaneous and l;luccessive processing factors has 
come from one source i.e., the work of J.P. Das and his 
colleagues, and that "most other psychologists studying 
intelligence, who are not believers in this theory, have not 
isolated factors even remotely resembling the simultaneous and 
successive ones" (p. 202). It seems apposite therefore at this 
time to consider in closer detail how and in what contexts Luria's 
theory has come to be operationalised in the research literature, 
to critically examine the analytical procedures used, to evaluate 
how the resulting data have been utilised as evidence in support 
of the theory, and thus identify any major areas of methodological 
or interpretative concern. 

After a short introduction to Luria's theory, and a brief survey 
of the evidence relating to simultaneous and successive 
processing, this review will focus on two areas considered 
problematical in the literature: a) research with different 
cultural groups which has been cited in support of the Luria-Das 
model, and b) associated methodological procedures. 
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LURIA'S THEIRY 

Luria's theory of functional organisation in the human brain was 
concerned with the cerebral bases of psychological processes, or 
how intellectual functions relate to cortical and subcortical 
neurological components. Luria was an eclectic scholar and 
prolific researcher (Cole, 1977; Pribram, 1978), who consistently 
acknowledged his indebtedness to the ideas of his mentor and 
colleague, Vygotsky, and emphasized that valid pychological 
theories needed to be constructed from a sound physiology of brain 
activities (Cole, 1979). 

The need to develop scientifically-based techniques for the 
resti tution of damaged human brain mechanisms after the Second 
World War led to Luria's most prodigious research, the maj or 
practical tasks of which tofere to study the nature of functional 
change following brain lesions, to identify the factors underlying 
disturbance amongst groups of cognitive tasks, and finally, where 
possible to encourage rehabilitation of brain-injured patients by 
devising programmes to restore impaired functions. lfua t came to 
be known as Luria's neuropsychological method, or syndrome 
analysis (Christensen, 1975), was evolved from such clinical 
investigations of human behaviour and Luria himself likened the 
procedures to qualitative "factor analyses in individual subjects" 
( 1970, p. 72) • 

An adequate conceptualisation of the brain's functional 
organisation was clearly necessary in order to direct the 
restoration of cognitive operations through system reorganisation, 
and so the nature of cortical and sub-cortical components in the 
coordination of mental activities came to be painstakingly 
inferred from persistent observations of brain-behaviour 
relationships. Innumerable such "individual factor analyses", 
gathered over many years of research and involving many different 
localised lesions, enabled Luria to gradually build a 
comprehensive though succinct neuropsychological theory of 
functional organisation in the human brain (Luria, 1970; 1973; 
1979) • 

Luria stated that higher mental functions are complex, organised 
functional systems .Thich operate as the result of interactions 
between differentiated brain structures. This dynamic 
localisation of fUnctional cognitive systems relies on elements 
represented in different areas of the brain which may be 
integrated according to the demands of a processing task. Luria 
(1971) stressed that such functional systems of conjointly working 
cortical zones are not predetermined structures, but are formed 
during the course of each individual's development in response to 
environmental and social influences .. The theory therefore appears 
to have potentially extensive applications in cross-cultural 
psycholo~J • 
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According to Luria, the functional organisation of the brain can 
be understood in terms of three basic units. The first unit is 
responsible for regulating the energy level and tone of the cortex 
(i.e. for optical arousal), and is located in the brain stern and 
reticular formation. The second unit is highly specialised for 
the analysis, coding and storage of information, and Luria 
considered that it operated through two forms of integrative 
acti vity: simultaneous synthesis, or the integration of stimuli 
into maintained spatial groupings, and successive or sequential 
synthesis, where serially perceived stimuli are temporally ordered 
such that each element exists only as part of a retraceable 
sequence. The occipi to-parietal zones are responsible for 
simultaneous synthesis, and the temporal and frontotemporal 
regions for successive synthesis. 

Both forms of synthesis operate at the perceptual level (in the 
course of direct perception), at the mnestic level (during the 
process of memorLsLng previous experience), and at the 
intellectual level as part of the performance of complex higher 
cognitive functions such as the syntactic structure of narrative 
speech (successive) or comprehension of interrelated mathematical 
concepts (simultaneous). The third unit of the brain, comprising 
the frontal lobes, is involved in the orgnisation of conscious 
activity through the programming, regulation and verification of 
behaviour Le., planning and monitoring functions. 

Luria's theory provided a provocative fusion of original findings 
and reinterpretations of evidence long-established in the field of 
neurology, and was soon applied in developing the new discipline 
of neuropsychology. Thus, Jakobson (1971), a linguist, utilised 
Luria's model in tackling the problems of linguistic aphasia, and 
considered that "among the contributions of neurologists, 
psychiatrists and psychologists to the study of aphasia, Luria's 
work seems to be the most instructive" (p. 98), particularly the 
v/ay in which the hlo forMs of synthesis explained basic language 
disorders. Joint research between Jakobson, Pribram and Luria 
went on to postulate two major neurolinguistic axes underlying 
problems with the variety of language uses (Pribram, 1971, p • 
.3 59) • 

Suria's influence can also be seen in the work of Bruner and his 
colleagues on cognitive growth, and their "line of enquiry about 
the relation of serial and simultaneous orgnisation in perception 
and behaviour" (Bruner, Olver and Greenfield, 1967, p. 18). 
Bruner's transposition was probably the first attecpt to apply 
Luria's ideas beyond the clinical pale and into the realm of 
\·Jestern individual differences psychology. Luria's theory ioTas 
based on data frol!l 'individualised factor analyses' carried out 
with very atypical individuals. Recent attempts to exanine 

- 315-



Chapter 7 Klich~ Luria-Das model 

simultaneous and successive syntheses as dimensions of individual 
differences in more normal samples have relied heavily on 
factor-analytic studies in the psychometric tradition. 

SIMULTANEOUS-SUCCESSIVE PROCESSING 

The introduction of Luria's model of simultaneous and successive 
syntheses into psychometric studies of individual differences came 
about through the apparent incapacity of a well-documented North 
American model of cognitive 'abilities' to explain the results of 
a study comparing patterns of cognitive functioning amongst 
atypical and 'normal' children. 

Das (1972) administered six tasks to samples of mildly retarded 
and non-retarded Canadian children in order to examine whether 
Jensen's model of Level 1 and Level 2 abilities would explain any 
differences found between the two samples. In brief, Jensen 
(1970) had argued that intellectual performance depended on the 
combination of two abilities: ~evel 1 was simple association and 
memory, while Level 2 involved reasoning and conceptal learning. 
The two were also hierarchically arranged such that memory was 
considered necessary although not sufficient for reasoning, but 
not the converse. 

The six tasks ,.ere: Raven's Coloured Progressive Ha trices, widely 
acknowledged as a measure of reasoning and often thought to 
reflect general intelligence; Graham-Kendall's Hemory for Designs, 
a popular test for assessment of brain-damage which required 
children to reproduce visually d.isplayed designs from memory; 
Cross-modal Coding, where children listened to patterns of sound 
after '''hich they were asked to identify one of three dot patterns 
as resembling the original auditory stimulus; Visual Short-term 
Memory, in which a fi ve-digi t grid arranged in the shape of a 
cross ,las presented, and follouing a delay with a colour-naming 
filler task, children were asked to reproduce the digits on an 
empty grid; and finally Auditory Short-term ~1emory, which 
consisted of four-word lists. Twel ve lists had words that ,,,ere 
se!'lantically similar, anotlier twelve lists had words that were 
acoustically similar, and a further twelve lists had unrelated or 
'neutral' words. The child was required to recall each list 
orally immediately after its presentation, and two separate scores 
were noted-, one for items correctly recalled serially, and the 
other for total number of items correct, i.e., free recall. 

Results for the two saoples were separately subjected to principal 
components analysis, and for each group two factors- clearly 
emerged after orthogonal rotation. For both groups Raven's 
!la trices loaded highly on factor 1 but minimally on factor 2, and 
the reverse applied to Auditory Serial Recall and Auditory Free 
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Recall. The ether c.hree variables however showed a different 
pattern of loadings between the groups on the two factors (see 
Table 1). 

Table I 

Principal components with varimax rotation for 
retarded and nonretarded children: from Das (1972), p. 10 

Honretarded Retarded 

Test (Sim) 2 (Succ) I (Sim) 2 (Succ) 

Raven's Progressive ~~trices 792 161 786 007 
Memory for Designs 269 579 830 -061 
IQ Score 492 176 529 326 
Cross-modal coding 742 020 546 482 
Visual Short-term Memory 693 294 533 481 
Short-term Memory (auditory) 154 683 048 855 
Short-term Memory (free recall) 023 757 043 856 

N.B. Decimal points omitted. 

The starkest contrast was provided by· Memory for Designs, which 
loaded highly on factor 1 (with Raven's 1·1atrices) for the 
retarded sample, but in exactly the opposite way for the 
non-retarded group (i. e. with Auditory Serial and Free Recall). 
Cross-modal Coding and Visual Short-term tfemory for the retarded 
group had l!Iedium loadings spU t across both factors, but both 
loaded highly only on factor 1 (with Raven I s '·1atrices) foJ." the 
non-retarded group. 

Das I S interpretation inferred p!'ocessing differences between the 
two groups on the three variables with disparate loadings, and 
argued that the hierarchical memory-reasoning disti~ction did not 
provide a coherent explanation of these results. Borrowing 
Bruner I s terminology to propose that enacti VP. as against iconic 
rodes for tranSf01"Ili:l.llg information differentia tea '.:.;:-tween the 
non-retarded and retardod children seemed to prov.d~ ~ more 
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reasonable explanation of results on some tasks. However, Luria's 
non-hierarchical model of simultaneous and successi ve syntheses 
appeared to most cogently describe the two factors, suggesting a 
different use of these integrative processes by the two groups of 
children on particular tasks e.g., Hemory for Designs: 

" ••• in producing the designs, the non-retarded child, is 
defining the task operationally as a sequence of pencil 
movements which he remembers, and this guides his 
reproduction. The retarded child, on the other hand, has to 
remember it as a total picture ••• \'lha t we are suggesting 
here is that Jensen's Level I and Level II may be limiting 
instances of successive and simultaneous modes of processing 
information." (Das, 1972, p. 11). 

In subsequent investigation Das, his students, and colleagues from 
the University of Alberta extended and refined the battery of 
tests employed to operationally define simultaneous and successive 
syntheses (Das, 1973a, 1973c; Das, Kirby and Jarman, 1975, 1979; 
Das and Molloy, 1975; Kirby and Das, 1978). Utilising principal 
components analysis, factors representing the two modes of 
information integration across the range of tasks have been 
identified in different age-groups (Das and !1olloy, 1975; Jarman 
1979), in children of different socio-economic backgrounds (Das et 
al., 1975; Holloyand Das, 1979), in children assessed as having 
low, average, and high I.Q. levels (Jarman and Das, 1977), and in 
further groups of mentally retarded children (Cummins and Das, 
1980; Das and Cummins, 1978). 

Later studies have sought to validate Luria's predictive 
statements about the involvement of Unit 2 functions in specific 
intellectual tasks. As a result simultaneous and successive 
processes have been implicated in a variety of learning 
disabilities (Das, Leong, and Hilliams, 1978), in specific 
problems associated with achieving reading proficiency and the 
registration, coding and integration of linguistic information 
(Cummins and Das, 1977, 1978; Das and Cummins 1978; Das, Cummins, 
Kirby and Jarman, 1979; Kirby, 1978, 1980; Kirby and Das, 1977; 
Kirby, Hoore and Cousins, 1978; Leong, 1976, 1977, 1980a, 1980b; 
Ryckman, 1981), in the developmental shift from syntagmatic to 
paradigmatic word association (Cummins and Das, 1978; Jarman, 
1980a) , in narra ti ve speech (Cummins and ~1ulcahy, 1979), in 
cross-modal and intra-modal functions (Jarman, 1978c, 1980b), in 
the Uznadze haptic illusion (Cummins, 1976), the Huller-Lyer 
visual illusion (Jarman, 1979), and in the use of alphabetic 
mnemonics to recall labelled pictures (Jarman, 1978d). The two 
forms of synthesis have also been related to performance on test 
batteries of traditional primary mental abilities (Das, Cummins, 
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Kirby and Jarman, 1979; Kirby and Das, 1978), and on the old and 
revised Hechsler Intelligence Scale for Children (Cummins and Das, 
1980; Das and Cummins, 1978; Kaufman, 1981). 

Further confirmation of Unit 2 functions in Luria's model has come 
fror.I researchers who have examined real-life behaviours such as 
intentional-incidental learning (Hunt, 1980) and card-playing 
(Davidson, 1979). Some efforts have also more recently been made 
to extend the factor analytic model to encompass Unit 1 and 3 
functions such as attention (Hunt, 1980), and planning (Das, 1980; 
1984) • 

Other studies, lrThile malting no attempts to directly operationalise 
the two modes of processing have nevertheless called upon 
interpretations of them in research areas as diverse as university 
students' study processes (Biggs, 1978), the syndrome of dyspraxia 
in deaf children (Van Uden, 1981), dyslexia in schoolchildren 
(Aaron, 1978), the abili ty of young children to infer another 
person's thinking, or 'cognitive perspective taking' (Kurdek, 
1977, 1980), optometric treatment (Solan, 1981), and feature 
interactions in consumer judgements of product design (Holbrook 
and Hoore, 1981). 

A reappraisal with modifications of the Das battery was undertaken 
by Jarman (1978a) who tried to replicate Das's original (1972) 
investigation with a sample of retarded children only. Commenting 
on the consistency lrTith which simultaneous and successive 
cognitive processing factors had been found in a variety of 
populations Jarman stated that "the initial study of retarded and 
non-retarded children represents the only circumstance in which 
clearly discrepant patterns of abilities have been found" (Jarman, 
1978a, p. 344). This is in fact incorrect, since, as lrTill be 
established later, studies by Das (1973b) and Kr~~aniuk (Krywaniw{ 
and Das, 1976; Das, Kirby and Jarman, 1979) showed differences in 
the patterns of loadings on the same variables for 
culturally-different groups. The simultaneous marker tests used 
by Jarman \o[ere Raven's Coloured Progressive r·1atrices, t1emory for 
Designs, and Figure Copying (Ilg and Ames, 1964), which replaced 
Das's Cross-Hodal Coding. Figure Copying consists of geometric 
figures that are presented consecutively for reproduction while 
each is in full view. The successi ve mar!.ter tests were Serial 
Recall (a different label but the same test as Das' s Auditory 
Short-term ~1emory scored for correct serial order in recall), 
Vis.ual Short-term Memory, and Digit Span Forward from the N'echsler 
Intelligence Scale for Children, in which a child is asked to 
recall series of digits gradually increasing in difficulty from 
three digit span to nine digits. Digit Span replaced Das's Free 
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~ecall, which had simply been Auditory Short-Term Memory reRcored 
for total number of correct items recalled irrespective of their 
serial position. 

The results for Jarman's retarded sample yielded a factor matrix 
virtually identical to those found for other groups with the same 
tests (see Table 2): the two processing factors were clearly 
defined by their respective marker tests. Jarman therefore, 
considered that the inclusion of Figure Copying and Digit Span 
provided a clearer operational definition of the b/o modes of 
integration by lending stability to the simul taneous and 
successive factors. 

Table 2 

Principal components with varimax rotation for retarded children 
in Jarman (1978a), and comparisons with Das (1972): 
from Jarman (1978a), p. 347, and Das (1972), p.- 10 

Jarman (retarded) Das (retarded) Das (nonretarded) 

Test Sim. Succ. Sim. Succ. Sim. Succ. 

Raven's Matrices 943 07& 78& 007 792 1&1 

Figure Copying 8&5 -159 

Memory for Designs -894 183 830 -0&1 2&9 579 

IQ score 529 32& 492 17& 

Cross-modal coding 54& 482 742 -020 

Visual Short-Term Memory 0&0 977 533 481 &93 294 

Seria 1 reca 11 198 879 048 855 154 683 

Free recall 043 85& 023 757 

Digit-Span Forward 033 809 

N.B. Decimal points omitted. Hot all tests were administered in each study. 

In attempting to explain the difference between Das' s original 
results and his own, Jarman contended that the marker tests in his 
study were "homogeneous" measures of each process requiring 
unambiguous information integration: 
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" ••• the particular set of tests used here measures the same 
cognitive processes in subjects from many different 
environments and with many different inherited traits; i.e., 
these tests measure basic processes and are not amenable to 
wide variations in strategic behaviour. II (Jarman, 1978a, po 
31.8) • 

l1hile this appears a plausible explanation in relation to 
Cross-Modal Coding, which had split medium loadings in Das's study 
and could therefore be considered as 'heterogeneous' i.e., 
allowing differential coding or processing of information, it 
seems to be a contradiction in relation to Hemory for Designs (see 
Table 2). In one case it is classified as 'homogeneous' (one of 
Jarman's simultaneous marker tests), in the uther clearly 
'heretogeneous' (in Das' s original study it loaded highly on the 
successive factor for the non-retarded group and on the 
simultaneous factor for the retarded group, and Das himself 
specifically argued for differential strategies employed by the 
two groups in Hemory for Designs performance). Indeed, it is 
ironic to record (as Das et al., 1979, have done) that, where 
Hemory for Designs is concerned, the results for Das' s retarded 
group can therefore be considered as more consistent with the 
extensive subsequent findings across many other samples than the 
resul ts for the non-retarded group. A similar problem. exists with 
Visual Short-Term Hemory: it loaded exclusively on the successive 
factor in Jarman ' s study, had split loadings in Das' s retarded 
group, and loaded predominantly on the simultaneous factor in 
Das ' s non-retarded sample. Although such minor interpreta ti ve 
problems . concerning specific variables occur in the literature, 
the remarkable overall consistency of factor-analytic results 
identifying Unit 2 functions in studies by Das and his colleagues 
is nevertheless impressive. 

-Cross-validations of simultaneous and successive factors with very 
different tasks. have been reported by Naglieri, Kaufman, !(aufman 
and Kamphaus (1981) and Richman and Lindgren (1980). Only a 
handful of studies however have directly attempted to seek 
validation of simultaneous and successive syntheses with 
cul turally different samples, due no doubt to the difficulties 
associated with cross-cultural psychometric research. (Cronbach & 
Drenth, 1972; Irvine & Carroll, 1980). 

CROSS-CULTURAL RESEARCH 

l:lhile not specifically employing a factor-analytic design, 
Farnham-Diggory (1970) was the first to apply Luria's descriptions 
of Unit 2 processing functions in a cross-cultural context. 
Starting with Jensen's (1969) statement that changes in methods of 
presenting individual I.Q. items may produce very different 
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ability rankings within the same group of subjects, 
Farnham-Diggory postulated that Negro and white North American 
children might respond differentially to complex thinking tasks 
requiring different modes of information integration. Three tasks 
were assembled exemplifying verbal, spatial and quantitative 
cognitive abilities. 

The verbal synthesis task required children to learn symbols 
(logo graphs) for words they were already familiar with, to read 
two or three-word sentences from those symbols, and finally to act 
out the meaning of the sentences they had read. In the maplike 
spatial task four cards, each \.ith a simple line pattern, were 
placed for the student. A straight horizontal line was called a 
"road", two parallel horizontal lines were a "river", two diagonal 
lines crossing in the shape of the letter X were called a 
"crossroad", and three lines (two short uprights with a horizontal 
longer line across the top of them in the shape of a soccer goal) 
were called a "bridge". The student was initially asked to 
reconstruct each symbol in turn from a pile of correct length 
strings. Once this performance check was completed, the scored 
task required the child to "make a bridge, going across a river, 
\-lith a road on each side". 

The mathematical task tested ability to match order in one set of 
rna terials with order in a different set of materials (small, 
medium and large plyvTOod squares were to be matched with cards 
containing one, two or three blacl. dots). Farnham-Diggory 
considered that the mathematical task resembled the maplike task 
more than it did the verbal tas 1.<:, but all three were measures of 
symbolic thinking. Using Luria's theoretical framework she argued 
moreover that the verbal task involved successive synthesis 
whereas the other tuo tasks illustrated simultaneous synthesis. 

Performance on the verbal task by negro and \lhi te children in 
grades 1 to 4 showed no significant difference between the two 
groups although Negro scores tended to be higher. However, 
significant differences favouring the whites were found on both 
the maplike and mathematical tasks. Farnham-Diggory's explanation 
of these results opted for specific perceptual defects amongst 
negroes as the underlying cause , citing Pollack's (1969) theory 
concerning the role of retinal pigmentation in perceptual 
develoPJllent i. e., Negro children suffer initially from greater 
retinal insensitivity associated with dark-skinned groups, and 
this is cumula ti vely compounded by cultural influence which may 
deprive the children of situations necessary for the development 
of complex perceptual coordination. Such an interpretation falls 
clearly into the centricul tural tradition of viewing a cultural 
difference in performance as being due to an intellectual, or in 
this case perceptual, deficit. 

- 322 -



Chapter 7 Klich: Luria-Das model 

Five factor analyses of data from non-European cultures have been 
presented in the literature, and will now be considered in 
detail. Two were conducted with children from India (Table 3), 
and on closer examination it appears that the last three were from 
the one study with Canadian Indian children (Table 4). 

Das (1973a, 1983c; Das et al., 1976; Das and Singha, 1975) has 
reported research with ninety high-caste (Brahmin) children from 
Orissa, India, using six tasks. Four are normally considered 
measures of simultaneous processing (Raven's Hatrices, Figure 
Copying, ~~emory for Designs, and Cross-modal Coding), one of 
successive processing (Visual Short-term Memory), and a separate 
measure of processing speed was also added: \'lord Reading, also 
la ter called l·Jord Naming, which is based on one of the three tests 
developed by Stroop (1935) as measures of cognitive speed. 

The rationale for including speed of integration within a design 
based on Luria's theoretical framework was not made explicit. Das 
(1973c) stated that "Speed appeared as a factor along with 
simultaneous and successive integration in one of the previous 
facto!' 8.1:.nlJTses (Das, 1972)" (Das, 1973c, p. 104). An inspection 
of Das (1972) (the study with retarded and non-retarded groups 
reviewed earlier) reveals no mention or evidence of a speed factor. 
However, Das (1973c) goes on to clarify that the Word Reading test 
had been included in the earlier (1972) study and had loaded on a 
distinct speed factor, suggesting that "speed of information 
integration may be a factor in many cognitive tests" (Das, 1973,p. 
105). 

Analysis of the results with the High-caste Orissa children (see 
Table 3a) indeed produced three factors. Figure Copying and 
Hemory for Designs defined a simultaneous factor. Raven's 
Ilatrices had a dominant loading on the same factor as well as a 
substantial loading on the successive factor defined by Visual 
Short-term Hemory. Cross-modal Coding acted like a marker for 
speed processing, loading highly on a separate factor wi th T,~ord 
Reading. The implications were clear: assumptions made about 
processing demands on a task within one culture may not 
necessarily transfer automatically to another culture. 

Das et al. (1979) also reported a subsequent study with 48 school 
children from aboriginal tribes of Souther Orissa, India (see 
Table 3b). This time Colour Naming, another Stroop-based task, was 
included ~lith ldord Reading to indicate processing speed, alongside 
the same four simultaneous markers, with Visual Short-term !1emory 
and Digit Span as successive processing measures. 

Two factors emerged from the analysis: the one defined 
predominantly by Visual Short-term Memory, Digit Span, and \'Jord 
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Table 3 

a) Principal components with varimax rotation for 
90 high~caste children from Orissa (India)~ 

from Das (1973a), p. 47 

Test 1 (Sim) 2 (Speed) 3 (Succ) 

Word Reading -011 830 032 

Raven's Matrices 624 253 433 

Figure Copying 800 -278 -112. 

Memory for Designs -809 111 -037 

Cross-Modal Coding 206 -640 233 

Short-Term Memory (Visual) -013 175 918 

b) Principal components with varimax rotation for 
48 Aboriginal children from Orissa (India): 

from Das et al. (1979), p. 124 

Tl:!st 

Raven's Matrices 

Figure Copying 

Visual Short-Term Memory 

Memory-for-Designs (errors) 

Cross-modal Coding 

Digit Span 

Color Naming 

Word Reading 

N.B. Decimal points omitted. 

Successive 
and speed 

548 

083 

830 

-452 

134 

750 

-450 

-743 
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527 

682 

028 

-523 

577 

088 

616 
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Reading was labelled "successive and speed", the other, defined by 
Figure Copying and Cross-modal Coding was called "simultaneous". 
Three supposed marl(er tests had split loadings: Raven's 1,1atrices, 
Hemory for Designs, and Colour Naming. The inclusion of speed 
measures an~ speed in the factor-name appears to have added little 
to the clarity of the solution. It may \-Iell have been more 
circumspect to simply label the two factors as successive and 
simultaneous while acknowledging that many of the these tasks may 
be 'heterogeneous' measures of synthesis in non-European cultures, 
no matter how invariably they may elicit a particular form of 
synthesis in individuals from European cultural groups. 

It is of some interest to note here that a study by Jarman and Das 
(1977) indicated that cognitive speed processes involved in the 
Stroop tasks may be primarily of a successive variety. A further 
study by Jarman and Kryuaniuk (1978) attempted to remedy the 
situation that "there is little information available from 
existing studies of simultaneous and successive syntheses on the 
possible nature of the cognitive processes in many other varieties 
of tasks which use speed as a criterion measure" (p. 1167). They 
factor-analysed eleven measures of cognitive speed, and summarised 
their results by suggesting that "speed of information processing 
may be described as essentially two varieties: simultaneous and 
successive" (p. 1172). One wonders therefore why separate measures 
of speed intended to define a distinct cognitive processing speed 
factor continue to be included in the Das battery (Das et al., 
1979). As also occurred in the Jarman discussion of task 
'homogeneity', there appears to be little interchange or 
application of intracultural findings to cross-cultural research, 
or vice-versa. 

Research by Krywaniuk (Krywaniuk and Das, 1976; Das et al., 1979) 
.lith Canadian Indian children has further confirmed that the same 
task may elicit different Unit 2 functions in individuals with 
different cultural backgrounds, thus emphasising 'the need for 
considerable care to be exercised in the selection of tasks to 
define simultaneous and successive cognitive processes in 
cross-cultural research. Unfortunately reports of this 
potentially valuable study have been plagued with 
inconsistencies. 

Krywaniuk and Das (1976) presented two factor analyses (Table 4) 
carried out with 40 Canadian Indian children. The design of the 
study dictated that a battery of baseline tests was initially 
administered, followed by an intervention programme intended to 
provide remedial experience to compensate for inefficient use of 
successi ve processing strategies. Finally the same battery of 
baseline tests ./as re-administered after the intervention 
programme to assess its effects. 
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The test battery consisted of the usual four simultaneous markers, 
Visual Short-term Hemory and Serial Recall (also rescored for Free 
Recall) as successive markers, Word Reading as a speed ~arker as 
well as the Wechsler Intelligence Scale for Children (WISC) and 
the Schonell Graded Readiness Vocabulary Test. A table of means 
was then provided (Krywaniuk and Das, 1976, p. 273) which 
unfortunately omitted to report mean scores for Visual Short-term 
Hemory and Stroop \'lord Reading. 

Based on an inspection of these means it was concluded that since 
'!fISC Performance scores were higher than the l'lISC Verbal scores 
and that scores on Raven's Hatrices \·lere in the normal range 
(slightly more than half the group were reported as being above 
the fiftieth percentile) the children had adequately developed 
spatial abilities but had difficulties in the verbal area. 
"Ti thout any further clarifica tion the assumption was made that 
"these findings indicate good simultaneous strategies but poor 
successive strategies in cognitive operations" (p. 273), (thus 
clearly equating 'spatial ability' .,ith simultaneous processing 
and 'verbal ability' with successive processing) and a remedial 
programme for successive processing was designed and implemented. 

La ter in the same report a fac tor analysis of the initial data 
i.e., before intervention, is presented (Table 4a), and the 
information in this appears to make questionable the rationale for 
a successive processing remedial programme. \'Te vlere told that the 
children did well on Raven's I·fa trices, considered a measure of 
simul taneous processing in previous studies vIi th European 
children. An inspection of the factor pattern with this group of 
Canadian Indians, however, shous tha t the dominant loading for 
Raven's Hatrices was on the successive factor. \>.Ie were told that 
the children did well on the WISC Performance Scale, indicating 
good simultaneous coding skills: the lowest loading of ''fISC 
performance is on the simultaneous factor. Clearly the decision 
to assume successive processing deficits was determined by some 
previously established nonspecified criteria, not by the cognitive 
patterns evident in the data from these children. 

Other features of the factor pattern are worthy of comment. 
Visual Short-term Hemory, usually a successive marker, had its 
maj or loading on the speed factor, a minor loading on 
simul taneous, and a totally insignificant loading on the 
successive factor. Cross-modal Coding, a simultaneous marker, 
loaded almost exclusi vely on the successi ve factor. The 
cuoulative evidence for cross-cultural 'heterogeneity' of these 
measures is compelling. 

Krywaniu~{ and Das then report (with the unremarked omission of 
'lemery for Designs and t·rord Reading Cl.ata) that after the 
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intervention programme significant improvements in performance 
were recorded for Schone II, Visual Short-term ~'lemory, and Serial 
1earning. The last of these appears from the factor analysis to 
have been a measure of successive synthesis, and thus far it is 
feasi ble to argue with Krywaniuk and Das' s assessment that the 
remedial programme was a success. However, the Schonelltest for 
no stated reason was omitted form the reported factor analyses, 
and Visual Short-term Memory most emphatically was not a 
successive processing measure for this sample. 

The difficulty of assessing the effects of the intervention 
programme is further compounded by an inspection of the factor 
analysis reported after the completion of remediation (Table 
4.4.b). A major effect of the programme (designed to remedy 
supposed defects is successive processing) as evidenced by a 
conparison of the two factor patterns appears to be that a measure 
with a high successive loading before intervention (Raven's 
Matrices) now had a high simultaneous loading after intervention. 

The account of Kryvlaniuk' s work in Das et al. (1979) does Ii ttle 
to clarify the imprecisions of the report by Krywaniuk and Das 
(1976), indeed it is difficult at times to ascertain whether the 
sa:'le study is being referred to. Das et al. for example, give 
n=38 in their report, and state that after intervention complete 
da ta .Tere available only for 35 children, \.,hereas Krywaniulc and 
Das give n=40 for the factor analyses before and after 
intervention. Das et al. state that for the remedial programme 
children Here randomly divided into b.,o groups, whereas Krywaniuk 
and Das say that the sample was divided into toTO groups of 
subjects matched on the WISC scales. 

Sample de~criptions suggest that the same children were involved, 
as do the equivalent tables of mean scores (with minor 
discrepancies) although ·some data were omitted in the Krywaniuk 
and Das report, and Colour Naming has been added to the list of 
variables in the Das et al. account. One assumes that a 
typographical or positional error is responsible for the 
suggestion in the figures provided by Das et al. (1979, p. 127) 
that the mean Verbal \ofISC score for the Canadian Native children 
was about the same as their Performance score, and higher than 
that of a comparable white group (the text and figures do not 
agree). Again there are missing data: a table in Das et al. 
(1979, p. 164) concerning pre- and post-intervention differences 
lists vlord Reading but provides no figures, and in the factor 
analysis of the data on p. 129 the loading for Colour Naming on 
the second (speed) factor has been omitted (one assumes it may 
have been important, since the other two loadings provided are 
minimal, see Table 4c). 
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The Krywaniwc and Das (1976) report was clearly so confusing that 
Das et al. (1979) have chosen not to provide any references to it 
at all, preferring instead to refer to the original unpublished 
dissertation. However, a closer scrutiny of the factor analysis 
they provide reveals a pattern that differs little from the 
Krywaniuk and Das (1976) pre-intervention result: it appears 
essentially to be an analysis of the same data omitting HISC 
scores and with the addition of Colour Naming, albeit incomplete 
(Tables 4a and 4c). 

In relation to the categorisation of Canadian Indian children by 
Krywanimc and Das (1976) as deficient in successive coding 
strategies, it is interesting to note the results of a study by 
Das, Manos and Kanungo (1975). Some of the tests of Unit 2 
functions in the Das battery were administered as part of a larger 
investigation seeking to predict intelligence test performance and 
school achievement from personological characteristics of parents 
and from measures of personality and cogni ti ve processes al'long 
Canadian Indian children, and white children of high and low 
socio-economic status. Although the sample sizes were small and 
no factor analysis was reported, no differences were found on 
tests other ... rise assumed to be measures of successive processing, 
and results were mixed on simultaneous processing tasks. 

\'Jhile it was stated earlier that the consistency of 
factor-analytic results identifying simultaneous and successive 
syntheses in studies by Das and his colleagues has been 
impressive, results from their studies conducted with culturally 
different samples are not included in that evaluation. Not only 
have cross-cultural studies of Luria's Unit 2 functions been 
remarkably sparse but their results, as revie"'led above, can be 
fairly described as inconsistent. 

HETHODOLOGICAL CRITICISH 

Attempts to operationalise the Luria model in the study of 
individual differences by Das and his colleagues have met with a 
number of critical reactions. These can be generally sub-divided 
into those that query theoretical postulates of the model, and 
those concerned primarily with alleged weaknesses in the 
methodology and analytical procedures. 

Paivio (1975) claimed that Das et al. (1975) had failed to 
recognise that the simultaneous-successive processing distinction 
(which he preferred to call synchronous and sequential 
organisation) had already been "theoreticlaly coordinated with the 
verbal- nonverbal dichotomy" (p. 151) in Paivio's own dual-coding 
theory. This distinguished between imaginal processing assumed to 
be specialised for handling nonverbal information stored in the 
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form of images, and verbal processing which deals with discrete 
units of sequentially ordered linguistic information. The verbal 
system is described as an abstract and logical ~ode of thinking in 
opposition to the concrete, analogical imaginal mode, and Paivio 
(1974) has linked the verbal-nonverbal coding dimensions with the 
left and right halves of the brain. 

Kirby and Das (1976), Das et al. (1979), and Kirby (1980) have 
responded by arguing that, as was evident in Luria's original 
research, it is an unacceptable oversimplification to equate a 
verbal-nonverbal dichotomy, relying on the contradistinction of 
left versus right brain hemisphere activities, with Luria's 
descriptions of simultaneous and successive cognitive processes, 
vlhich essentially distinguish be t\-Te en fronto-temporal and 
parieto-occipital functions. Furthermore this simple equation 
obscures the difference between the type of information to be 
coded and the actual coding operations that may be carried out. 
As ToJi ttrock comJ:lented "It is not only the verbal or spatial mode 
of the information but more importantly the type of orgnisation or 
transfor~ation performed upon it that characterises its contructed 
and remembered meaning" (1978, p. 65). Luria had of course 
illustra ted how, for example, simultaneous processing in verbal 
and nonverbal contexts could be impaired by lesions in both the 
left and right hemispheres of the brain, and similarly, how 
successive processing was involved in the syntactic structure of 
narrative speech while the decoding of logico-grammatical 
relationships in language use depended on simultaneous synthesis. 

Despi te these convincing responses however, one point made by 
Pai vio (1976) remains critical: although within the framework of 
the Luria theory it is incorrect to simply equate verbal-nonverbal 
coding with simultaneous and successive processing, a close 
examina tion of the actual measures used by Das et al. (1975) 
clearly demonstrated a confounding of the two. Thus "successive 
processing \Jas consistently defined by serial and verbal recall of 
short lists of words presented auditorily", and "all of the tests 
which consistently load highly on the factor identified with 
simultaneous synthesis involve visual spatial processing and are 
generally nonverbal" (Paivio, 1976, p. 70). Future studies of the 
two integrative processes would obviously benefit from a selection 
of variables designed to avoid any potential confounding by 
association with modal specificity and verbal-nonverbal 
materials. 

Vernon, Ryba and Lang (1978) reviewed the early Das studies, and 
their evaluation suggested that the \.fay in \vhich the successive 
factor had been operationalised left Das's interpretations of it 
vulnerable to criticism. T\vo measures had been consistently used 
to define a successive factor, Free R.ecall and Serial Recall. 
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These were both scores from the one administration of series of 
words, and Vernon et al. considered that "it is unfortunate that 
the tuo tests were so nearly identical, since this inevitably 
tends to yield a spurious factor in a principal components 
analysis" (p. 4). This is an important point, and confirmation of 
it may be found in Korth (1975), who emphasizes that scores to be 
used in a principal components analysis should be experimentally 
independent of each other: "each measure must be in some way 
primary rather than derived froll! any other scores in the analysis" 
(p. 129). In addition, and perhaps ironically in view of Das' s 
original rejection of Jensen's theory, the factor defined by those 
two tests could be equally well interpreted as rote recall of 
Jensen's Level I associative memory instead of successive 
synthesis. They also pointed out that although Das had produced 
logical explanations for \vhy some marker tests had on occasions 
produced very incongruent loadings on the two integrative factors, 
such explanations had always been ex post facto and on no occasion 
were the alterations predicted beforehand. 

Vernon et al. further argued that Das' s analyses were based on a 
numerically limited set of cognitive measures, and that the factor 
pattern for a larger group of variables might differ by splitting 
up into the traditional hierarchical clusters of abilities. They 
therefore conducted a study of their own, including the Das 
battery along with other measures assumed by them to require 
either simultaneous or successive processing. Altogether there 
\o/ere 6 simultaneous measures and 8 measures of successive 
processing, and the tests were administered to a group of 91 
undergradua tes • Six factors \o/ere extracted from a 
principal-factor solution: 3 were clearly comprised of successive 
oeasures, 2 of simultaneous, and 1 factor called "perceptual 
reasoning" was defined by Raven's Progressive 14atrices and the 
Trail-making Test. 

A second analysis was conducted using only 8 of the tests, 
including 6 of the Das measures, and this restricted set yielded 3 
factors: one was clearly made up of simultaneous measures, the 
other two consisted of the successive processing tasks. Vernon et 
al. concluded that \.i th a small number of tests, this solution 
provided partial support for the Luria model, but the earlier 
analysis had shown that when further variables were added, an 
interpretation favouring a hierarchical taxonomy of mental 
a bili ties was more ap.propria te. In their view, the model "has 
appeared rather consistently in most of Das' s studies, partly 
because too few variables were factored, and partly because a 
strong successive factor ~/as produced by using bw nearly 
identical tests of Serial and Hord Learning" (Vernon et al., 19'78, 
p. 12). 
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One criticism of the Vernon et al. study itself is that whereas 
the problematical element in the early Das studies \-las perhaps an 
inappropriate operationalisation of Luria's integrative construct 
although the theoretical basis was sound, Vernon et al. failed to 
provide an adequate conceptualisa tion of Luria's theory. As a 
result successive synthesis uas equated with rote memorising, and 
their extended battery was questionably subdivided into supposed 
measures of the two modes of integration, although many of the 
tasks were demonstrably ambiguous with respect to the processing 
operations involved. 

There ha ve been two procedurally-critical reactions to specific 
findings. Balla (197.3) considered that the original Das (1972) 
study had ignored the distinction bet\-leen organic and familial 
retardation both conceptually in the rationale and more 
importantly in the selection of subjects, so that the sample had a 
high probability of containing many organically impaired 
children. This, together with the use of tasl~s that had been 
traditionally used as incticators of organic brain damage in 
non-retarded individuals made it likely that the tests had simply 
done their job of differentiating between organically damaged and 
non-brain-damaged children. Das's response argued that there was 
no evidence of organic impairment in the sample, and moreover that 
an insistence on demonstrating beyond doubt that any of the 
subjects were not impaired was to require a logically-absurd proof 
of the null hypothesis. He reiterated forcefully that "all the 
tests used in my study can be described adequately by two 
orthogonal factors, simultaneous and successive processing" (Das, 
1973b, p. 75). 

Humphreys (1978), in what could be described as an exercise in 
fastidious statistical ratiocination, castigated Kirby and Das 
(1977) for their use of a double median split on simultaneous and 
successive factor scores to assign subjects to groups which \-lere 
then used in analyses of variance computed for four dependent 
achievement variables. His critique elaborates on two basic 
points: a measure of individual differences is not an independent 
variable, and the power of the appropriate statistical procedures 
is reduced when a continuous or quasi-continuous measure is 
converted to a small number of categories. A subsequent 
reanalysis of the data using conposi te correlations instead of 
analysis of variance showed the calculated effects to be even 
stronger than had been found in the original study. 

As Das and n-rby (1978) \-/ere quick to point out in their 
rejoinder, the reanalysis undoubtedly proved Humphreys right in 
terms of statistical power, but changed nothing in relation to the 
findings of the study or their interpretation. They defended the 
use of individual dif~erences measures as classification variables 
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in analyses of variance, and cited the influential work of Eysenck 
(1975) and !1cLaughlin and F.:ysenclc (1967) on introversion and 
neuroticism as a powerful example of the usefulness of the 'double 
median split followed by analysis of variance' research design. 
Their response competently emphasized that the procedure provides 
essentially a conservative test of the data. 

Carroll (1978) conducted a maj or revievl of methodological and 
theoretical issues involved in the study of individual differences 
in cognition, and in a section devoted to cataloguing "the maj or 
statistical sins that can be committed" (p. 103) chose a study by 
Jarman and Das (1977) to illustrate some of the many problems that 
may be associated with factor analytic methodology • Jarman and 
Das (1977) had administered 7 cogni ti ve tasks to 3 groups of 
children categorised as of high, normal and 10\1 intelligence on 
the basis of their I.Q. scores, and then compared group 
differences in levels of performance as well as the factor 
patterns of the three groups. The principal finding of the study 
.las considered to be "that simultaneous and successive syntheses 
are tuo maj or dimensions along which individual differences in 
intelligence may be identified" (p. 167). Carroll's assessment \fas 
less favourable: "Their results concerning differential use of 
such simultaneous and successive processes in groups at different 
IQ levels are almost completely unconvincing because of 
limitations in their methodology" (Carroll, 1978, p. 105). 

Some of Carroll's criticisms were largely matters of stylistic 
preference intended to aid clarity of presentation e. g., failure 
to reflect variables, and factors. Some were specific to that 
particular study, e. g. , separa te factor analyses in 
range-restricted ability strata, and have been competently dealt 
with in Jarman's (1980c) reply. Those criticisms hovrever that 
addressed the question of techniques in factor analysis, and the 
problem of selecting the appropriate factor model in particular, 
apply equally to most of the other studies of simultaneous and 
successi ve processing completed to date, and thus warrant more 
detailed consideration. 

Carroll, while acknowledging that no consensus of expert opinion 
exists on the issue of which factoring method to employ, 
nevertheless stresses that principal· components analysis' tends to 
produce factor loadings that are considerably inflated over those 
of common factor analYSis leading to overgenerous interpretations, 
and states a preference for "some form of common factor analysis 
that avoids the intrusion of variance uniquely associated with 
each variable into the common factor space" (Carroll, 1978, p. 
95). Empirical confirmation of Carroll's judgement exists in the 
form of a study by Elkins and SuI tmann (1979), I'lho used complOn 
factor analysis to reanalyse the data from a principal components 
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analysis included in Kirby and Das' s (1978) examination of the 
relationship between the Das battery of processing measures and 6 
tests of primary mental abilities. The common factor analysis 
confirmed the results presented by Kirby and Das: a similar 
pattern of the factor emerged ~lithin each set of variables and 
.lhen all measures were factored together, and the factor loadings 
were indeed smaller. 

Factor analysis is a general label for a number of analytical 
techniques that seek to identify and interpret the underlying 
structure of a number of original observed variables by 
representing them in terms of a smaller number of "factors": 
Bennett and Bowers (1976) present the main aim of factor analysis 
as parsimony of description. In simplified terms, the common 
factor model seeks to explain only the common or shared variance 
amongst the original variables and acknowledges that each variable 
may be influenced by unique sources independent of the other 
variables. The proportion of the variance of each variable 
excluding the variance attributed to the common factor is called 
the variable's uniqueness (U ). Since "all theories of measurement 
postulate the presence of error in the measurements ta!{en to 
obtain scores on variables" (Hulaik, 1972, p. 132), this unique 
part of the variance may be due to unreliability (error) of 
measurement as well as to any sources specific to that variable 
e.g., systematic distortions or bias in the scores, or legitimate 
causal influences 1.-1hich do not affect other variables (Gorsuch, 
1974) • 

The component analysis model, on the other hand, takes no account 
of unique variance (in other '.Jords the total variance of each 
variable is assumed to be shared variance) and principal 
components analysis attempts to explain the total variance of all 
variables in the whole set with as small a number of components as 
possible. Detailed comparisons of the two techniques, their 
assumptions and their appropriate mathematical derivations are 
presented in Gorsuch (197 L,) , Harman (1976) , Xim and Hueller 
(1978), Korth (1975), t1ulaik (1972) and Rummel (1970). 

Gorsuch (1974), IH:e Carroll (1978), expressed a preference for 
the common factor extraction procedure and produced a detailed 
rationale to justify it. Gorsuch made the case that in the social 
sciences generally there are few researc~1 studies .,here it may be 
assumed that measurement has been free of error. Perhaps his most 
forceful argument was that common factor analysis will produce a 
component analysis if the latter is indeed appropriate: "a common 
factor analysis is more likely to result in an actual component 
analysis when that is the best !:todel than vice versa" (Gorsuch, 
1974 p. 124). Furthermore, substantial differences between the 
products of the two methods were nost likely when the number of 
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variables ,.,as small (less than 20), component analysis produced 
higher loadings, and on occasions "the loadings !'lay be 
sufficiently inflated to be misleading" (p. 121). Carroll in his 
critique had also pointed to the small number of variables and the 
small sa!'lple size as weaknesses in the Jarman and Das (1977) 
research, and similar reservations must apply to the Krywaniuk and 
Das (1976) cross-cultural study (10 variables and 40 subjects). 

HcNemar (1951) reported a number of criticisms of the earlier 
factor analytic research of that period and these were later 
classified as "errors by factor analysts" (Gorsuch, 1974, p. 
328). One of the major "errors" was the inclusion in principal 
component analysis of measures with Im-[ relaiabili ty. Principal 
component analysis has been the primary analytic tool used in the 
psychonetric MOdelling of Luria's theory, particula.rly by the Das 
group, yes not one of the published studied reviewed earlier that 
utilised principal component analysis provided anJr data on the 
reliablity of the instruments employed. 

In similar fashion Gorsuch augments his arguments in favour of the 
common factor model by clarifying that in analyses I.here the 
number of variables is less than 20 (and that applies to all the 
Luria-modelling studies reviewed in this chapter) the results of a 
component model can only be accepted if the resulting 
communali ties turn out to be high. !'1hile some published studies 
have been meticulous in reporting communalities (e. g., Cummins, 
1976; Cummins and Das, 1978; Kirby and nas, 1977, 1978a, 1979b), 
many have completely omitted any mention of them (Das, 1972, 
1973a; Das and ~'lo11oy, 1975; Das and Singh, 1975; Jarman, 1978a, 
1978c; Jarman and Das, 1977; Kry~faniu!r. and Das, 1976; Molloy and 
Das, 1979). None of the studies with culturally different groups 
have provided any information on instrurlent reliability or the 
communalities following component analysis. 

Das and his colleagues are certainly not insensitive to the 
~ifferent assumptions behind the use of the two analytic models 
(Daset al., 1979, p. 57), but state that the use of common factor 
analysis has produced results that differ minimally from their 
component analyses. Elkins and SuI tmann' s reanalysis certainly 
adds substance to that claim, and Leong (1974), uho set out to 
achieve 'method independent' results by using both principal 
components and alpha factor analysis, foun~ little difference in 
the 'factors' produced, although this evidence would be more 
convincing if both methods were not variants of component analysis 
(HcDonald, 1970; Hulaik, 1972). The consistency of the factor 
analytic results found by Das IIi th rJorth American sar.lple s of 
European origins is perhaps in itself an eloquent argument. 
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It is a pertinent consideration, however, to examine in what 
circumstances that consistency has faltered, and whether an 
alternative analytical technique may then be more appropriate. It 
I,as argued earlier that research on simultaneous and successive 
processes with samples from non-European groups had produced very 
unpredictable results. In psychometric studies of cognition with 
cul turally different groups, among IJhom the degree of test-taking 
sophistication may vary considerably betlo/een individuals and 
groups, and for whom the tasks themselves may be quite 
unrepresentative of any familiar cognitive demands, it seems 
indefensible to assume no error of measurement. It may perhaps be 
[!Jore defensible to presuppose perfect instrument reliability for 
measures that have been refined time and again with samples from 
the same culture, but most measurement theorists, as 11ulaik 
suggested, iJould still argue otherwise. 

Attention to other aspects of methodological imprec1s10n evident 
in the literature to date 1rlould also enhance confidence in the 
findings of future studies concerned with the cross-cultural 
applications of Luria's theory. ~:ost studies of the Luria model, 
particularly those concerned with Unit 2 functions, have been 
designed. "to show that simultaneous and successive processing 
emerge as relatively stable factors across cultural groups, age 
groups, achievement levels, and socioeconomic strata" (Das et al., 
1975, p. 91). As such this is a fairly straightfor\vard task of 
comparing factor structures across a number of groups i.e., once 
the factors have been identified in exploratory research using a 
carefully selected group of variables with initial samples, the 
task is then to "confirm" that similar factor structures can be 
found in other samples, and confirmatory (as opposed to 
exploratory) factor analytiC techniques are available to do 
explicitly that. However, although Das et al. (1975, 1979) state 
specifically that their use of the factor analysis is intended to 
be confirmatory, they have nevertheless persisted with the use of 
an exploratory method of analysis. 

This is not simply a question of proselytising the merits of one 
analytic technique over another per se, but rather a matter of 
using the correct analytic tool designed to perform a required 
function. Exploratory factor analysis is appropriate lihen "a 
researcher enters a new domain lofith very little knowledge of 1rThat 
to expect" Ululaik, 1975). If however prior substantive theory 
(often as the result of exploratory analyses) dictates the search 
for predefined structure allo1rTing the formation of a priori 
expectations a bout 1rlhich factors '.,ill be related to particular 
variables, then confirmatory factor analysis exists to explicitly 
test hOI, I,ell the theoretical model fits the data (::ulaik, 1975). 
Detailed comparative accounts of the two methodological 
techniques, their aims, and their mathematical derivations may be 
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found in Gorsuch (1974), Kim and Hueller (1978), and Mulaik (1972, 
1975) . 

Kim and Hueller, for example, direct attention to the potential 
use of confirmatory factor analysis for examining the invariance 
of factors across many different groups, and Brislin et al. 
(1973) have specifically advocated its cross-cultural 
applications. Since confirmatory factor analysis allows the 
testing of hypotheses derived from theory or from the results of 
previous exploratory analyses, its use would also go some way 
tot..rards mollifying Vernon et al.' s stricture that only ex post 
facto rationalisation has been used to explain unexpected findings 

the same practice has been described in cross-cultural 
methodology as "armchair speculation" (Brislin, Bochner, and 
Lonner, 1975). Similar concerns about the subjective 
interpretation of factor analytic results have been expressed by 
Armstrong (1967), and particularly by Gorsuch (1974): "The widely 
followed practice of regarding interpretations of a factor as 
confirmed solely because the post hoc analysis 'makes sen£e' is to 
be deplored. Factor interpretations can only be considered 
hypotheses for another study" (p. 188). It appears to be 
professionally lax, at best, and a methodological indictment at 
worst, that during more than a decade of research on the 
psychometric modelling of Luria's theory it appears that only one 
cross-cultural study in the published literature (Klich & 
Davidson, 1984) has employed confirmatory factor analysis. 

One final but by no means trivial methodological procedure needs 
to be questioned, especially in relation to the results of 
cross-cultural studies, and this is the almost automatic practice 
of comparing mean levels of performance between groups on the same 
r.teasure. The interpretation of test scores bett-leen different 
cuI tural groups has become a controversial topic, and forms a 
major issue in the methodology of cross-cultural research (Adler, 
1977; Berry and Dasen, 1974; Brislin, 1976; Brislin et al., 1973; 
Cole and Bruner, 1971; Cole and Scribner, 1974; Irvine, 1969, 
1973, 1979; Irvine and Carroll, 1980; Segall, 1979; Sheehan, 
1976) • 

Uhile it is neither advisable nor possible to summarize that 
literature here, all of these sources agree that no meaning can be 
assigned to mean scores on the same variable from two or more 
cultural groups without comprehensive checks to maximise 
confidence that the interactions between task materials and 
individuals have been similar within each group, since of course 
performance on any measure may be due to a number of sources other 
than the skills i"hich the test vTas designed to measure. The 
minimal chec!cs would appear to be a comparison of the separate 
reliabili ties on each measure for each group, and a check for 
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factorial invariance among the whole set of ~easures between the 
groups. Even so, "If one then wants to move from these checks to 
a comparison of mean levels of performance wi thin each test or 
factor score, one may proceed, it seems , at one I s peril ••• it 
should be underlined that factor analysis supports the assumption 
of similar interaction between stimuli and subjects. It does not 
prove it: it is not certain what constitutes proof of such an 
assumption" (Irvine and Carroll, 1980, p. 219). 

Das et aL (1979, pp. 128/129) present a "comparison of means of 
lou-achieving white and native children" on a simultaneous and 
successive battery, as uell as the principal components analysis 
for each group. Although no tests for factorial invariance are 
reported, it is reasonably evident from the pattern of factor 
loadings that there are disparities bebleen the groups 
(Progressive Matrices, for example, loads predor.linantly on very 
different factors for the two groups). I'/hile these disparities 
may well form the basis for specific hypotheses in subsequent 
studies, it should be clear that they mitigate against any direct 
comparison of the two groups on those measures, for if the 
interactions with the stimuli for the two groups have been 
different, then a simple comparison of ~eans involves the 
researcher in committing that recurrent methodological lemon of 
juxtaposing apples and oranges. 

cmrCLUSION 

Cross-cultural cognitive psychology aims to search intensively 
1rrithin cultural systems for sources of cognitive variation, and 
across cultural systems for universal characteristics of cognitive 
functioning (Berry and Dasen, 1974), and it has proven to be a 
particularly rigorous disciplinary area for exposing flaws in 
Hestern psychological theory and methods (Irvine and Carroll, 
1980; Sheehan, 1976). Psyohometric cross-cuI tural applications of 
theories, such as that of Luria, and of :the models derived from 
them, cannot afford the inappropriate methodological procedures 
discussed in this papaer if they intend to rnal(e a serious 
contribution to the fulfillment of such aims. Cross-cultural 
examination of Luria I s theory therefore continues to remain an 
important research priority for its validation, as the evidence 
gleaned so far is certainly less than co~pelling. 
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CHAPTER 8 

A G~NERAL SYSTEHS APPROACH TO THE HEASUREHENT OF 
INTELLIGENCE AND PERSmTALITY 

H. J. EYSENCK 

Institute of Psychiatry, London 

InTRODUCTION 

In recent years, general systems theory has become l-Tidely accepted 
and used, particularly in the biological sciences. Bertalanffy 
(1972) has pointed out "that order or organization of a I"hole or 
system, transcending its parts \-lhen these are considered in 
isolation, is nothing metaphysical, not an anthropomorphic 
supersti tion or a philosophical speculation; it is a fact of 
observation encountered I"henever we look at a living system, a 
social group, or even an atom." (p.2].) He contrasts this new 
de~elopment with the Galilean or 'resolutive" method, that is, the 
resolution and reduction of complex phenomena into elementary 
parts and processes. "Reductionism" would thus be considered the 
opposite of general systems. theory. 

As Bertalanffy (1952) has also pointed out: "The properties and 
modes of action of higher levels are not explicable by the 
summation of the properties and modes of action of their compone~ts 
taken in isolation. If, however, we know the ensemble of the 
components and the relations existing between them, then the 
higher levels are derivable from the components." (p.148.) 
Unfortunately, as he also points out, normal science, in the sense 
of Thomas Kuhn, was little adapted to deal lvith "relations" 
systems. \')eaver (1948) had already stressed that classical 
science was concerned with one-i"ay causality or relations between 
two variables, such as the attraction of the sun and a planet, but 
even the three-body problem of mechanics, and the corresponding 
problems in atomic physics, permits no close solution by the 
analytic method of classical mechanics. It Has to deal I"ith 
problems of this kind that general systems theory was developed 
(Sertalanffy, 1968; Klir, 1972; Zadeh and Pola~, 1969), and 
applied to social systems (Berrien, 1968), behavioural sciences 
(Buckley, 1968), and psychiatry (Gray, Rizzo, and Duhl, 1969), 
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with obvious extensions to control system theory (Elgerd, 1967). 
Bertalanffy, as a practising biologist, \Olas particularly 
interested in developing the theory of "open systems", that is, 
systems exchanging rna t ter \d th environment as every "living" 
system does. 

General systems theory ~ay be subdivided into three major sets of 
topics. The first is system science, or mathematical system 
theory. This involves the scientific exploration and theory of 
"systems" and the various sciences, and general systems theory as 
a doctrine of principles applying to all systems. Second there is 
systems technology, that is, the treatment of the problems arising 
in modern technology and society. The third, finally, is systems 
philosophy, that is, the reorientation of thought and world view 
following the introduction of "system" as a new scientific 
paradigm, contrasted with the analytic, mechanistic, linear-causal 
paradigm of classical science. 

It will be obvious that personality, like the concept of the 
organism, is a clear example of a biological system where it would 
be idle to loo!< for single cause-effect mechanisms. Organisms 
al\JaYs function as \vholes, traditionally greater than their parts, 
and are understandable only in terms of the systematic relations 
bet~/een the part.s. :1uch the same may be said of personality, 
which for the purpose of this chapter may be subdivided into 
temperament, the non-cognitive aspects of personality, and 
intelligence, or the cognitive side of personality, embraCing the 
many different types of abilities. One obvious example of the 
need for a systems approach is the definition of man as a 
biosocial organism (Eysenc~c, 1983b). Hhile paying lip service to 
this doctrine, most psychologists adopt the strictly environmental 
point of view, disregarding biological facts and determinants, 
while sociobiologists tend to disregard environmental influences 
and concentrate on biological ones. Integration between the two 
approaches is seldom found, and instead of working towards a 
proper systems theory we find, rather, a polarisation of attitudes 
contrasting sociophiles and biophiles. Personality is a crucial 
concept related equally strongly to biological and social 
determinants, ant). for that reason a paradigm of personality 
structure has seemed such an important desideratum in the 
construction of a scien Ufic psychology (f.ysenclc, 1983a, b). 

In constructing such a system (1~ysenck and Eysenck, 1984), it is 
essential to distinguish between three major meanings and 
connotations of terms like intelligence, personality, temperament 
etc. It may be useful to establish the use of these terms by 
reference to intelligence. Hebb (1%9) and Vernon (1970) have 
referred to intelligence A as a basic potentiality of the organism 
to learn and to adapt to its environment. Intelligence A is 
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determined by the genes but is mediated mainly by the complexity 
and plasticity of the central nervous system. It is, as it were, 
the biological substratrum which is essential for the development 
of cognitive abilities; but these, of course, can only be 
developed through the action of environmental determinants of one 
kind or another. 

Intelligence B is defined as the level of ability that a person 
shows in his behaviour, in his adaptation to the environment, his 
reasoning, his judgement, his problem-solving ability, his 
capacity for learning, comprehension, memory, information 
processing, and the adoption of suitable strategies. This 
distinction is similar to that made by geneticists between 
genotype and phenotype. 

As a third conception (Intelligence C) we have that of the IQ, 
i.e. the quantification of intelligence in terms of standardised 
problems, chosen in such a way as to minimise the influence of 
educa tional, cultural and socio-economic factors. One can show 
the relative inclusivity of intelligence A, IQ, and intelligence 
B. Host fundamental is intelligence A, but IQ to some extent, and 
intelligence B to a much larger extent, are affected also by other 
variables, such as personality, education, socio-economic status, 
parental upbr~n~ing, cultural factors and many more. IQ itself is 
not unitary, but can be divided into mental speed, error checking 
and continuance or persistence (Bysenck, 1982); we will not here 
be concerned with this particular breakdm·m. 

Psychologists have always alternated in their concepts and 
definitons between intelligence A and intelligence B, and many 
rather useless disagreements and controversies have arisen because 
of their failure to realise that they were taking about quite 
different concepts hidden under the same terms used by both 
parties. It may be useful here to use the term biological 
intelligence for intelligence A, social intelligence, for 
intelligence B, and psychometric intelligence for intelligence C. 
In that .laY it will be clear just what is being discussed, and no 
problem should arise through misunderstanding of the concepts 
involved. 

Some sociophiles (e.g. Kamin, in Eysenc~ and Kamin, 1981) deny the 
existence of biological and genetic determinants of intelligence, 
and would hence reduce the term completely to the concept of 
social intelligence; the evidence against this view is so 
overwhelming (Bysenc~, 1979; Vernon, 1979) that little needs to be 
said here. Strands of evidence fror.J 11Z tHins brought up in 
isolation, from comparisons between 11Z and DZ twins, from studies 
of adopted children, from intra-familial correlations, from work 
on inbreeding depression and on heterosis, as well as the 

- 351 -



Chapter 8 Eysenck: Systems Approach 

phenomena of genetic regression to the mean, agree conspicuously 
in suggesting a strong influence of genetic factors, involving 
both addi ti ve genetic variance, dominance, and assorta ti ve 
mating. Estimates of uncorrected broad heritability vary from 50% 
to 70%, but the precise value is irrelevant for this discussion. 
In any case, heritability is a population statistic, and hence may 
differ wi thin lirni ts bebleen one po pula tion and another, and from 
one time interval to another. Hhat is important is the fact that 
it would be difficult now to deny the biological reality we 
represented by intelligence A; biological intelligence is too 
central and important a concept to be thro,m over in the service 
of ideological and political dogma. 

There is, however, another argument l-lhich separates the advocates 
of biological intelligence and social intelligence. The argument 
in question is quite central in any discussion of intelligence, 
and arose right from the beginning in the contrasting doctrines of 
Sir Francis Gal ton and Alfred Binet. Gal ton, representing the 
biological view of intelligence, conceived of intelligence as a 
general factor underlying all cognitive abilities and performance, 
central to the abilities which made human beings learn, memorise, 
adapt to the environment and generally succeed in problem solving 
tasks of all kinds. Binet, on the other hand, really did not 
believe in intelligence as a meaningful concept at all; he 
preferred to think in terms of a large variety of different 
intellectual capacities, unrelated to each other, and generating 
"intelligence" only through averaging, Le. as a kind of 
statistical artifact. Some of his postulated abilities were 
similar to those later on discovered through factorial analysis by 
Burt, Spearman, Thurstone and others; others stril~e us now as 
rather odd and not truly belonging to this company, such as 
suggestibility. The work of Guilford (1967), ,.,rhich postulated 120 
or more independent" intelligences", is a reductio ad absurdum of 
this multiple-factor approach; psychometrically it has been found 
that all these different abilities are in fact highly correlated, 
and define a general concept of "intelligence", and in addition a 
few special abilities of the kind already recognised by Thurstone 
and Burt (Eysenck, 1979). Binet was right in asserting the 
importance of special abilities, such as verbal, numerical, visual 
spatial etc., in addition to general intelligence, but he was 
wrong in denying the meaningful postula tion of biological 
intelligence, and in assuming that intelligence was only a 
statistical artifact. 

This deep division between the followers of Galton, stressing the 
importance of biological intelligence, and the followers of Binet, 
stressing the importance of social intelligence, becomes 
particularly apparent in their respective answers to the questions 
of how intelligence is to be measured? (For Binet there is of 
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course a paradox, in that he attempted to measure intelligence 
while believing it to be a statistical artifact. It is clear from 
his writings that he was feeling his way, and that his thought 
lacked a consistency which according to the proverb characterises 
little minds. Nevertheless, if we conceive of "intelligence" as 
the average of a number of disparate cognitive abilities, it would 
obviously follO\. that any measurement we undertake should embrace 
as many of these abilities as possible. Interestingly enough, 
therefore, Binet's approach coincides with that of Spearman 
(1927), who, as a follower of Gal ton, used factor analysis to 
establish the existence of a general factor of intelligence (g) 
vlhich would represent Gal ton's biological intelligence. In doing 
so he advocated the use of as many widely different types of test 
as possible, on the grounds that too-similar tests would create 
artificial correlations between those specific factors which 
rela ted to each test separately, and were not in common between 
tests of different abilities. The fact that psychometric vlork 
along these lines did succeed in establishing a very powerful 
general factor is ample evidence that Binet's assumptions were 
1l..11justified, and that intelligence is more than a statistical 
artifact. ) 

For Gal ton, the obvious way of measuring intelligence .las by 
reference to the biological substrate of cognitive ability; in the 
absence of EEG and other modern methods of investigating the 
actual functioning of the central nervous system at the cortex, he 
suggested, among other things, using reaction time as a measure of 
intelligence. Binet, on the other hand, in line with his 
conception of social intelligence, suggested tests involving 
learning, following instructions, memory, problem-solving, etc. 
Inevitably the Binet tests were contaminated, as Galton's would 
not hail'e been, by educational, cultural and other environmental 
factors which could not be eliminated easily from the final 
score. In this battle, as is well lcno.m, Binet was victorious. 
Practically all modern IQ tests are modelled upon the ones 
originally produced by Binet, and share the disadvantages as uell 
as the advantages of his work. The disadvantages are related to 
the intrusion of environmental factors Vlhich contaminate the 
measurement of biological intelligence; the advantages are 
concerned with the relative closeness of Iq measures of this kind 
to social intelligence. From the technological point of view the 
advantages predominate; Ie) tests have been found extremely useful 
in relation to educational selection and prediction, in relation 
to industrial selection for work and training, and in relation to 
many other practical purposes of one ~dnd or another (Eysenck, 
1979). Under suitable conditions very high predictive accuracy can 
be achieved, as when IQ tests given at the age of 5 are used to 
predict Ie) and scholastic achievement at age 16 (Yule, Gold and 
Busch, 1982). This advantage is based on the congruence of factors 
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of a non-cognitive type promoting success on Iq tests and in 
educational and other life situations. Such factors may be 
rela ted to personality, socio-economic sta tus, to parental 
influence, or to many other factors irrelevant to the scientific 
measurement of intelligence A. 

It is with respect to the scientific analysis of intelligence that 
the Galtonian suggestion would seem to have a better claim to our 
attention. Given that biological intelligence is fundamental to 
the more complex and highly contaminated notions of IQ and social 
intelligence, clearly the task of scientific research should have 
been to try and carry out Galton's prescription and measure 
biological intelligence in as pure a form as possible. T'Te may 
compare the situation with that obtaining in physics, say in the 
measurement of heat. Here too we may talk of heat A (physical 
heat), in contrast to social heat (to coin a phrase), i.e •. the 
heat experienced by a given individual. This is of course largely 
determined by the actual physical heat, i.e. the speed of 
movements of molecules in the air, but it is also affected by a 
variety of factors which are not directly related to physical 
heat. Among these are the so-called chill factor, i.e. the 
amount of air movement present, the amount of food the individual 
has eaten recently, the amount of alcohol in the blood stream, the 
amount of exercise he has taken, the amount of fat on his bodily 
frame, and many others of a similar kind. Given an identical 
amount of physical heat, some people .Till apply the term "cold" to 
it, others the term "warm", and even the same person may atone 
til:le call an identical temperature "cold" or "warm". There is a 
well knoun psychological experiment to illustrate the point. The 
subj ect puts his left hand in a basin full of hot Iva ter, his right 
hand in a basin full of cold Iva ter; after a fev' minutes, he 
transfers both hands to a bowl of lukelvarrn \vater, Ivhich now feels 
cold to the left hand, hot to the right hand. Clearly physical 
cold, Le. the temperature of the water, is quite different to 
"social heat", i.e. the temperature as experienced. 

In addition, of course, we have heat C, Le. heat as measured. 
As there are different methods of measuring intelligence, so there 
are many different methods of measuring heat. There is the 
mercury-in-glass thermometer, depending on the change in volume of 
the mercury with increase in heat; the constant-volume gas 
thermometer, depending on the reactants of the welded junction of 
two fine wires; resistance thermometers, depending on the relation 
between resistance and temperature; thermocouples, depending on 
the setting up of currents by a pair of metals with their 
junctions at different temperatures; etc. Nelkon and Parker 
(1968), in their Advanced Level Physics, point out that 
temperature scales differ from one another, "that no one of them 
is any more "true" than any other, and that our choice of which to 
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adopt is arbitary, so it may be decided by convenience." (p.186.) 
Thus when the mercury-in-glass thermometer reads 300 0 C, the 
platinum-resistance thermometer in the same place and at the same 
time will read 2910C There is no meaning attached to the question 
of \.hich of these tVlO values is "correct", just as little as there 
\muld be to the question of whether an IQ given by the T'Techsler or 
by the Binet scale is more "correct". There is thus a perfectly 
homologous relation between the theory and measurement of heat, 
and the theory and the measurement of intelligence, an application 
of systeos theory already previously suggested (Eysenck, 1979). 

It is interesting to note, from the point of view of the history 
of science, why Galton's suggestion of using reaction times as a 
measure of intelligence was rejected by psychologists, almost 
unanimously, until recently. Clark T:vissler (1901), on the basis 
of a badly planned, badly executed and badly analysed study 
concluded that there was no correlation between intelligence and 
reaction time, and although much better studies, such as that of 
Peak and Boring ( 1 926 ) gave very pos i ti ve results, it was not 
until recently that the Zeitgeist permitted a resurrection of 
Galton's theory. Rehabilitation of reaction time as a measure of 
intelligence was due to ~oth (1964), who based himself on the work 
of Hick (1952) and his demonstration that multiple choice RT 
increases as a linear function of the increase in amount of 
informa tion i·n the stimulus arra~', Hhen information is measured in 
bits, that is the logarithm (to the base 2) of the number of 
choices. The slope of this function can be interpreted as a 
measure of the speed or rate of information proceSSing, expressed 
as the number of milliseconds per bit of information. The 
reciprocal of the slope (x1000) expresses the rate of information 
processing in terms of number of bits per second. The general 
resul ts of Roth's worle are shoun in T::ysenck (in pres::j), and verify 
his proposition that the slope is steeper for dull subjects than 
for bright ones, Le. that the rate of inforMation processing is 
quicker for high IQ subjects than for low Ie} subjects. This study 
gave rise to the so-called Brlangen school in Germany (Lehrl, 
1983; Frank, 1971). Eysenck (in press) has given an outline of the 
wor~~ of this school, and the resulting general s~Tstel!lS theory. 
Figure 1 shows a diagrammatic model of the theory. Information 
about changes in the outer Vlorld or in the body reaches the cortex 
by \vay of the sense organs and9 the sensory nerves, resulting in 
the transmission of between 10 and 1011bits per second. Only a 
SMall portion of this information can be received by the cortex, 
and this flow of information (C k ) amounts to between 15 and 16 
bits per second in the average adult. This capaci ty forms the 
upper limit of the amount of infor~ation used in cognitive 
acti vi ties, such as changes or combinations of items of 
informa tion through thin~dng or crea ti ve activity, as in 
problem-solving. Part of the information finds a place in 
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lOtlg-terr.; memory, where it can be stored and can be accessed at 
any tir.Je. 

Shotl.lef," 

~y r---------~ 
(-80 bI(s} 

Consoll~11On 

0.''= 

Figure 1 Diagrammatic model of Frank and Lehrl's theory 

In addition to the speed of information-processing, Frank and 
Lehrl consid.ered the duration of short-term memory (TR) as a vital 
part of biological intelligence. This corresponds to the time 
during which information is readily accessible before either being 
forgotten or being transferred through a consolidation process to 
long-term memory. On the average, TR amounts to bet\veen 5 and 6 
seconds, and information offered auring the period of this 
duration would be available to the person concerned without 
effort. 

It is the product of TR and. TK which is identified as a cause of 
differences in phenotypic in~elligence, i.e. IQ scores. The 
great advantage of this new way of looking at the problem of 
indi vidual differences in intelligence is that all the value s 
entering into the equation can be measured directly in terms of 
objective and absolute units (bits and seconds), rather than, ~s 
in the case of In "JeasuremenT>s, in terms of relative values arid 
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percentiles. 

Jensen (1982a, b) also starts with a major axiom, namely that the 
conscious brain acts as a single channel or a limited caDaci ty 
information-processing system. Like Frank and Lehr, he posited 
tha t the brain can deal simultaneously only with a very limited 
amount of information, and this limited capacity also restricts 
the number of operations that can be performed simultaneously on 
the information that enters the system, either from external 
stimuli, or from retrieval of information stores in short-term or 
long-term memory. It follows that speed of mental processing is 
advantageous in that more operations per unit of time can be 
executed without overloading the system. This, of course, is the 
basis of Lehrl's attempt to provide an absolute or physical system 
of measurement for intelligence. 

Jensen also points out that there is a rapid decay of stimulus 
traces of information, suggesting that there is an advantage to 
speed of any operations that must be performed on the information 
while it is still available, i.e. in the short-term memory 
store. Last but not least, to compensate for limited capacity and 
rapid decay of incoming inforrna tion, the individual resorts to 
rehearsal and storage of the information into intermediate or 
long-term memory, which has rela ti vely unlimited capacity. The 
process of storing information in long-term memory, houever, also 
takes time (consolidation), and therefore uses channel capacity by 
giving a trade-off between the storage and the processing of 
information. The more complex the information and the operations 
required on it, the more time will be required and consequently 
the greater will be the advantage of speed in all the elemental 
processes involved. 

Jensen also introduces the concept of short-term memory into his 
system, but his discussion of this feature is relatively distinct 
from that of reaction time. Jensen postUlates t1..fO relatively 
distinct types of ability, called Level 1 and Level 2 ability. 
Level 1 ability is essentially t~e capacity to receive or register 
stimuli, to store them and later recognise or recall the material 
with a high degree of fidelity. Digit span is a good measure of 
thi s a bili ty. Level 2, on the other hand, is characterised by 
transforma tion and manipulation of the stimulus prior to making 
the response. It is a set of mechanisms which made generalisation 
beyond primary stimulus generalisation possible. Spearman's 
(1927) characterisation of g as an eduction of relations and 
correIa tes corresponds to Level '2. 1,rhile thus recognising the 
importance of Level 1 ability as a basic contribution to Level 2 
manipulation, Jensen has never, unlike the Erlangen School, tried 
to combine both these concepts into a single system. 
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The available evidence from many studies now supports the view 
that RT and IQ are quite closely related. IQ has been shown to be 
correlated with simple RT, more highly with choice RT, with the 
Hick slope, and particularly with the variability of an 
individual's RT scores - the smaller the variability, the higher 
the IQ. Actual correlations reported differ according to methods 
of measurement, type of IQ test used, range of ability in the 
population studied, etc., but for normally distributed samples of 
subjects on reliable and valid IQ tests correlations of between .5 
and .6 can be expected, and have been found in our own wor!c 
(unpublished). It is ~"ell renown that day to day fluctuations in RT 
occur, so that corrections for attenuation, taking this factor 
into account, would raise the observed correlations markedly. 
There seems to be no doubt that Galton was right, and his 
detractors were wrong; RT is intimately connected with IQ, and 
hence the theories of the grlangen School and of Jensen, 
attempting a systems approach to the definition and measure~ent of 
biological intelligence, acquire a considerable degree of 
importance. 

An even more direct biological measure of intelligence A is 
furnished by the recent work on the averaged evoked potential 
(A><;P), reviewed by Eysenck and Barrett (1984). The AEP has been 
studied for many years, with particular attention devoted to the 
amplitude and latency of the wave forms resulting from the 
administration of a visual or auditory stimulus, and relatively 
low correlations of between .2 and .3 have been observed with both 
latency (negative) and amplitude (positive). Both of these 
measures are related to the variability of response; the greater 
the variability, the longer the latency and the smaller the 
amplitude, for obvious reasons (Callaway, 1975). The original 
reasons for looking at evoked potentials as possible measures of 
IQ ~"ere similar to those which persuaded Binet to include certain 
types of tests in his battery, namely a change in scoring rate 
\-lith age. Older children, as compared with younger ones, have 
higher scores on the typical Binet test item, and similarly older 
children have shorter latencies and greater amplitude in the 
evoked potential. 

This early, relatively unsystematic and purely pragmatic approach 
has been succeeded in recent years by atte~pts to formulate 
specific theories, deduce novel measures from these theories, and 
validate these measures against established IQ tests. There are 
three major paradigms in the field. The first is that of A.~. 

Hendrickson (1932) and D.E. Hendrickson (1982). This represents a 
truly general systems approach, starting out with a biological 
theory of the processing of information through the cortex, and 
ending up with a measure of biological intelligence. The theory 
is much too complex to be discussed here, even in outline, but the 

- 358 -



Chapter 8 Eysenc!t: Systems Approach 
essential link is provided by the postulation that incii viduals 
differ in the nUl!lber of errors that occur in the processing of 
in:orr.13tion through the cortex, presumably at the s:nap~~, a'1ci 
that error-free processing of information leads to high I~ sccres, 
error-prone transmission to low IQ scores. Errors in transnission 
are indexed in terms of high variability and low complexity of·the 
trace, and remarkably high correlations have been reported between 
these variables (often combined into a single measure) and IQ. In 
the largest study so far published (D.E. Hendrickson, 1982), a 
correlation of .83 was found between this combined AEP measure and 
1·1echsler IQ on 219 15-year old children. Several replications 
(e.g. Blin!{horn and Hendrickson, 1982; Haier et al., 1983) have 
shown that the results are essentially reproducible, although l!Iuny 
unsolved questions remain. Clearly this is a most important 
validation of Galton's concept, and one that deserves to be 
followed up and extended. Typical results are shown in Figure 2. 

'4, IS 

Fiaure 2a Evoked potential waveforms for six high and six low 
IQ subjects. Auditory stimulation. 

LQ r-----:-------, v 1,,,.1 
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lSI 
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IS 

Figure 2b Evoked potential waveforms for six high and six low 
IQ subjects. Visual stimulation. 

The second model is Schafer's (1982) neural adaptability theory. 
It is well known that selective attention has an influence on the 
ampli tude of AEP' s, demonstrating a cogni t:i ve modulation of ;::SG 
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activity. This modulation is manifested as a tendency for 
unexpected or "attended" stimuli to produce AEP's of larger 
overall amplitudes than in those genera ted using stimuli whose 
nature and timing is known by the individual (Eysenck and Barrett, 
1984.) Schafer has extended the scope of this empirical phenomenon 
by hypothesizing that individual differences in the modulation of 
amplitude (cognitive neural adaptability) will relate to 
individual differences in intelligence. The physiological basis 
mediating this relationship is hypothesized to be neural energy as 
defined by the number of neurons firing in response to a 
stimulus. A functionally efficient brain will use fewer neurons 
to process a fore-known stimulus, whereas for a novel, unexpected 
stimulus, the brain will commit large numbers of neurons. Given 
the relationship between individual neuron firing patterns and 
observed cortical AEP' s, the commi ttl'lent of neural energy \vill be 
observed as amplitude differences between AEP's elicited from 
various stimulus presentation conditions, i.e. expected and 
unexpected. Schafer also suggests that this tendency is related 
to habituation phenomena observed in repeated stimulation vlith 
identical stimuli; high Iq subjects \-lQuld sho.T greater habituation 
as well as greater differences betvleen expected and unexpected 
stimuli. Schafer (1982) has reported very positive results for 
tests of his hypothesis, and in an as yet unpublished study has 
fOll..Tld correlations between IQ and habituation of about the same 
size as that reported by Hendrickson for his paradigm. 

It is possible to suggest that the Hendrickson paradigm may be 
more fundamental than the Schafer one, in the sense that the 
findings of the latter can be deduced from the theories of the 
former. Habituation is dependent on the identity of repeated 
stimuli, and when errors of transmission occur the identity of 
stimuli is not preserved; hence error-prone transmission would 
lead to reduced habituation effects. This hypothesis is of course 
highly speculative, but in a new field where very little evidence 
is available speculation may become imperative. 

The third model is that of Robinson (1982a, b). This also has 
generated a model accounting for individual differences both in 
personali ty and in telligence, and this model deals with 
physiological events in a more gross manner than that of 
Hendrickson, without having recourse to h,;'potheses concerning 
individual neuron function. Robinson has taken a more 
conservative approach, postulating physiological events generally 
in line vii th current established evidence. No ne\v' physiological 
mechanisms are proposed within his model; rather he has used 
Pavlovian typology and general systems theory as his framework, 
and generated a very precise model. Subsequently, he tested the 
parameters of his model with some startling success. 
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Robinson, starting out with Pavlov's notions of excitatory and 
inhibitory processes, and the balance between them, suggested that 
certain neurophysiological sUb-systems corresponded to Pavlov's 
hypothetical processes. Robinson suggested that the diffuse 
thalamocortical system could be used as a mediator of Pavlovian 
excitation, and he also identified the inhibitory process \.ith 
distinct thalamic neurons,. Given the reciprocal axonal 
connection between these neurons in addition to evidence 
demonstrating that both sets of neurons may be activated by the 
same conditioned stimulus, concordance with Pavlov's speculation 
is thus maintained. 

It would take us too far to discuss the rather complex details of 
Robinson's model, but he has provided evidence from an empirical 
study to show that relationships postulated by him between 
exci tation and inhibition variables as measured by the evoked 
potential, on the one hand, and both personality and intelligence 
variables, on the other, can indeed be demonstrated to exist, and 
to reach a high degree of statistical significance. So far no 
replication of the study is available, but the model is perhaps 
closer to orthodox neurophysiology than that of Hendrickson, and 
deserves to be followed up. 

Detailed reviews and criticisms of these three models are 
available elsewhere (~ysenck and Barrett, 1984); here let us 
merely note the deliberate efforts of these authors to construct 
models of biological intelligence along the lines of modern system 
theory, and note also the startling success of all three models in 
relating the electrophysiological variables generated by these 
models to IQ measures. Figure 3 shows the kind of relationship 
postulated in the theories between biological intelligence (here 
identified as error-free transmission), IQ, and the great variety 
of cognitive processes identified in intelligence B, and sometimes 
used to define social intelligence (Eysenck, 1982). This figure 
illustrates the kind of system which requires analysis before \ve 
can come to any agreed conclusions about human intelligence; 
clearly the distinction between hiological intelligence and social 
intelligence is a vital one, as is the relationship between these 
hlO, and betHeen them and psychol'!letric intelligence (IQ). A 
recognition of the complexity of the system, and of the need to 
recognise the precise type of "intelligerice" one is arguing about, 
must be a precursor to any agreed formulation of both the problem 
and the solution of the puzzle presented to science by human 
intelligence. 
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I ERROR-fREE TRANSMISSION I 

Figure 3 Relation between different kinds of intelligence. 

l'/hatever may be one I s estimate of the demonstrated relationship 
between psychometric intelligence (Io.), on the one hand, and RT 
and AEP measurement on the other (to which could be added work on 
inspection time, e.g. Brand and Deary, (1982)), there is little 
doubt that it constitutes a Kuhnian revolution in the field of 
intelligence theory. Current social intelligence theories 
(Sternberg, 1982) are quite incapable of digesting the facts as 
outlined, namely the very close relationship between psychometric 
intelligence and biological intelligence, and while much "normal 
science" puzzle-solving activity will be necessary to establish 
the biological intelligence model more firmly, it is already clear 
that some form of general systems approach will be required to 
unify the different aspects and areas loosely grouped under the 
general heading of "intelligence". Only in this way will 'Ne be 
able to make firm assertions about the relationships between 
biological intelligence, psychometric i~telligence and social 
intelligence. 
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The position in the field of temperament is very similar to that 
in the field of intelligence. Here too \"e may speak of 
personali ty A, personality Band personality C, L e. biological 
personality (sometimes denoted by the term IItemperament" 
Strelau, 1983), social personality, Le. the manifestation of 
biological personality in everday life behaviour, and personality 
C, i.e. the measurement of personality by means of questionnaires 
and other devices (Eysencl~ and Eysenck, 1984.) For many years, the 
notion of a biological basis for personality was abjured by 
psychologists, largely due to a Zeitgeist which I.as as hostile to 
genetic and other biological influences here as it had proved to 
be in the field of intelligence. The early twin studies of 
Nel·nnan, Freeman and Holzinger (1937) suggested that heredity 
played little part in the genesis of differences between 
individuals, as far as personality was concerned, but his worl{ was 
full of methodological and statistical errors, as pointed out by 
Eysenck (1967); and many recent studies, using better methods and 
better statistics, notably the model-fitting approach to genetic 
analysis pioneered by the biometrical genetical Birmingham School, 
have shown conclusively that genetic factors are as active in the 
field of temperament as they are in the field of intelligence 
(Full{er, 1981). 

Bodern developments have the following advantages over previous 
work. (1) We now have available refined methods of analysis which 
go well beyond making simple statements about heritability, but 
enable us to look at the whole architecture of hereditary and 
environmental influences, and separate out total phenotypic 
variance into additive genetic variance, dominance, epistasis, and 
assortative mating, while also partitioning environmental variance 
into a between-families and within-families portion. In addition, 
it enables an analysis to be made of the interaction between 
heredity and environment (Eaves and Eysencl{, 1985). (2) In the 
second place, the number of subjects taking part in genetic 
experiments has now increased dramatically, in order to make 
possi ble the more refined analysis outlined above. v!here 
previously HZ and DZ twins taking part in a study might number a 
few dozen, we now have samples of 10, 000 or 12, 000 being used. 
The formulae of biometrical genetical analysis make it possible to 
indicate the numbers required for any degree of refine~nt in the 
analysis, and such large numbers have been found necessary in 
order to achieve any kind of precision. (3) lThile :'Teiiman, Freeman 
and Holzinger had little in the way of reliable and valid tests in 
the personality field, and nothing in the I.ay of theory, we now 
have both good theories and ~/ell established tests to use in 
genetic analyses (Eysenck and ~ysenck, 1984). Thus the conclusions 
to be formula ted presently are based on a rlUch firmer ~rounding 
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than was possible even a few years ago. 

The maj or findings in this field are as follows: (1) For almost 
all personality traits and dimensions studied, betvleen one-half 
and two-thirds of the phenotypic variance is due to genetic 
factors. (2) The genetic part of the variance is almost entirely 
of the additive kind; there is little in the way of evidence for 
epistasis, dominance, or assortative mating. There is some slight 
evidence for dominance as far as extraversion is concerned, but 
none for the other factors analysed. (3) ~10st if not all of the 
environmental variance is of the within-family kind; there is no 
evidence for between-fanily environmental variance. This seems to 
disconfirm most of the currently widespread psycho-analytic and 
other "dynamic" theories which rely on factors, such as child 
upbringing, weaning and potty-training, which would come under the 
heading of between-family environmental variance. These findings 
lvould seem to establish the necessity of postulating biological 
personali ty as a fundamental concept vii thin this general field 
(Eysenck, 1967). 

The model of personality here discussed has been claimed to 
constitute a paradigm in this field (Eysenck, 1983; Sysenck and 
r.:ysenck, 1984) and we will now briefly consider the reasons why 
this claim may not be entirely unjustified. Before doing so, 
however it may be useful briefly to set out the descriptive system 
involved. Essentially this is based on a factor analytic 
hierarchical model, which through large numbers of empirical 
investigations has thrown up three major dimensions of personality 
or superfactors (Royce and Powell, 1983). These are given 
different names by various authors, but will here be referred to 
as psychoticism (P), extraversion (E) and neuroticism (N). Figure 
4 shows the traits, the intercorrelations between which generate 
the super-factors, P, E and N, and are the empirical basis for the 
postulation of these dimensions. 

In order to demonstrate the paradigmatic status of these factors, 
it would have to be demonstrated (1) that they occur whenever 
analyses are carried out of the intercorrelations between large 
numbers of traits, such as appear in the !~PI, the 16PF, the cpr 
and many other well known scales. This has been shOlm to be so; 
the same maj or dimensions of personality appear whenever these 
scales are subj ected to factorial analysis (Royce and Powell, 
1983; 2ysenck and Sysenc1c, 1984). (2) As a second requirement, the 
same dimensions should appear in cross-cultural studies, i.e. 
they should not be confined to American and 8uropean populations. 
Barrett and Eysenck (in press), have carried out such analyses for 
25 different nationalities, and have shown very high indices of 
factor comparison, demonstrating that identical factors are 
involved in all these different countries and nations, ranging 
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Figure 4 Traits defining Psychoticism. (Eysenck & Eysenck, 
1981..) 

from African states like Uganda and Nigeria, to Asian populations 
li~e Japanese and Mainland Chinese, and from Communist countries, 
like Yugoslavia and Hungary, through South American countries like 
Brazil, and Asian countries like BangIa Desh and Sri Lanka, to the 
usual European and North American countries. Thus these 
dimensions appear to be universal among present-day cultures and 
nations. 

Given that these descriptive variables are hypothesized to have a 
biological foundation, it would be expected (3) that dimensions 
similar to P, E and N would be found in the animal world too. 
This is indeed so; Chamove, Rysenc~c, and Harlow (1972), have shown 
that long-continued observation of social behaviour in rhesus 
monkeys discloses three major personality features which are 
analogous to these three factors, namely aggression, sociability 
and fearful behaviour. Similarly, Garcia i Sevilla (1984) has 
demonstrate~ sictlar behaviour patterns in rats. n more deta11ed 
account of these and similar investigatiuns will be found in 
8ysenck and Eysenck (1984). 
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Given the hypothesis of a biological and genetic basis for 
personality, one would expect (4) longitudinal consistency of 
these behaviour patterns over time. There is a good deal of 
evidence, extending to follow-ups continued over 50 years, and the 
evidence certainly suggests a great deal of consistency for 
personali ty traits, particularly P, E and N, almost reaching the 
same level as intelligence. Conley (1984) has recently surveyed 
this field, and has verified the existence of a high c.egree of 
consistency. Using the formula: 

C = Rsn 
where C is the observed retest coefficient, R is the 

internal consistency or period-free reliability of the measuring 
instrument, s the annual stability and n the interval in years in 
which the coefficient is calculated, he found annual stabilities 
of intelligence and personality traits of .99 and .98, 
respectively. 

He thus find that the personality concepts of P, E and N are found 
regardless of type of measuring instruments and personality 
theories held by the investigator; occur universally in all the 
countries and cultures where studies have been carried out; give 
rise to behaviour patterns in animals similar to those observed in 
humans; and have very strong longitudinal consistency over time. 
It seems reasonable, therefore to regard these dimensions of 
personality as firmly established and approaching the status of a 
paradigm. Objections and criticisms have been .considered by 
Eysenck and Eysenck (1984), and have 1:Jeen shown to be largely 
irrelevant. 

It might be thought that if personality variables are so 
uni versal, p01.-lerful and biologically determined, (5) they would be 
related to important differences in social behaviour. This indeed 
has lJeen found to be so. The personality variables in question 
have been related to neurosis (Eysenck, 1977a), criminal behaviour 
(EysencJ:, 1977b), sexual behaviour (Rysenc).c, 1976), and many 
others listed by ~ilson (1981), such as affiliation, birth order, 
group interaction and social skills, speech patterns, expressive 
behaviour and person perception, expressive control, field 
dependence, suggestibility, conflict handling, attraction, 
attitudes and values, recreational interests, occupational choice, 
industrial performance, academic apti tuc.e and achievement, drug 
use and abuse, and many others. The literature leaves little 
doubt that personality indeed is very influential in determining 
people's social behaviour in many different ways, and has many 
important consequences. 

:·luch work has been done in recent years to formulate causal 
theories of a biological kind to account for the observed 
differences in personality, e. g. ~langan, (1982), Prentsky (1979), 
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Zuckerman, Ballinger and Post (1984) and many others, beginning 
with the well known studies in physique of Kretchmer and Sheldon. 
Much of this interest began with the publication of The Biological 
Basis of Personality (Eysenck, 1967), which postulated that 
individual differences in extraversion-introversion were produced 
by the habitual arousal level and the arousability of the cortex, 
in the sense that introverts are characterised by high levels of 
arousal, extra verts by low levels, with ambi verts intermediate. 
This hypothesis has been widely tested along its 
psychophysiological parameters, and a good review of the 
literature is provided by Stelmack (1981). On the whole, the 
evidence is confirmatory, although it appears to be fairly 
dependent on the choice of correct parameter values in the testing 
conditions and stimulus selection. 

A recent review by Zuckerman, Ballinger and Post (1984) also 
discusses in great detail the literature on arousal and 
arousabili ty, but also shows tha t there are biochemical 
differences between extraverts and introverts which are of 
considerable interest. To take but one example, there is an 
interesting negative correlation between monoamine oxidase (r1AO) , 
on the one hand, and extraversion and sensation-see!dng on the 
other. This enzyme is present in tissues including the brain, 
with the highest brain concentration in the hypothalamus. Studies 
of humans have relied largely on measurement of MAO from blood 
platelets, .rhich has an uncertain relation to brain HAO, but has 
been found to be powerfully related to personality. ~1easuremen t 
over time is reliable and Zuc~cerman et al. list a series of 
studies, both with humans and animals, indicating extraverted 
behaviour patterns in low ~1AO subjects, introverted behaviour 
patterns in high ~4AO subjects. The relationship between !1AO and 
cortical arousal has not been studied in detail yet, although such 
a relationship would be predicted, and would add to our 
understanding of the biological causes of 
extraversion-introversion. 

'~ny detailed predictions have been nade from the arousal theory 
on to a great variety of psychological variables testable in the 
laboratory, such as Pavlovian conditioning, memory retrieval, 
learning, pain tolerance for sensory depri va tion, stimulus 
intensity modulation, sensory thresholds, flicker fUSion, 
kinesthetics. figural after-effects, vigilance, and many others 
(Bysenck, 1976). The great majority of the predictions made have 
been verifiet1., and the results have served to establish more 
firnly the theory as probably pointing in the rj_ght direction, 
although clearly much work remains to be done to wor~ out precise 
parameter relations in all these different physiological and 
psychological areas. 
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As far as neuroticism is concerned, there is an obvious connection 
with the limbic system and the autonomic nervous system, 
differences in the activation of which can account for differences 
in the personality variable. There has been much less wor!c in 
trying to establish the precise relationships here, and the work 
of Hyrtek (1980) and Fahrenberg et al. (1984) has shown that much 
remains to be done before we can regard this relationship as 
established. It would certainly not be true to say that high N 
scorers show greater reactivity to physical stimuli; Saltz (1970) 
has shown that stimuli such as electric shocks produce quite 
different effects in anxiety-prone subjects than do socially 
threatening variables and situations. Choice of the correct 
stimulus is therefore an obviously vital part of any proper 
programme of investigation. It may be that duration of 
physiological effects is more important than intensity of 
reaction, which in any case is difficult to measure due to 
threshold and ceiling effects. The possibility should also be 
considered that hormonal secretions, e. g. adrenaline, may show 
more powerful rela tionships wi th personali ty than do 
psyc·hophysiological reactions; possibly this is because it is the 
hormones that determine to some extent the duration of the evoked 
response. There are many unsolved problems in this area which 
require investigation. Recent work by Kelley (in press) has shown 
an involvement of ACTH (Adrenocorticotropic hormone) in the 
extinction of conditioned fear responsep, in the sense that an 
injection of ACTH considerably delays extinction; this is 
important in view of the relevance of extinction or incubation of 
anxiety to modern theories of neurosis (~ysenck, 1982b). According 
to this theory, neurotic disorders are produced by Pavlovian 
conditioning, and are eliminated through Pavlovian extinction. 
The extinction process is consequently a vital one for any 
consideration of psychotherapeutic or behaviour therapy effects, 
and the po::;tula tion that i ~ is affected pO\oJ'erfully by personality 
factors, particularly introversion and neuroticism, is strongly 
supported by the relationship between exti"nction and ACTH, .rhich 
in turn is related to these personality variables. 

Psychoticism, too, has been related to basic biological variables, 
particularly the sex hormones; P is power~ully related to 
masculinity, in the sense that males have much higher P scores on 
the average than do females, and there has been some evidence that 
testosterone, the male hormone, is correlated with P (~ysenck and 
Sysenck, 1976). There are biological correlates of P also, such as 
HLA B-27, a leucocyte antigen which is found significantly more 
frequently in schizophrenics than in normals. It has been shown 
tha t when comparing normal high P '.vi th normal low P scorers, or 
psychotic high P with psychotic low P scorers, the high P scorers 
in each case ShO\1 a higher level of HLA B-27 than do the 1moJ' 
scorers (Gattaz, 1981; Gattaz and Seitz, in press). In a similar 
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way, Claridge (1981) in a series of studies found that acute, 
untreated schizophrenics show a paradoxical inversion of the usual 
relationship between two-flash threshold and skin conductance, and 
that normal high P scorers showed the same inversion as co~pared 

to normal low P scorers The worle of Claridge is a particularly 
clear example of the importance of a systems theory approach; it 
is not individual relationships between variables such as 
tvlO-flash threshold or electro-dermal response, on the one hand, 
and schizophrenia on the other, which give l'leaningful and 
replicable results, but rather the systematic interactions of 
these variables, which differ between schizophrenics and nor~als, 
or between high and low P scorers. 

This chapter contains a very brief and inco~plete account of the 
writer's system theory approach to the study of personality, both 
in its cogni ti ve and non-cogni ti ve aspects. ~Iuch fuller accounts 
are available elsewhere (Eysenclc, 1981, 1982; Eysenck and Eysenck, 
1984). It is hoped, nevertheless, that the main outlines of the 
type of research advocated have emerged fror.J this presentation. 
The proper study of personality has to be inclusive, rather than 
exclusive; it must look at genetic factors, ~ioche~ical 

determinants, electrophysiological influences, constitutional 
factors, as well as social influences of various kinds, 
educational, cultural, 'socioeconomic etc. It r.Just then try to 
.leave these into an interactional networl{, possibly along the 
lines of path analysis, .lith as many quantitative indices as 
possible to facilitate causal analaysis. It will be obvious that 
much of this work is still in the future; only a beginning has 
been made because of the general tendency among psychologists to 
adopt a very one-sided approach, e.g. biophile or sociophile, 
rather than to treat man as a biosocial animal, which is the only 
possible way of approaching the subject. System theory does not 
suggest specific answers, but merely a way of approaching the 
subject; it tells us to avoid looking for a "resolutive" method, 
and look instead for nomological neb.orks more appropriate to the 
study of organisms. The analytic method works very well in 
science when we can decompose the subject of investigation into 
elementary parts, but the study of organisms by definition 
requires the organism to remain intact, with all its parts 
interacting in a systematic fashion which requires to be 
unravelled before we can clai~ to have an answer to any of our 
problems concerning that organisn. This does not prevent us from 
recognising parts and sub-parts, but it il'lposes on us the duty to 
analyse their inter-relations in detail. 

It will be clear, for instance, that while statistically P, E and 
N are independent from each other, as well as from g, nevertheless 
from the point of view of the functioning of the total organism 
their interaction is extremely il'lportant. A high E - high 'I 
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individual who is high on P and g will differ profoundly in his 
actions and behaviours from a high E - high !-l individual who is 
10vl on P and low on g. The former may turn out to be a 
fascinating psychopath specialising in computer frauds; the latter 
is more likely to turn out to be a broken-down drunl<ard living by 
occasional thieving and spivving. it is likely that the most 
important next step in the study of personality will be the 
investigation of the interaction of P, E, N, and g; very little 
empirical work has in fact been done along these lines. 1'li thout 
such knowledge, however, it can hardly be claimed that we have 
done more than taken the first few, faltering steps in the 
scientific study of personality. 
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COGNITIVE AND HOTIVATIONAL DIFFERENCES BETT'TEEN ASIAN AND OTHER SOCIETIES 

PHILIP ~. VERNON 

University of Calgary, Alberta 

INTRODUCTION 

Numerous writers, including Jahoda and Berry, have pointed out 
that contemporary psychology is largely based on work with 
American college students, or with white rats; and though young 
children are often studied, they are mostly drawn from restricted 
samples of middle class Western cultures. Thus cross-cultural 
research should be able to provide a much broader perspective on 
mental functioning, and thereby improve the external validity of 
our findings. For example, by sampling a wider data base it 
should help to illumine the nature and development of cognitive 
abilities such as intelligence. But before proceeding, I intend 
to define intelligence as "the complexity and efficiency of the 
higher mental processes of members of any gi vencul tural group". 
Specifically, I want to know what genetic constitutiona.l and 
environmental factors, and what child-rearing practices are 
chiefly involved in such mental growth. 

Over the past 25 years, on and off, I have carried out field work 
with groups of 11-year boys in several contrasted ethnic groups -
~nglish, Gaelic, Jamaican, Ugandan, and Canadian native Indian and 
Eskimo. My wife, Dorothy, and I have applied an extensive battery 
of tests including verbal, nonverbal reasoning, number, spatial, 
memory, imaginative, and Piaget-type tests of conceptual abilities 
(Vernon, 1969). These were mostly given individually by ourselves, 
with some help from local assistants, in order to get them across 
to children with little English, and to explore some of their 
major cultural differences. Several Ph.D. students of mine, such 
as the late Russ HacArthur, Alan Bowd and Ian Brooks, have been 
involved in more detailed studies, mainly of Canadian indigenes. 
More recently (Vernon, 1982) I have been particularly interested 
in Asian cultures - Chinese, Japanese and Bast Indians, both in 
their own countries and as emigrants and their descendants 
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abroad. Though I have done little field work with these, I have 
surveyed rather thoroughly the available literature on their 
abili ties, achievements, and their child development. I would 
like to spend a little time describing the characteristics of 
these Asian societies before going on to more general topics such 
as methodology in cross-cultural research. 

Arthur Jensen first drew my attention to the remarkable cultural 
phenomenon of orientals in North America ./ho, despi te 
discrimination and persecution by the white majority - quite 
comparable to the treatment of negroes by American whites - have 
survived and flourished both educationally and occupationally. 
Even in the 1920s when Chinese and Japanese in California, British 
Columbia and Hawaii were living in extreme poverty, and largely 
retained their own highly distinctive languages in their homes, 
they were scoring equal to, or above, white norms on tests of 
nonverbal reasoning, visuospa tial and some memorizing abilities, 
though often considerably handicapped on verbal tests and English 
usage. ,.fi th greater accul tura tion, and acceptance by white 
society after the Second \oJorld "far, they made remarkable 
progress. Currently they obtain about two and a half times as 
many doctoral degrees in American universities (relative to their 
numbers in the population) as do Caucasians UfcCarthy & 1!!olfle, 
1975) ; also the same proportional excess in professional 
employment (t·feyl, 1969). Thus they contradict any simplistic 
theory that e,nvironmental hardship, discrimination, and linguistic 
handicap, account by themselves for the below average intelligence 
and achievement of most ethnic minority groups. Since they 
originated in the 19th and early ~Oth centuries from poor peasant 
stock, it is improbable that they are genetically superior to 
Caucasians in general intellectual potentialities. (Though there 
is some evidence of greater temperamental placidity and less 
excitability in oriental infants than in Caucasian (Freedman, 
1974)). The more likely explanation of their success lies in their 
horne upbringing, in child-rearing practices that instil docility 
to social norms, acceptance of tradi tional values, and stx:ong 
motivation to achievement. 

It is not only those orientals who reside, and are educated in 
1.Testern societies who show such remarkable abilities. Large 
groups of Chinese are found in Hong Kong, Singapore and Taiwan; 
and their average performance on figural tests such as Raven's 
Matrices and Cattell Culture-Fair are quite comparable to English 
and American norms (Rodd, 1959; Chan, 1974). M.W. Stevenson 
(1982), Stigler (1982) and their colleagues have developed reading 
and arithmetic tests at primary school level which have been 
carefully equated for difficulty in Taiwan, Japan and the U.S. In 
arith~etic both oriental groups were considerably ahead of 
American children, despite their being taught in school classes of 
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about twice the size of those in the U.S. (Le. 40+ as against 
20). Tn reading, however, all 3 groups obtained much the same 
means, though one !'light have expected the Chinese and Japanese 
idiographic scripts to be considerably more complex and difficult 
to read and write than Roman alphabetic script. The technological 
achievements of modern Japan are well known to be as advanced as 
those of the U. S. You may have read the recent clail'ls by Richard 
Lynn ( 1977 ) that the Japanese. are genetically superior to the 
white average on !'fATS, '.USC and ToIPPST scales. I do not accept 
these claims since comparisons between these ethnic groups are 
possible only on the performance, or apparatus tests and Digit 
Span, and, as I mentioned earlier, orientals characteristically 
show higher nonverbal than verbal scores. ~lynn (1982) has drawn 
attention to other methodological weaknesses in Lynn's 
comparisons. 

~'1hile Japan is obviously the most technologically advanced country 
in Asia, Indians and Chinese are among the least advanced, and 
have some of the lowest standards of living. Twenty-five percent 
of Japanese are classified as rural dwellers, as against 80% of 
Indians and mainland Chinese. The chequered history of China, with 
its continual warfare, widespread malnutrition, extreme poverty, 
poli tical instability, and extermination of many intellectuals, 
must mean that its educational standards are very low; though, for 
obvious reasons, we have no evidence of their scores on 
standardized ~ests. In India, the country has been less affected 
by wars, but its use of a considerable number of different 
languages in different areas adversely affects communication and 
education. Also the rigid caste system, although officially 
banned, still prevents many of the brighter Untouchables from 
achieving as they should. The most extensive cross-national 
surveys of educational achievements are those carried out by the 
TEA (International Educational Achievement) proj ect; especially 
Husen's (1967) volume on mathematics, Comber,~ Keeves (1973) on 
science, and Thorndike (1973) on reading comprehension. In these 
studies the same tests, suitably translated, were given to as 
representative samples of students as possible, in anywhere from a 
dozen to twenty different countries. I have extracted some of the 
!'leans for 10 yr. or 13 yr. samples in Table 1. It may be sE;!en 
that the average level of achievement in underdeveloped countries 
is deplorably low. Indeed it would be lower still had really 
representative samples been available. About one third of the 
child population in these three countries had to be omitted 
because they did not attend school, or could not attempt the tests 
a t all. Nevertheless, despite the near illiteracy of a large 
proportion of the Incl.ian children, one should remember that an 
appreciable number do survive the educational system (possibly by 
attending private schools), reach university and achieve Bachelor 
or higher degrees, though usually at a rather low level. And they 
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have p:oducert a considerable number of internatio~ally known 
mathematicians, psychologists, and artists. Of greater interest 
is the finding that children of immigrant Indians in the U. I{. , 
attending British schools, appear to catch up rather quickly and, 
in 3 to 6 years, reach much the same examination marks and scores 
on a variety of cognitive tests, as English children of the same 
age. Incidentally they seem to catch up more successfully in 
British schools than do West Indian immigrant children, which may 
suggest - though obviously does not prove - genetic differences. 
Four researches with East Indians in Britain (Sharma, 1971; 
Ghuman, 1975) have shown similar results, and their authors did 
try to provide control groups either of Indians still living in 
India, or of newly arrived immigrants. But it is difficult to 
ensure that the good achievers were not mainly children of 
immigrant parents with above average e~_ucation and drive. At 
least these investigations suggest that scholastic achievement is 
10\-' in India, partly because of inadequate health provisions and 
nutrition, and largely because of the ineffectiveness of the 
Indian educational system. The same would be true of mainland 
China, since its emigrants in Taiwan, Hong Kong or America are 
quite comparable in achievement to Caucasians. I find it a rather 
chilling prospect that the one billion inhabitants of China are 
potentially as al:>le as the Japanese and, with improved medical, 
educational and economic conditions, are capable of the same level 
of technology; though oeviously this will not happen in our life 
time. 

Table 1 

Achievement Test Scores of 10 or 13-year 
Children in Selected Countries (I.E.A.) 

Reading 
Comprehension Science Hachemac ics 

10 yr. 10 yr. 13 yr. 

Sweden 21.5 Japan 21.7 Japan 31.2 

U.K. 18.5 U.K. 15.7 U.K. 19.3 

U.S.A. 16.8 U.S.A. 17.7 U.S.A_ 16.2 

Chile 9.1 Chile 9.1 

India 8.5 India 8.5 

Iran 3.7 Iran 4.1 

Approx-
imace 10.0 8.5 15.0 
S.D.s 
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I expect several of you have already condemned my application of 
tests constructed in the U.S. or other Hestern countries to 
Asians, Africans, etc. as being outmoded, ethnocentric, or even 
racist. I do not think that would be fair since I have repeatedly 
declared my acceptance of Hebb's view that intelligence and other 
abilities result from the interaction between genetic determinants 
and environmental stimulation. This implies that, by definition, 
intelligence is not a tLl1i versal entity, but is rela ti ve to each 
different culture. In my 1969 book I pointed out, also, that any 
test scores are greatly affected by the familiarity of the 
subj ects with the particular types of test items, and by their 
attitudes to the strange social situation of being tested by a 
foreigner or an interpreter. I referred to these as extrinsic 
condi tions affecting test scores. But in so far as any two 
cul tures show much the same cultural values and concepts, it is 
legi tima te, given no statistical bias in the items, to compare 
them on the same test (translated if necessary). Japan and U.S.A. 
have very similar technological civilizations, and similar 
educational systems. Hence the test scores of Japanese and 
AmericanR can be compared, even though there are many differences 
in their values and child-upbringing. l'Jhereas it would be quite 
absurd to give the translated Binet, let us say, to mainland 
Chinese peasant children, even it one could get permission to do 
so. 

This raises the issue of 'emic' vs. 'etic' research. Admittedly 
my wor!~ has been mainly eUc, though I have always tried to soak 
myself, as it were, in the culture of any non-Caucasian group I 
was studying, with a view to getting a better understanding of 
that group's test scores, and to allow for the likely biases in 
my tests. Actually much of John Berry's (1976) work was also 
etic, when he compared native Indian, African, or other groups on 
field independence and perceptual tests; though he did also assess 
such relevant variables as ecology, socialization, acculturation 
and acculturational stress. 

It seems to me that the emic-etic distinction has much wider 
ramifications. For example it is closely related to the 
ideographic vs. nomothetic approaches to the study of 
personality, described by Gordon Allport (1937) in the 1930s. He 
argued that we can obtain useful knowledge of people's common 
traits like neuroticism, introversion, etc. by applying 
personality tests, but also insisted that we cannot understand a 
person except by studying him or her as a unique structure, as 
advoca ted by German Verstehen psychologists, or by clinical and 
psychodynamic psychologists generally. '1y own sympathy with 
idiographic approaches was also demonstrated when I got into a 
pulJlic controversy with Ray Cattell in 1937 . As a disciple of 
Spearman he believed that abilities should be assessed by tests of 
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known factor content, given under standard, controlled conditions; 
whereas I argued that the Stanford-Binet test, given in a more 
flexible way so as to suit the individual child, yields a better 
understanding of the child's strengths and weaknesses and 
prognosis, although this involves subjective judgements. 

There seems to be a noteworthy trend in comtemporary developmental 
and social psychology to take more account of the overall 
background of the persons studied, or what Kurt Lewin called the 
field, or the life-space in which an individual operates. Two 
good examples come to mind - first Bronfenbrenner's ;979 book, The 
~cologY of Child Development, where he brings out differences in 
children's abilities and personalities resulting from different 
family climates, or the social system in which they grow up. 
Secondly Hichael Rutter's Fifteen Thousand Hours (1979) - a study 
of Junior High Schools in England where differences in teachers' 
a tti tudes, and in the ethic, or morale of the schools brought 
about differences in school achievements, delinquency rates, etc. 
In statistical terminology there are significant interactions 
~etween attitudes or motivation, and cognitive factors, in 
determini.ng lIIental and personality growth. Hany earlier writers 
have, of course, studied environmental variables, but mostly 
global ones likes socioeconomic status; whereas Bronfenbrenner, 
Rutter and many others seem to be applying the emic approach of 
cross-cultural psychology to subgroups within a "!estern culture. 
At the same time there are innumerable etic type investigations of 
subgroup differences in abilities and achievements, which are 
still regarded as entirely legitimate. 

I hope that this rather lengthy digression justifies the kind of 
psychometric cross-cultural research in which I am interested. 
But I would have to agree that the wor.1c is weakened by being 
conducted on samples of convenience, rather than, as in Berry's 
investigations. on samples chosen to exemplify particular 
hypotheses. Also I admit to being some.what ethnocentric in 
assuming that sOllie cultures are more advanced, others more 
backward in so far as they approximate more, or less, closely to 
~!estern technology and values, and develop concepts and thinking 
skills similar to those of Caucasians. But I would willingly add 
that other abilities than ',"estern-type intelligence are of greater 
importance for survival and progress in many groups - particularly 
those which have to cope with unusually adverse ecological 
condi tions , for example Eskimos, Kalahari bushmen, or Australian 
aborigina1s. I am also st.ruck by the .. fact that even in countries 
like Japan and India which do have, trained psychologists, they 
rely almost exclusively on adaptations of '-'estern tests, and have 
not attempted to analyze the major attributes of higher mental 
processing in their own cultures, nor to develop their own tests 
to measure these. Nevertheless some attempts to aim at local 
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conceptions of intelligence have occurred in Africa, e. g. by 
~'!o ber (1972). Also work such as that of Irvine and Reuning ( 1984) 
on Perceptual Speed, or other ability factors across cultures, is 
helping to legitimize etic comparisons. 

Now ~erry (1976) urges that cross-cultural psychology should avoid 
value-laden terms such as general intelligence, or civilized, 
progressive, modernistic vs. primitive, traditionalistic, etc. 
Actually he does report differences among native Indian groups in 
accul tura tion, which is defined by adoption of a \'Testern-type 
educational system, having wage-earning employment, and degree of 
urbanization. But he is much more interested in the dimension of 
psychological differentiation - the term deri ved from T'1i tkin ' s 
(1962) theory of field independent vs. dependent cognitive 
styles. ~'li tkin found tha t a number of visuospa tial tests 
intercorrelated consistently, either among children or adults, to 
support the notion of a psychological dimension basically distinct 
from general intelligence. These included the Rod an~ Frame 
(RFT), 5mbedded Figures (~?T), Kohs Blocks, and Draw-a-Man scored 
for sophistication of body concepts. However these tests are very 
much the same as those which make up the British K-factor, 
Thurstone's S or spatial factor, his Flexibility of Closure, and 
Guilford's Visualization factor. At the same time the 
correlations of such batteries with verbal ability tests are 
posi ti ve but quite 10TO/. Now in 1959, Barry, Child and Bacon 
contrasted two main types of cultures, namely hunting-gathering 
peoples vs. sedentary-agricultural peoples. The former tend to 
stress independence and resourcefulness 'in rearing their children, 
while the latter more strongly emphasize conformity with the group 
norms, and use strict socialization practices. At about the same 
time, in the early 60's John Dawson, Berry and I, working 
independently, all applied visuospatial tests to cultural groups 
which differed in their resourcefulness vs. conformity, and we 
confirmed that such groups differ on field-independence tests as 
THtkin had claimed (Dawson, 1967; Berry, 1966; Vernon, 1965). In 
1960 I was \%rking in Jamaica and Trinic1,ad on their methods' of 
selecting bright primary school children for secondary education, 
and I hoped to improve on the conventional verbal group 
intelligence tests then being used. But the nonverbal test which 
I constructed actually showed Jamaican children to score even 
lower relative to English children than on the verbal and 
standardized achievement tests. Since the negro cultures in the 
Tfest Indies and Africa are mainly agricultural, and are highly 
conformist, I hypothesized that Canadian Inuit and Indian chilnren 
would score relatively better on visuospatial tests, and so it 
turned out in 1965. Figure 1 summarizes the mean scores I obtained 
on verbal, nonverbal intelligence, and spatial tests for Jamaican, 
native Indian, 1';skimo, Ugandan, and Chinese children, in terms of 
white means of 100 on each dimensions, and Standard Deviation 15. 
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The Chinese, of course, are not hunting-gathering but, as 
mentioned earlier, they score much above average on nonverbal and 
spatial tests. Berry (1976) reported findings from 17 very varied 
samples of children, mostly Canadian Indian or Inuit, but also 
African and Australasian, which confirmed the high correlation 
between tests of psychological differentiation or field 
indepedence, and ecological or sociocultural differences. But he 
believes that this relationship holds only among peoples living in 
subsistence economies. Thus it would not be expected to appear in 
a society like the Japanese, who raise their children with a 
strong emphasis on social conformity and dependence on the mother, 
the family and the work group. But they also get high scores on 
\o!itkin's and other spatial tests. It would seem, though, that the 
Chinese are anomalous, since they are likewise dependent and 
conforl'list, and the immense majority are sedentary-agricultural, 
living at subsistence level; yet they too are highly 
field-independent. 

MEAN 
QUOTIENTS 

VER8AL NON~ER8AL SPATIAL 

0.-.. 

-.1ncI1 .. 

J ..... icen 

Figure 1 Mean Quotients of Children in 5 ':'.1: ~:..tr'il Sr'Jups 
on 3 Ability Measures 

Several other researches indicate the complexity ~f the relations 
between field independence ability and type of culture. Thus 
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Hitkin and Berry (1975) tested samples of 10yr. and 13 yr. boys 
ann girls in ~~exico, Holland, and Italy. In each country, two 
groups were chosen, one which was noted for severe discipline and 
rigid religious beliefs, the other being more permissive and 
open-minded. All of the samples could be called agricultural, 
though they were also mostly wage-earning. In each country the 
more open community scored more highly on spatial tests. Likewise 
Dershowitz (1971) compared two groups of Jewish boys in New York, 
one· reared in highly orthodox families, the other in more 
emancipated and Americanized families. Also a control group of 
white Protestant boys was tested. The differences on spatial and 
other tests were often small, and not always statistically 
significant. But there was a clear tendency for the Protestants 
to score !!lost highly on spatial tests, then the nontraditional 
Jews, and the traditional Jews lowest in independence. Note that 
all these samples live in an urban, wage-earning environment. 

It is interesting that all of the groups of Mongoloid or1g1n that 
I have studied, including Chinese in Taiwan, Hong ICong, Hawaii, 
U.S. and Canada, Japanese at home or abroad, F.skimo and native 
Indian, show this tendency to score more highly on nonverbal and 
spatial than on verbal tests. The objection that all groups 
tested in !i;nglish were handicapped by lack of familiarity I-ri th the 
8nglish language, is contradicted by the fact that l!Iany Japanese 
ann Chinese in America or Canada have been living in 
Snglish-speaking environments for seve!"al generations, and mostly 
speak English at home, at school, or in their jobs. Rut although 
they have caught up to about the white average on verbal tests, 
they are still about 10 IQ points better on spatial tests. Now I 
would hesitate to claim that there is a common genetic spatial 
abili ty factor running through all these groups, which include 
both hunting and agricultural societies; though it is interesting 
to speculate that there might be some differences in 
lateralization of brain functions between Mongoloids and 
Caucasians. T'Ti tlcin' s description of field-independence emphasizes 
it as analytical rather than glooal, which one would expect to 
depend on left rather than right brain functions. So theorizing 
along these lines appears to be a dead end. 

I would like to spend a bi t more time on ~Jorth American na ti ve 
Indians since, along with many psychologists, educationists and 
politicians, I tend to talk of them as if they all have the same 
cultural characteristics. This of course is untrue; for although 
the majority of Indian bands are low in educational and 
occupational achievements, yet they differ in beliefs and customs 
just as they do in their numerous languages or dialects. Many of 
the 8astern tribes were largely sedentary-agricultural before the 
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whi te man arrived, though often combining this livelihood wi th 
some hunting, fishing and gathering, and with fighting one 
another. It was the Plains Indians who suffered most, since their 
livelihood was centred around the buffalo. ~fuen white immigrants 
cal'le, they killed a large number of Indians with their guns, still 
more with their diseases like smallpox, and with alcohol; and they 
virtually exterminated the buffalo. The remnants of the tribes 
were herded onto reservations, mainly consisting of poor quality 
land. They were forced to sign treaties, and their affairs were 
administered, and their children educated, by white officials and 
teachers, who not only knew nothing about their cultures and 
languages, but set out to suppress them. The result was complete 
demoralization and alienation. Naturally they are still resentful 
and suspicious even of whites who genuinely want to help them. By 
the age of1] or so adolescent Indians begin to realise how little 
life holds for them, when the unemployment rate often exceeds 60%, 
and when they are stereotyped by whites as being shiftless and 
untrustworthy. Ho\o/ever in the past 20 years or so, many tribes 
have begun to show more initiative in demanding civil rights', the 
running of their own educational systems, and now the right to 
govern themselves. They are at last rebuilding their own 
self-respect, and several bands have set up local industries on 
the reserves which are self-supporting. According to a recent 
Department of Indian Affairs report, some 72% of children are now 
staying on a t school up to 9th grade. TI:ven more remarkably, 
industrial, commercial and agricultural enterprises are 
flourishing in numerous American Indian tribes. 

The Pacific west coast tribes fared rather better than those on 
the Plains, since they were able to retain their traditional 
economies based on fishing. However their social organization 
broke down badly with the abolition of potlatch, and of their 
rigid social stratification into nobles, commoners, and slaves. 
The tribes living closest to Vancouver, such as Kwakiutl, Nootka 
and Haida, number less than a quarter as many as they did in the 
early 1800s, and they may even be dying out. 

However the Tsimshian tribes further north, which have had fewer 
contacts with whites, seem to be more prosperous; and they have 
relatively stable economies based on fishing (mainly salmon), 
hunting and gathering, and a little agriculture. Berry found his 
two samples of Tsimshian to be among the most acculturated of his 
Indian groups, and they showed the least accul tura tional stress. 
Particularly noteworthy are the Nishga. This band, which borders 
on Alaska, is a large, self-sufficient community. ~very member, 
including women, and children when out of school, has his or her 
own job, in which they take great pride, and there is a strong 
tribal spirit. They are one of the few bands to have taken over 
their education completely; they have built a large school, and 
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teach the tribal language as \o[ell as English. Their drop-out rate 
is much below that usually found elsewhere, and their suicide rate 
is very low. Also they have little trouble with drunkenness. I 
attempted to get permission to test the intelligence and 
achievements of Nishga children, as I believe that they would be 
close to \ ... hi te standards. IJnfortuna tely I was refused on the 
quite reasonable grounds that they dislike becoming a show place, 
and want to get on with their own lives without publicity. 

Clearly we need a lot more comparative studies of Indian groups. 
But those that are available seem to support the view that 
motivational factors, positive social attitudes and morale are 
major factors underlying the differences in educational and 
occupational achievements, and the differences in intelligence 
test scores. In addition it is probable that the quite inadequate 
heal th provisions available to most bands, and the widespread 
malnutrition on the reserves, are also involved in their generally 
low educational standards. 

Since I included the term motivational in my title, I must admit 
that I have no quantitative data on motivational differences 
comparable to that on abilities, only some subjective ratings, and 
qualitative observations. Various personality and attitude scales 
have been given to native Indian groups, others to Japanese. but 
the responses geern so susceptible to faking or bias that I would 
regard them as of quite limited value. However when we study 
cognitive development and achievement acrosscul tures, 
moti va tional factors become much more obvious. Thus the misery 
and helplessness of underdeveloped countries, and most minority 
groups, compared with the optimism, and confidence in the efficacy 
of modern technology in developed countries, outweigh any other 
factors one can think of. 

It might appear from my paper that I have deserted the ranks of 
psychologists who support - at least in part - Jensen's views on 
the influence of genetic factors in intelligence. ActuallY!llY 
support was always rather guarded; and well before Burt's 
fabrications were unveiled, I suggested that heritability variance 
was nearer 50 or 60% than Surt' s, Jensen's and Eysenck' s 80% 
upwards. But in addition it has been pointed out by Jensen 
himself and other writers that the heritability figure is not an 
absolute quantity - not an attribute of intelligence regardless of 
cultural differences. It is a statistical rather than a 
biological entity. It is in fact inversely related to the amount 
of environmental variance in the population being stUdied. If all 
members of the population were brought up under almost identical 
environmental conditions, most of the measured differences in the 
IQs would have to be ascribed to the genes; whereas the greater 
the enVironmental heterogeneity, the less important heredity 
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becomes. Now despite the obvious variations within 1,.jestern 
cultures in standards of living, health care and nutrition, 
schooling and intellectual stimulation at home, there is 
considerable homogeneity in their environments, languages, access 
to health care, schooling and television; and this applies -
though to lesser degree - to ethnic minorities such as blacks, 
Indians and Hispanics in the U. S., not only to whites. But of 
course there is far greater environmental variance between 
Caucasians, East Indians and Chinese in their own countries, and 
Australian or other aboriginal peoples. Hence any genetic 
differences, even if we were able to measure them without bias, 
would he obfuscated by environmental differences. 

At the same time, I believe we should take seriously Jensen's 
criticisms of environ~ental theorists, namely that they list a lot 
of likely environmental differences betveen, say, blacks and 
whites. If any or all of these are put to the test and turn out 
to be inconsequential, the authors merely put forward some other 
hypothetical differences. Jensen calls these 'X-factors', since 
obviously they can explain anything, and therefore explain 
nothing. I accept this criticism myself, but suggest that 
environmental influences are so complex that any single difference 
may fail to show statistically significant effects. Rather it is 
the overall pattern of environments between whites and blacks, or 
other cultures, which affect mental growth. And we have been 
unable so far to define such patterns suffiCiently preCisely to 
prove their effects. But, as I said earlier, when mentioning 
Bronfenbrenner's and Rutter's books, we are making progress in 
analysing the crucial features of environmental contexts. 

The physiological bases of intelligence which Jensen and Eysenck 
(198.3 ) have brought to our notice have always been publicised 
widely, particularly those that are said to be assessed by 
so-called "Simple" tasks. Like several other writers I am 
doubtful of the stability of the correlations claimed between 
"elementary" measures of cognitive speed or accuracy, and IQ. ~he 
figures seem to vary so much under slight variations in 
experimental conditions; also the representativeness of the" 
samples so far tested is not convincing. I would accept the 
existence of correlations up to about .5, which would mean that 
reaction time, inspection time, and evoked potentials might cover 
some 25 to .30% of variance in intelligence test performance. This 
amount of variance would allow for the greater g-variance of tests 
of more complex information processing. Also I would not be 
surprised if the mean values of these simple measures differed 
between racial-ethnic groups, e.g. if Japanese were top, followed 
by Caucasians, then na ti ve American Indians, Sast Indians and 
Chinese, and Aboriginals the lowest. Rut, as an interactionist, I 
see no reason why the causal direction should all-lays be one-way. 
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It need not follow from the correlations that neural attributes 
ahlays precede and underly complex psychological attributes. As 
early as 1969, I pointed out that the growth of Intelligence B 
might bring about changes in the neurones and brain mechanisms. 
Indeed Krech, Rosenzweig and Bennett in 1962 showed that the 
stimulation of baby rats by handling them frequently, not only 
improved their later maze learning, but also brought about 
anatomical and biochemical changes in the brain. The ratio of 
brain weight to body weight and the thicknesses ·)f the cerebral 
cortex increased. Thus a fairly high correlation between neural 
measures and IQ would be at least partly explicable by the 
influence of learning on neurological as well as mental growth. 

After this highly discursive survey, I come back to my starting 
point, hoping to have shown that cross-cultural comparisons can be 
considerably more fruitful than comparisons of subgroups wi thin 
one culture in broadening our conceptions of cognitive 
development. 

R.EFERE~JCES 

Allport, G .vl. (19.37). ~P~e""r"="so_n_a,==l::.::i~t,:"Y ___ -",A,",-_"",p~sy ... c_h""o_l_o""g,,,,i"",c""a=l 
interpretation. New York: Holt. 

Ashby, B., Morrison, A. & Butcher, H.J. (1970). The abilities and 
attainments of immigrant children. Research in ~ducati on, 
No. 1:, 7.3-80. 

Barry, H., Child, I. g: Bacon, '1. K. (1959). Relation of child 
training to subsistence economy. Arnerican Anthropologist, 
21, 51-6.3. 

Berry, J • H. (1966). Temne and Eskimo perceptual skills. 
International Journal of Psychology, 1, 207-229. 

Berry, J • '·r. (1976). ;;;Hu~m:::;a=n::----::e;.::c;.::o;.::l:.::o;.=gy",-~a:::n:.:.:d::....".....:::c.=o.CIg.;;:n.:i.=t.:i v..:..e=-----::s:..;t::.iy~l:.;:e-s~: 
Comparative studies in cultural and psychological 
adaptation. ~Tew York: t!!iley. 

Bror.fenbrenner, U. (1979). The ecology of child d-3velopment. 
Cambridge, Mass.: Harvard University Press. 

Cattell, !1..B. (19.37). l1easurel!1ent versus intuition in applied 
psychology. Character and Personality, Q, 114-1.31. 

- 389 -



Chapter 9 Vernon: Ethnic differences 

Chan, J. (1964). Intelligence and intelligence tests in qong Kong. 
~Tew Horizons in Education, .l.2., 82-88. 

Comber, L.C. & Keeves, J.P. (1973). Science education in nineteen 
countries. Stoc!~hol:n: Almquist & Toriksell. 

Cox, ~1.V., Bryant, D.C. ~: Agnihotri, R.K. (1982). A cross-cultural 
study of spattal alJility in children. Bducational 
Psychology, ~, 37-46. 

Dawson, .T .L.~"1. (1967). Cultural and. physiological influences upon 
spatial-perceptual processes in ;·.Test Africa. International 
Journal of Psychology, ~, 115-1?'8; 171-185. 

Dershowitz, Z. (1971). Jewish subcultural patterns and 
psychological differentiation. International Journal of 
Psychology, 2, 223-231. 

Sysenc!c, H.J. (ed.) (1983). A model for intelligence. Berlin: 
Springer. 

~lynn, ,ToR. (1982). Lynn, the Japanese, and environl!lentalism. 
Bulletin of the British Psychological Society, 22, 409-413. 

Freedman, D.G. (1974). Hu~an infancy: An evolutionary perspective. 
I'Tew Yor]~: Hiley. 

GhuClan, P.A.A. (1975). The cultural context of thin!dng: A 
::c.;;.o;;;.m,,?-pa;;;;r:..a;;;;t~1=,· v=-e:..-...;;s,:-,t_u;;.;;d?"y_...;;;o-:?-f_~?:i':u.:-n ... .i a;;;;~_1~' --..;a_n,:,d.;;;.." --:::-,)i'.;;;.; • .n""g .. l;.;;i;.;;s;.;;;h ___ ...;;b.;.o ... y~s • S 10 ugh: 
National Foundation for ~rlucational Research. 

ffusen, T. (1967). International study of achieYeI'lent in 
matheClatics. Stockholm: Al~quist ~: 1.liksell. 

Irvine, S.H. 8: !teuning, 
cogni ti ve controls. 
g, 425-~"44. 

11• (198L.). "Perceptual speed" and 
Journal of Cross-cultural Psychology, 

Krech, D., Rosenzweig, ~.R. & Bennett, ~.L. (1962). qelations 
between brain chemistry and prohlem~solving amo~g rats reared 
in enriched and i~poveris~ed environments. Journal of 
Comparative and Physiological Psychology, .2.2., .'301-307. 

Lynn, R.. (1977). ':i:'he intellligence of the Japanese. 3ulletin of 
the British Psychological Society, 30, 69-72. 

t1cCarthy, J.L. g: ~"101fle, D. (1975). Doctorates granted to ~voClen 
and minority groups members. Science, 189, 856-859. 

- 390-



Chapter 9 Vernon: Ethnic differences 

Rodd, l.1.G. (1959). A cross-cultural study of Taiwan's schools. 
Journal of Social Psychology, 50, 3-36. 

P.utter, M., Haughan, B., Mortir.lOre,P. & Ouston, J. (1979) Fifteen 
Thousand Ftours. London: Open Books. 

Sharma, R. (1971). The measured intelligence of children from the 
Indian subcontinent. PhD Thesis, University of London. 

Stevenson, H.'J., Stigler, J.loJ., Lucker, G.\'T~ et al. (1982). 
~eading disabilities: the case of Chinese, Japanese and 
English. Child Development, 21, 1164-1181. 

Stigler, J.H., Lee, S., Lucker, G.I'!. & Stevenson, H.t'!. (1982) 
Curriculum and achieve~ent in mathematics: A study of 
elementary school children in Japan, Taiwan, and the United 
States. Journal of Educational Psychology, ~, 315-322. 

<J:'horndi!ce, R.. L. (1973). Reading comprehension in fifteen 
countries: An empirical study. "ew York: Wiley. 

Vernon, ? t;'. (1937). The Stanford-Binet test as a psychometric 
method. Character and Personality, 2, 99-113. 

Vernon, P.S. (1969). Intelligence and cultural environment. 
London: \·!rathuen. 

Vernon, P.E. (1982). The abilities and achievements of orientals 
in Vorth America. New Ycr~: Academic Press. 

~.reyl, N. (1969). Some comparative performance indexes of Al!Ierican 
ethnic minorities. ~1ankind quarterly, 2, 106-119. 

'Ht!cin, !-f. I?: Berry, J .'r. (1975). Psychological differentiation in 
cross-cultural perspective. Journal of Cross-cultural 
Psychology, Q, 4-87. 

T'1i tkin, H., Dyk, R., Fa terson, N., Goodenough, J). & Karp, E. 
(1962). Psychological differentiation. New York: \.riley. 

hrober, ~1. (1972). Culture and the concept of intelligence: A case 
in Uganda. Journal of Cross-cultural Psychology, 1, 327-3<8. 

- 391 -



CHAPTER 10 

THE COHPARATIVE STUDY OF COGNITIVE ABILITIES 

JOHN W. BERRY 

Queen's university 

INTRODUCTIon AND PRELPUNARY FRM!E1,jQRK 

The conceptualization and assessment of cognitive abilities across 
hUl'lan populations is a research area of longstanding difficulty 
and debate (see Berry & Dasen, 1974; Cole & Scribner, 1974; 
Cronbach 8: Drenth, 1972; Irvine & Carroll, 1980). ~his chapter 
attempts to identify the issues, to place them in both historical 
and contemporary terms, ann then to present a set of proposals 
iihich can guide the further study of, and perhaps the resolution 
of, some of the disputes in this area. A. preliminary framework 
provides some common terms, so that the balance of the chapter may 
be understood wi thin a common conceptual framewor1.c. 

Before this presentation, it is appropriate to justify the title 
of the c:1apter. 'l'!1ose familiar with the general field will ~mow 
that two alternative approaches have been established which 
represent differing perspectives on the issues. !1y own approach 
is that of cross-cultural psychology, a tradition which tends to 
emphasize the cultural (Le. individually-learned, and. 
socially-transmitted) contribution to the development of cognitive 
abilities; others in this tradition might have called the chapter 
"Cross-Cultural Studies of Cognitive Abilities". An alternative 
position is held by those who have advocated the biological 
(genetic, and related) contributions to these pheonomena; a 
chapter from that position might have been termed "Racial 
Differences in Intelligence". As will be evident from the 
preliMinary frarnewor!c, My general position (Berry, 1976) is that 
human populations adapt to the context in which they operate using 
both the mechanisms available to theM: the cultural and the 
biological. As I have argued previously (Berry 1981, 1984), most 
attention has been paid to cultural adaptation and transmission 
hecause they are much more readily researchable in the field: 
cultural characteristic3 and the processes of enculturation 
(socialization) can be (and have been) studied for a century or 
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more, and are clearly to be asso~iated with variations in 
psychological characteristics (at both group- and 
individual-difference levels of analysis). In contrast, the field 
use of biolo~ical variables is more problematic (see also 
Tho~pson, 1930) and hence less well-developed in general, and in 
particular in psychological studies (note 1). The crude 
classification of individuals into "races" on the basis of a few 
superficial or extraneous characteristics, and the use of such 
category names as explanatory variables is outmoded; its analogue 
(the use of cultural group category names as explanations) stopped 
long ago in cross-cultural psychology. 

Despite these practical difficulties, I believe that any 
conceptual fraI:lework needs to make room for all potential 
contributors to our understanding of human variation, even though 
limited techniques and little data are available at the present 
time to spea!{ to them. Thus, no mention of culture (to the 
exclusion of biology) is made in the title, anc. in Figure 1 
varia~les which are broadly cultural and biological are both 
incorporated. 

:eiOLOGICAl!L-1 BIOLOGICAL ~ I Cogtlifiv~ Abii;'i~s 
/~~~T~~' INFLUENCES U 1 

, Irv~"-:-ba""l-
-r-CO-L-OG'-I"'-L -. I GENETIC 1':- ; ~-
• CO~T_EXT __ -=:::J~ C:RANSMISSION J I rsoc;ar--

r ------ -~ I ~on'nqJ 
I CULTURAL '~I CULTURAL rL, -
~OAPTATION ;~ , TRANSMISSION l ; ~-= 

'La -
SOCIO--POUr;CAi.~----';:~~:'~I;~~~~ 'CCULTURATIY[ ~ I.; ~= 
CONTEXT . INFLDENCES I; 

,- ,-- _'=C:.-.=. -=-,.-=-= =~: . ~; ;;;;;;;;~~~;;;-~ __ J 
I I I I 

'- ______ population level ________ ..! 1--------- _ individual level _ _______ J 

Figure 1 Framework for identifying possible sources of 
influence on cognitive abilities in cross-cultural 
work. 
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In Figure 1 are illustrated the major concepts, variables and 
rela tionships ,.hich will be addressed in this chapter. It is an 
elaboration of my ecocultural model (Berry, 1976) and makes more 
explicit the presence of biological and socio-political variables, 
and the action of transmission variables; these extensions have 
been stimulated by the work of Cavalli sforza & Feldman (1981), and 
of Boyd & Richerson (1985), and by discussions with many Third 
"forld researchers who decry the absence of political variables in 
understanding group differences. 

The flow of the framework is from left to right, \vi th exogenous 
(input) variables on the left, and ,.[ith resultant cognitive 
abilities on the right; the left half deals with populations, 
while the right half deals with individuals. The two middle 
groups of variables represent the point of transmission or 
influence from population variables to individuals; cultural and 
biological features of the population, and those due to 
acculturation are related to individual behaviour (in this case 
cognitive abilities) by way of cultural and genetic transmission, 
and biological and acculturative influence. 

At this point I do not wish to elaborate :in any detail on the 
variables or their relationships; the basic presentation of the 
consti tuent elements of each bloc!.c, and arguments for their 
inter-relationships have appeared and been reviewed in numerous 
recent publications. Instead, I wish to provide a single 
illustrative example here, and will return in later sections to 
varioufl details. 

To exemplify the framework we may take the example of spatial 
ability (or the 'k' factor). Evidence has been accumulated (e.g. 
Berry, 1966, 1976) that hunting and gathering populations engage 
their ecological context by moving through it, lifting resources 
(both fauna and flora) in a symbiotic fashion. Certain abilities 
(including spatial, disembedding, and navigational abilities) may 
be learned by direct ecological engagement (illustrated by the 
over-riding arrow from ecological context to cognitive 
abilities). However, it is known that some particular cultural 
practices tend to be most COMmon in nomadic hunter-gatherer 
populations, including minimal social stratification, and 
socialization for independence. These practices have been linked, 
both wi thin It!estern societies and cross-culturally (Hi tkin I':. 
Berry, 1975) to a pattern of a bili ties (the field-independent 
cognitive style) which includes the particular abilities listed 
above. Thus, it is possible to argue that these cultural 
characteristics tend to develop in a way that perMits a population 
to deal effectively with their ecological context; this view of 
culture as a uniquely human form of adaptation is (l hallmark of 
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the anthropological school of cultural ecolo~J. 7urther, there is 
evidence of deliberate cultural transmission of such abilities in 
hunter-gatherer pcpulations (Berry 1966; Berry et al, in press). 
In sum, cognitive abilities may be directly learned, or be 
mediated by adaptive forms of culture and cultural transmission; 
in either case, one should be able to predict cognitive abilities 
by moving from left to right across the ecocul tural line of the 
framework. 

For the biological line of transmission, traditional Darwinian 
arguments would lead us to conclude that selection processes are 
adaptive in the sense that the gene pool in the population will 
evolve in the direction of genes which may underlie those 
abilities which are of survival value in the group; spatial 
abili ties are obvious candidates in hunter-gatherer populations, 
and a genetic basis has been claimed (e. g. Bock and l(olakO\ ... ski, 
1973). In parallel form for biological influences, Dat ... son (1966) 
has argued that protein deficiency, commonly found in agricultural 
populations, may suppress the development of spatial abilities, 
such protein deficiency is relatively rare in hunter-gatherer 
populations. Thus, there is clear evidence that biological 
adaptation (both via genetic transmission and non-genetic 
influences) may be predictive of the development (or not) of 
particular cognitive abilities. This "dual inheritance" is 
consistent with recent proposals (e. g. Boyd and Richerson, 1985) 
regarding the distribution of population characteristics. 

Finally, the socio-poli tical context of a pcpulation will be an 
important factor in the degree to which it is subjected to 
accul tura tion (culture learning from outside). This portion of 
the framework is necessary because during the historical period of 
colonialisM, and continuing undiminished to the present time, 
there can obviously be important influences on human abilities 
which are not under the influence of the original ecological 
context of the population. Some abilities will be diminished (due 
to cultural or biological destruction and loss), while others may 
be introduced, due to formal schooling, to interbreeding, and 
other demands (such as industrialization). The importance of 
these factors in altering the ability pattern has been reviewed 
frequently (e.g. Scribner and Cole, 1973, and Rogoff, 1981) and 
while major changes can be documented, the "depth" has been 
questioned: are there basic addi tiona and losses, increases or 
decreases in ability , or does acculturation only affect the 
test-sophistica tion of individuals, contributing to altered tes t 
performance? 

The arrow between the two input variables indicates that there are 
lcnoun relationships between them: in one relationship groups 
living in certain ecological contexts (e.g., priwe areas for 
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agricultural development or mineral exploftation) have been 
colonized more than peoples in less desirable areas; in the other 
direction, socio-political intrusion from the outside has led to 
changes in the ecological context (e.g., forest habitat reduction 
in Central Africa, and game reduction in the Arctic follo\ving the 
introduction of the rifle). Thus while conceptually distinct, the 
interactions between the blo factors need to be monitored in 
research on the origins of cognitive abilities. 

Nith this frame"lOr]( as a guide we nO"1 turn to a consideration of a 
number of specific issues, beginning ",ith an attempt to identify 
in the historical literature many of those that continue to 
confront us to this day. 

HISTORICAL OVr::RVIE~'!: A LEGACY 

It is fair to say that the issues being addressed today were all 
identified around the turn of the century by a handful of scholars 
"Iho ",orked simultaneously, and at ease, in the two emerging 
disciplines of Anthropology and Psychology. The list includes 
Rivers, I1CDougall, 11yers, and SeligJ!lann, of Torre s Straits 
Sxpedi tion fame (1899), Boas (1911) \1i th his !Iind of Prini ti ve 
~1an, \'lund t ( 191 6) in the l.!:lemen ts of Folk Psychology,_ and 
Levy-Bruhl (1910 and 1923) in his tuo books Ho\. lrati ves Thinl~ and 
Primitive Hentality. There is no need here to document the 
contribution of each, since it has been done elsewhere (see 
TClineberg, 1980, for a general account; Berry and Dasen, 1974, for 
one focussed on cognition; and Berry, 1983, for one specifically 
concerned with the contribution of ':Tundt). Ii'rorl this early work, 
five issues may be identified. 

Evolution 

Scratch a human being (even a psychologist) today and one is 
likely to find not too subtle notions of "progress", over time, of 
the species. These beliefs are likely to pertain both to group 
cultural qualities ("prioitive culture" to "civilization"), and to 
individual psychological qualities in the cognitive ("backward" to 
"intelligent") and other domains: cultures and their rlembers have 
become "better" over the course of human history. A century ago, 
these heliefs may have been even more common than today (perhaps a 
function of the very evolution postulated); however, Boas and 
others maintained that such judgements likely reflect our lack of 
awareness and understanding of VTha t other people do l.i th their 
li ves, rather than their being any lower form of life. Indeed, 
since the work of Summer (1908), the evidence has been available 
to show that virtually all peoples vieVT themselves as the best, 
the epitome of cultural and psychological development. Armed with 
this knowledge, it is not difficult to accept the obvious 
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alternative, that such judgements are entirely dependent on 
context: we must alwa:,,-s as1.c, better for what? Related to this 
issue is that of ontogenetic change; the child and the savage have 
been identified with one another historically, and this linkage 
can be found still in the contemporary literature. \'Te will return 
in the next section to this issue, in our discussion of 
ethnocentrism, relativism and universalism in the study of 
cognition. 

Process and Performance 

Clearly people in different cultures do different things with 
their lives; does this mean that they function differently 
psychologically? Such a question was grappled with by Boas (1911, 
p.102). He stated: 

1I1,'le recognize that there are t,fO possible explanations of 
the different manifestation of the mind of man. It may be 
that the minds of different races show differences of 
organisation; that is to say, the laws of mental activity 
may not be the same for all minds. But it may also be that 
the organisation of ~ind is practically identical among all 
races of man; that is, that mental activity follows the same 
laws everywhere, but that its manifestations depend upon the 
character of individual experience that is subjected to the 
action of these laws. 1I 

Today ,ve refer to the process-performance distinction: 
"organization of mind 11 and IIlaws of mental activityll may be 
identified with the notion of the underlying processes; and 
II manifestations of the mind ll refer to the actual outcome or 
performance. 

Clearly, the latter is all we have to wor!{ with in psychology; 
products, whether behavioural or physiological, can be the only 
basis for empirical examination and comparison. Given the large 
variation in input (experience, socialization, nutrition, etc.), 
variation in output may be examined for its co-variation 1.-1ith 
input. Current researchers tend to look for, and find, 
substantial relationships between input and output, and on this 
l-,)asis frequently do not consider the other possi blili ty, that 
processes may actually differ. Scientifically this view fits the 
data hest (see Cole et ai, 1971); this is particularly true since 
we have clear evidence for input-output correlations, and no data 
at all regarding process variation. ~his, view (communality in 
process) also fits the current empha~ls on universals in 
cross-cultural psychology - those psychological phenomena which 
tend to be characteristic, species-wide, features. 
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Universals 

In cognate disciplines, there is ample evidence for universals 
(Lonner, 1980). Biology provides us \'li th a list of needs and 
dri ves shared by all, Anthropology a set of cultural phenomena 
(social organization, language, technology, etc.) present in all 
human societies, and Linguistics and Sociology provide others. 
The conclusion is frequently dratffi that, vii th so many universals 
in other domains, can they be absent as species-wide 
characteristics in the psychological domain? Indeed, the presence 
of such universals, it is argued by cross-cultural methodologists 
(e.g., Frijda and Jahoda, (1966), is necessary before comparison 
is sensible: "dimensional identity" needs to exist before 
cOl!lparing the differing positions of individuals or groups on that 
dimension. 

In contemporary cross-cultural work, the "universal process" 
position as espoused by Boas seems to be widely accepted (see Cole 
and Scribner, 1974), and we will adopt this here, in the absence 
of evidence to the contrary. 

Organization 

Do cognitive performances cohere in a constant patte'rn 
independently of culture; do performances remain resolutely 
unrela ted to each other in any culture; or do they cohere in 
various vlays depending on the cultural conte~~t? The old debate 
(one intelligence or many?, a general factor or specific ones?) 
remains in full force in cross-cultural psychology. Of course, 
the how will always depend on the what; relationships will be a 
function of which abilities are measured, and the degree to ,"hich 
they are an important feature of the daily functions of the 
population. These three alternatives will be examined in detail 
in the later section on the organization of abilities. 

Sources 

At the beginning of the divergence between Anthropology and 
Psychology there were already signs that each discipline would 
rely on different sources of evidence: A.nthropology on 
naturalistic observation and normative information from a few 
knowledgeable informants, Psychology on material from a sample of 
individuals using standardized instruments in more artifical 
situations (Jahoda, 1982). This divergence became extreme, so that 
at its height, IQ testers and ethnographers could barely 
communicate, even if they wanted to. On the one hand, peoples all 
over the \vorld were obviously carrying out lives in a competent 
manner, possessing language underlaid by complex grammar, and a 
detailed and sophistica ted knowledge of their social and 
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environoental relationships; on the other hand, cogni ti ve tests 
were yielding evidence of stupidity. The break in this impasse 
came with the realization that one source was providing evidence 
about what t-ms there, and the other was doing the same for what 
was not there. The current rapproachement, very l!luch in full 
st.,ring, is to employ both methodological approaches: one starts 
with observations and analyses of "tvhat gets done well around 
here", then moves to operationalizing these abilities in standard 
test or task format, and finally to their validation back against 
the original evidence of cOMpetence in daily life (Berry and 
Irvine, 1985). 

THR!!:E CONTE!1PORARY POSITIONS 

These five issues come together, in various combinations, to form 
three general positions vrhich can be used to represent 
contemporary thinking about cognition across groups: 
ethnocentrism, relativis~, and universalism. 

H;thnocentrism 

While more easily identified with early thinking, there is 
substantial evidence to indicate that this general point of view 
is still widely held. For many, perhaps most, psychologists 
practicing today, there is no serious questioning of the evidence 
that on standardized cognitive tests those of Euro-American 
background do "better" than those of other origins. ~1y impression 
is that there is a very close parallelism betHeen popular beliefs 
(stereotypes and ethnic attitudes) about the "place" or "value" of 
a group in a world hierarcl1Y (note 2), and the Means of their 
scores on cognitive tests. One can ta!:e this observation as an 
indication of convergent validity, or as a warning signal that our 
science is not independent of our ideology. The latter has been 
the interpetation by scholars in Anthropology for decades, and in 
History (e. g., PreiStlerk and Perrot, 1978) more recently. l1e in 
Psychology risk being known as the "ethnocentric science" unless 
we attend, both in our theory and in our research, to these 
obvious linlcages between our prejudices and our practices. 

The initial goal of cross-cultural psychology is, in fact, to 
reduce the ethnoce~trism of our discipline: we are now obliged to 
understand the cultural roots of what we do as a science, and to 
examine the possible cultural roots of what our subjects give us 
as data. I-lithou t good evidence, to remain fixed in the vie"'l that 
~ tests tap cognitive abilities well, for other peoples in other 
places, is to do bad science. 1~any of us may deny that we are 
ethnocentric, and this may be the case; but I would argue that 
most of our academic colleagues, Qur graduate students, and 
professional psychologists in practice either do hold these views 
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or, just as importantly, act as if they do, in their use of 
cognitive tests. 

Relativism 

An alternative to ethnocentrism is to avoid viewing differences in 
a predetermined hierarchy uith one's own group at the top, and to 
consider each group in its own terms, exhibiting a ~~ique set of 
cognitive phenomena which should be ~~derstood in relation to its 
own particular context; in essence it is anti-comparativist. This 
position of relativism arose partly in reaction to ethnocentrism, 
and partly as one facet of a general functionalist movement in 
20th Century science (,.hich includes, in addition to functionalist 
schools in the social sciences, the more specific positions of 
cultural ecology, ecological psychology, situationisrn, etc.). 

In Anthropology, Herskovi ts (1948), and in Psychology, Segall et 
al. (1966) have articulated the position Hell: 

" ••• the ethnographer attempts to describe the behaviour of 
the people he studies without the evaluation that his Olm 
culture would ethnocentrically dictate. He attempts to see 
the culture in terms of its own evaluative syste~. He tries 
to remain aware of the fact that his judgements are based 
upon his own experience and reflect his OHn deep-seated 
enculturation to a limited and specific culture. He reminds 
himself that his original culture provides no Olympian 
vantage from which to view objectively any other culture" 
(Segall et ale 1966; p.17). 

Pursuit of this relativist point of view not only entails the 
avoid.ance of ethnocentrism, but also the practice of certain 
research strategies. First is to attempt to discover, using 
ethnographic and ecological techniques (see later section) what is 
happening in the group being studied. For cognitive studies this 
would include finding out what cognitive abilities are valued 
locally, how they are conceptualized, Hho displays them, why 
people think so, and how they are acquired (Berry, 1972). This 
scientific thrashing around within a group can be very rewarding, 
as lvell as very threatening: one may discover a lot, but .That one 
discovers may be challenging to one's established beliefs and 
practices. 

Universalisrn 

An obvious goal of all sciences is to say something in general 
about a set of phenomena; bits and pieces of lcnowledge can only be 
valuable in the long run when they form the basis of laws, 
generaliza tions and theories. 1.''hile the position of ethnocentrism 
met this general reqUirement, it has other flaws; and while 
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relativism attempts to address these flaws, it lacks generality, 
and indeed retreats into an infinite particularism. A resolution 
of this problem is the third position~, that of universalism: here 
the eventual goal is to achieve generalizations about the 
cognitive abilities of human beings, by way of the comparative 
method (Poortinga, 1983), but employing the rich context-related 
data supplied from the relativist research strategy, and avoiding 
hierarchies based upon the ethnocentric vieu of human variation. 
How this might be achieved in practice is outlined in a later 
section on cognitive universals. For the time being, we may 
simply identify the position and its intent, and indicate that the 
position of universalism is based on the demonstrated existence of 
biological and cultural universals; these are employed as common 
dioensions along 'Thich individuals and groups can vary, according 
to their functional adaptation to local context, rather than 
according to absolute hierarchies of superiority. 

ORGANIZATION OF ABILITIES 

At the present time one may discern at least three general 
positions with respect to the organization of_cognitive abilities: 
general intelligence, specific abilities and cognitive styles. In 
certain respects, these three concepttlalizations parallel the 
three positions outlined in the last section; however, they are 
not linked so strongly that one could claim that all those working 
from a position of ethnocentrism also subscribe to a general 
intelligence position, or that relativism and specific abilities, 
and universalism and cognitive styles are perfectly linked. 

In Figure 2 are depicted these three current vieus on the 
organization of performances on tests of cognitive abilities 
(Berry, 1979); depicted as well are parallel views about the 
organization of cultural contexts, of the organisUl (processor), 
and of relationships across the three parts of the model. 

Particular elements (of context, process and performance) are 
indica ted by small circles; larger organizations (if any) are 
indicated by a solid oval (if fixed) or dotted oval (if variable); 
and relationships are indicated by arrows. 

General Intelligence 

The classical approach to the study of cognitive differences 
across populations has been to take existing general intelligence 
tests and to administer them to different populations • Of course, 
there has been a recognition that the test may not get any 
response at all until a translation has been made. Typically the 
only modifications or additions undertaken were those necessary to 
obtain data; modifications to match the test to the cognitive life 
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of the people have not normally been done. That is, two 
assumptions have usually been made: one is that the cultural life 
of the test developer and the cultural life of the test taker 
differ in only one important respect, that of language, the other 
is that the cognitive abilities characteristic of the cultural 
life of the test developer and those of the test tal~er differ in 
only one respect; that of level of development. 

These two assumptions are illustrated in the upper portion of 
Figure 2. First, elements in the cultural context are treated more 
or less as a unit (solid boundary around elements), and, second, 
the cognitive abilities are assumed to be a single universally 
interrela ted pacl{age (i. e. 11 general intelligence 11) • Both are then 
usually interpreted in terms of populations having bigger or 
smaller pac~<;:ages: those with small cuI tural pac!~ages are thought 
to be I1deprivecl", I.hile those with big ones are 'enriched l1 • 

"Iith respect to the first assumption, it is clear to me that 
cultural differences have not been taken seriously in the debate 
on population differences in general intelligence; cultures 
obviously differ in many respects, beyond the languages they use. 
And with respect to the second assumption, little attempt has been 
made to find out what cognitive abilities are actually in place 
locally, and how they are structured. Given these two errors of 
omission, the great logical error of commission is then performed: 
if the cultures are not really different, if the valued abilities 
are not really different, then the differences in test performance 
must be due to different levels of development. However, from the 
point of view of relativism, if cultural differences are real, 
important, and large, and if abilities develop differentially in 
adaptation to these differing ecological contexts, the differences 
in test performance cannot logically be claimed to be differences 
in levels of amount of development. 

Specific abilities 

An alternative to this approach is that tal,en by ,>lorkers in 
I1cognitive anthropologyl1 (e.g., Cole et a1., 1971). From their 
perspective, single features of the context (such as a specific 
role or a particular experience) are linked to a single performance 
(such as performance on a ca tegoriza tion taslc, or accuracy on a· 
test of quantity estimation); this approach is illustrated in the 
l'Iid portion of 'Cigure 2. They contrast their notion of 
cuI ture-specific sl~ills with general ability theory I.hich often 
asserts that in some cuI tures~ cognitive development is pushed 
further than in some other cultures. A.ssuming that cogni ti ve 
processes are universal (Cole and Scribner, 1974, p. 193), they 
arGue that "cultural differences in cognition reside more in the 
situations to which particular cognitive processes are applied 
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than in the existence of a process in one cultural group and its 
aosence in another" (Cole et aI., 1971, p. 233). This ecphasis on 
the particular, and culturally relative, nature of cognitive 
abilities has meant that Cole and his coworkers have not usually 
searched for patterns of intertask relationships in their data. 
Generally, they are not much concerned whether cogni ti ve 
perfor~ance 1 correlated with performance 2, or whether cultural 
element 1 tends to be experienced along with cultural element 2 by 
individuals in their studies. Unlike intelligence testers, they 
do not assume any universal pattern of structure in their ability 
da ta, nor have they e;{anined their data for such patterns. And 
finally, they avoid explicit cross-cultural comparisons as being 
inconsistent with their local relativistic (e~ic) e~phasis. 

Cognitive styles 

The hlo approaches thus far considered have differed in their 
acceptance of relativism, in their interest in systematic 
rela tionships, and in their use of comparisons. The approach 
taken by intelligence testers ignored relativism, assumed a 
universal structure in test to test relationships, and readily 
made cross-cultural cO!llparisons; the approach taken by those 
interested in specific abilities assumed the position of cultural 
relativism, but ignored systematic relationships and avoided 
cross-cuI tural comparisons. The approach taken by researchers 
into cognitive styles also assunes the position of relativism, but 
in addition, searches for systematic relationships among 
abili ties, and engages in cross-cultural comparisons (see lower 
part of Figure 2). 

One basis for this approach is in the worle of Ferguson (1954, 
1956) vlho argued that "cultural factors prescribe what shall be 
learned and at what age; consequently different cultural 
environ~ents lead to the development of different patterns of 
ability" (1956, p. 121). Further, he argued that through 
over-learning and tra!lsfer these patterns of cognitive abilities 
became stabilized for individuals in a particular culture. Both 
the perspective of cultural relativisn and the existence of 
systematic relationships are thus i~plicated in this approach, and 
these have been adopted in much of the worJ~ on cogni ti ve style. 

A recent review of the research on various cognitive styles 
(Goldstein and Bac'cman, 1978) ma!:es it clear that "Ihile sharing a 
general approach, there are many important differences among the 
numerous cognitive style research traditions. This need not be a 
problem here, for only one has received any substantial treatBent 
in the cross-cultural field, that of field dependence-field 
independence ("Titkin et aI., 1962; I'Jitkin and Goodenough, 1981). 
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This cross-cultural worl: (see e. g., Rerry, 1976; Hi t!~in and 3erry, 
1975) is characterized by analysis of the local cultural context 
(termed "ecological demands" and "cultural supports" by Berry, 
1966), by attempts to assess the cognitive performances of 
individuals in a number of groups, and by a search for systematic 
relationships among performances (the "style"), and between 
performances and cultural contexts. No interpretation is made 
about levels of development, given that no assumptions are made 
about the absolute value of a particular style; indeed, work 
"lithin this ecological tradition assumes that differing positions 
on a cognitive style dimension will best meet the requirements of 
living in differing ecological and cultural contexts (Berry, 
1976). Finally, while a search is made for systematic 
relationships among perforlJances to discover whether they \-rill 
remain constant or vary \"i th cultural context, there is no 
assumption or requirement that they should. Similarily, while a 
search is made for systematic relationships among elements 
comprising the cultural contexts, there is no predetermined 
pattern \o/'hich is related to I'Testern culture. 

:'!:COLOGICAL COnTEXT 

A concern with ecological context vias introduced in Figure 1, 
':lhere it vias argued that both biological and cultural adaptation 
to context is a process of importance, and that the outcome is 
crucial for understancl.ing the kinds of cognitive abilities that 
are likely to be distributed in a population. Again in Figure 2, 
the context (this time focussing. on cultural context) \o/'as argued 
to be an important input to the development of cognitive 
abili ties, no matter .rhich pattern or organization was being 
advocated. v!e have also identified context as an important notion 
in our discussion of sources of data (where Anthropologists tend 
to rely on performances on their full, natural contexts), and in 
the presenta tion of rela ti vism ("There, it .Tas argued, that each 
custom or behaviour can only be understood as a unique, local 
phenomenon if it is vieued in its particular functional context). 

Following the arguments of Brunswik (1955, p.237) who argued 
persuasively that there is a need to "balance psychology in the 
molar and molecular realm", and !'lhiting (1976) .Tho argued that we 
need to "unpac!:age" our cultural variables; an ecological JIlodel 
has been developed' (Berry, ·1980) which attempts to analyse 
ecological and cultural contexts into their operative components 
(Le., unpackaging) while seeldng to maintain both the holistic 
(aolar) and particularistic (molecular) features of the contexts 
in which vTe develop and perform cogniti vely. The model is an 
attempt to solve the dilemma caused b:,r the prescription that we 
accept in psychology the natural cultural environment as the 
conteJ~t of behaviour and that ue io/'ee1-c to discover those 
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independent variables which are operative. The solution is not to 
control t~e varia1)les experimentally (for this would not only 
unwrap the package, but ,,,ould also destroy the texture); rather it 
is to analyse (both conceptually and statistically) the 
constituent elements in the habitat. How to do this is the focus 
of the balance of this section. 

From one point of view (the experimental-reductionist), the 
contexts are a nuisance; but from the ecological point of view, 
they constitute a wealth of information concerning the habitat of 
a psychological phenomenon. To transform a nuisance into an 
asset, we need to be able to analyse, assess, interpret and relate 
these variables to each other and to the psychological phenomena 
being studied. 

In Figure 3 there are illustrated four environmental (ecological 
and cultural) contexts and four effects related through a human 
organism. The structure of the diagram places the various 
contexts at the left ancl. the various effects at the right. Toward 
the top are natural and holistic contexts and effects, while at 
the bottom they are oore controlled and reductionistic. 

NATURALISTIC ECOLOGICAL ACHIEVEMENTS 
HOLISTIC CONTEXT ~-

i EXPERIENTIAL LEARNING , - --------- -- BEHAVIOURS 
CONTEXT ARC 

PERFORMANCE PERFORMANCE -----------
CONTEXT ARC 

RESPONSES 

CONTROLLED EXPERIMENTAL 

CONTEXT 
r"" 

REDUCTIONISTIC 
SCORES 

ENVIRONMENTS ORGANISM EFFECTS 

Figure 3 Framework showing Four Levels of Relationships 
Between Environments and Effects 
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Looking in more detail at the environ~ental contexts, the 
ecological context is the "natural-cultural habitat" of Brunswik, 
the "physical world" of Lewin, and the "preperceptual t%rld" of 
Barker. It consists of all the relatively permanent 
characteristics which provide the context for human action. 
nested in this ecological context are two levels of the "life 
space" or "psychological world" of Le.Tin. The first, the 
"experiential context" is that pattern of recurrent experiences 
which provide a basis for learning; it is essentially the set of 
independent variables which cross-cultural psychology tries to 
spot as being operative in a particular habitat in the development 
of ~ehavioural characteristics. The other, the performance 
context, is the limited set of environmental circumstances which 
may be observed to account for particular behaviours; these are 
imme~iate in space and time. The fourth context, the experimental 
context, represents those environmental characteristics which are 
designed by the psychologist to elicit a particular response or 
test score. ~he experimental context mayor may not be nested in 
the first three contexts; the degree to which it is nested 
represents the ecological validity of the task. 

Paralleling these four contexts are four effects. The first, 
achievements, refers to the complex, long-stancting and developed 
behaviour patterns '/hich are in place as an adaptive response to 
the ecological context. It includes established and shared 
patterns of behaviour which can be discovered in an individual or 
are distributed in a cultural group. The second, behaviours, are 
the molar behaviours which have been learned over tii!le in the 
recurrent experiential context. Included are the abilities and 
traits and attitudes which have been nurtured in particular roles, 
or acquired by specific training or education, to/hether formal or 
informal. A third effect, responses, are those performances vhich 
appear in response to immediate stimulation or experience. In 
contrast to behaviours, they are not a function of role experience 
or long-term training, but appear in fleeting reply to immediate 
experiences. The fourth e'- fect, scores, is comprised of those 
behaviours which are observed, measured, and recorded during 
psychological experiments or testing. If the experimental context 
is nested in the other contexts, then the scores may be 
representative of the responses, behaviours and achievements of 
the organism. If the experiment has ecological validity, then the 
scor~s will have behavioural validity. 

Relationships can be traced between the elements across the 
model. The molar arc ("S-O-Z arc" in Brunswik's terms) operates 
across the top of the model. It is concerned with the life 
si tua tion (in physical, environmental and cultural terIJs) of an 
organism and its accomplishments. At the second level, the 
lec..rning arc is concerned tofi th tying together recurrent 
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independent variables in the experience of an individual with his 
characteristic behaviours. The third level, that of the 
performance arc, is interested in more specific acts as a function 
of immediate and current experience. And at the fourth level, the 
experimental arc is devoted to the laboratory or other systematic 
study of relationships between experimental problems and test 
scores. These latter relationships are kno.m to be variable, 
depending on the other contexts in the model (e.g. Irvine, 1983). 

A recurrent problem for general experimental psychology, in these 
terms, is to say anything of value about causal relationships (at 
the two middle levels) while working almost exclusively with the 
experimental arc. And to this Brunswi!-c would add the further 
problem of saying anything meaningful on this basis about the 
molar arc as well. The problem facing cross-cultural psychology 
tends to be the reverse: rather than failing to ascend the 
reductionistic-holistic dimension to achieve ecological validity, 
cross-cuI tural psychology has failed to descend the dimension to 
achieve a specification of experiential performance and 
experimental context variables which are responsible for tasle 
performance and behavioural variation across natural habitats. In 
Campbell's (1957) terms there has been insufficient concern in 
these two branches of psychology for "external" and "internal" 
validity respectively. 

RRICOLAGE 

In the section on "sources", which contrasted the anthropological 
and psychological approaches, and again in the last section \lhich 
laid out a set of contrasts bet.Teen the naturalistic, holistic and 
molar point of view on the one hand, and the controlled, 
reductionistic and molecular one, we have seen that positions vary 
dramatically regarding the "level" at which cognitive performances 
many be studied. Because of the general familiarity among 
psychologists with the "experimental arc", it is useful here to 
highlight the "molar arc" in this sepa,rate section. It has been 
termed bricolage to emphasize the exhibition of cognitive 
abili ties in the daily lives of people, wherever they are, and 
wha tever they do. In a recent review (Berry and Irvine, 1985), 
the idea of the bricoleur (handyman, jack-of-all-trades) is used 
to introduce the psychological study of cognitive abilities in 
their practical mundane (non-test, non-school) guise. 

The concept, of course, \-Tas first introduced by the anthropologist 
Levi-Strauss (1962/1966) to contrast the "savage mind" with that 
of the contemporary scientist: "cash-crop agriculture is hardly to 
be confused with the science of the botanist" (Levi-Strauss, 1966, 
p. 3). Levi-Strauss is not promoting the idea that there are two 
distinct varieties of cognition: magic and science are "two 
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parallel modes of acqul.rl.ng knowledge", both requl.rl.ng "the same 
sort of mental operations, and they differ not so much in kind as 
in the different types of phenocena to which they are applied" 
(1966, p. 13). Nevertheless, he quite clear:!.y considers bricolage 
to be a "lesser" form of cognitive life. 

A parallel set of ideas may be discerned in the \iork of Vernon 
(1969). ~'li th respect to developed intelligence, Vernon (1969, p. 
23) argued that "we should expect people like the Eskimos or 
Australian aboriginals to be handicapped in using the symbols, or 
acquiring the mental skills, which western culture has evolved. 
On the other hand we should not claim that they are intelligent in 
a different way just because they are better than us at survival 
in the snows or in the desert. These are traditional, lower-level 
skills, built up over generations and possessing little 
transferability". 

It is my position that the close study of these day-to-day 
cogniti ve abilities is likely to give us a more accurate picture 
of \·,hat cognitive development has actually achieved. In contrast, 
continued formal testing with imported standard instruments is 
likely to tell us only, and over and over again, that their 
performance is different, and from our ethnocentric position, 
deficient. 

At the collective level, where anthropologists usually work, there 
are obvious domains of competence ( "achievemen ts" in Figure 3 , 
across the molar arc). At the individual level, psychologists can 
.,ork (still fairly naturalistically) across the learning arc (in 
l"igure 3) to discover exactly \iha t particular individuals are able 
to do in their daily lives. The review by Berry and Irvine (1985) 
recounts such ",or!c in a variety of domains: botanical and 
pharmaceutical kno1l,ledge Wott, 1979) ; hunting techniques 
(Bahuchet, 1978); animal behaviour (Blurton-Jones and Konner, 
1976); map-making (Bagrow, 1948) j navigational techniques 
(Gladwin, 1970); and rules of land tenure (Hutchins, 1980). l!any 
such examples now exist in the literature, and serve as important 
models for the study of cognitive abilities. It should be clear 
tha t, to me, bricolage should not be viewed as a set of "lower 
level skills" but as abilities exhibited at the level appropriate 
for cognitive functioning in particular contexts; judgements of 
"lower" or "higher" can only be made relative to some absolute 
cri terion, and to my kno\dedge no such criterion has yet been 
demonstrated. 

D.8VELOPW;;NT OF ABILITgS 

That cognitive abilities develop from birth to adulthood is not an 
issue in the cross-cultural literature. ~·.Thether they develop to 
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the same extent, or in the same direction in all peoples, however, 
are substantial issues. By extent is usually meant power and/or 
speed, or more generally, competence; by direction, is meant the 
cultural goals or cognitive values which are shared by the group 
and transmitted across generations. These two aspects of 
development are illustrated in Figure 4 in three hypothetical 
cultural groups (A,B and C); three tests of cognitive abilities 
are also shown (1,2 and 3). 

Di,«liolt 01 
O, •• /opm,,'" 
(Group" 

Oi,..:liott til 
o.,,~, 

(G~8J 

Oir..:,it1ll of 0..,'-' 
Wilh koculturol Pr~ .. .' 

(G'OIlPAJ 

Figure 4 Framework for Conceptualizing Differing Directions 
of Cognitive Development, and Domains of 
Cognitive Competence in Varying Ecocultural 
Contexts Showing Unequal Validity of Three Tests, 
for Three Groups 

In Culture A, cognitive development takes place in the direction 
of those abilities which are adaptive to the ecocultural context 
of Group Ai a domain of cognitive competence is achieved (oblong 
form, solid line). A test battery (rectangle mar!(ed Test 1, 
dotted line) is developed by psychologists in Culture A to assess 
this developed competence, and there is a reasonably good fit 
between the cognitive domain and the test (note 3). Some aspects 
of the test go beyond the competence, and some abilities are not 
sampled by the test; however, Test 1 matches the competence domain 
of Group A with a substantial validity. 
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In Culture B, other demands are placed on developing individuals, 
and a fairly distinct domain of competence is achieved. Some 
overlap exists between the competence of individuals in Culture B 
and Culture A, but not enough for them to share more than a 
portion of their developed abilities. It should be obvious that 
Test 1 if used in Culture B would not adequately sample the 
abilities of these people, and has little chance of attaining 
validity. Similarly, for Culture C, with an even greater 
difference in the goals of cognitive development, Test 1 would 
sample much less of their abilities. 

Test 2 represents another test battery, perhaps created in Culture 
A to provide cognitive assessment for "others". It clearly 
attempts to assess other cognitive abilities than those in Test 1, 
but misses the mark by a wide margin for Cultures Band C as well 
as A. Test 3, in contrast, illustrates a test of a single ability 
Hhich has been identified as being of great value in Culture B, 
and appears to be valid for that group, but not for others. 

Seeds of this approach were first so.m by Goodenough (1936, p. 5) 
who argued that we must "be sure that the test-items from which 
the total trait is to be judged are representative and valid 
samples of the ability in question as it is displayed within the 
particular culture with Hhich we are concerned". Similarly Berry 
(1966, 1972, 1984) has argued' that indigenous conceptions of 
cognitive ability need to be represented in tests, and Hober 
(1969) has argued that no assessment of "their tricks" can be 
accomplished with tests of "our tricks". This point of view is 
just as valid for ethnic groups ,·Ti thin plural societies as it is 
across cultures (Samuda, 1983). 

The general argument should by now be clear. He propose that 
cognitive abilities develop and display themselves in different 
ways in different cultures according to the adaptive requirements 
in those ecocul tural contexts. The assessment of these varying 
domains of cognitive competence requires knowledge on the part of 
the researcher regarding the cognitive values (towar(l. which 
development ta~{es place) of the culture in vlhich he is working, 
including the collective achievements (across the molar arc), the 
individual cognitive behaviours which are culturally transmitted 
and carried out in day-to-day activity (across the learning arc), 
and the conditions under ",hich such cogni ti ve performances may be 
displayed (the performance arc), all before at tempting to assess 
individual cognitive competence (across the experimental arc). If 
this programme of research is not attempted and achieved, then the 
extent of development can never be ascertained, because 
unidentified variation in direction will always stand in the way, 
and remain as an alternative description of the data obtained. 
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TmlARD COGNITIVE UNIV:SRSALS 

The foregoing argument clearly represents a position of 
relativism. Eouever, cost researchers probably accept that there 
are some species-wide cognitive characteristics to be discovered; 
the bases for expecting such universals were outlined earlier in 
·this paper, and in factor analytic vTOrk by Irvine (1979) and 
Carroll (1983). The problem is how to pursue these cognitive 
uni versals vii thout destroying the context-related argul!lents and 
research strategy just described. In Figure 5 is illustrated a 
framework for pursuing a universal psychology of cognitive 
conpetence. DO\m the left ha.nd side are the areas of cogni ti ve 
competence vrhich may be identified in particular cultures, such as 
reasoning, spatial, vocabularly, social; the list is extendable 
until all culturally-identified and valued cognitive acti vi ties 
are included, representing the first part of our prescription -
the emic inclusion strategy. Across the top of Figure 5 is a 
di[!)ension I-Ihich provides a rationale for comparing incH viduals in 
cultures on that particular cognitive ability, such as the 
language basis for vocabulary ability, or the ecological basis for 
spatial ability; along this dimension, societies may be sampled to 
provide a good cross-cultural representation of cultural variation 
in, for example, linguistic fanilies (not all Indo-"Suropean) or 
ecological engagement (not all agriculturalists). 

I. REASONI NG 

z. SPATIAL 
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4. SOCIAL 
... ETC. 

1 
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Figure 5 Framework For Pllrz·;.ir.,~ ';. ·;~.:'·/':;:;:;.".. 
Cognitive PSJ~hol~gJ 
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Empirical studies guided by the framewor'.c may proceed in a variety 
of ways. If one wishes to search for a universal in a particular 
cogni tio;re function, one would work across a single line, across 
cultures; integrating these findings would say something about the 
universality of, for example, reasoning ability. If one wishes to 
understand the cognitive abilities of people in a particular 
culture, one would work down a single column; integrating these 
findings would say something about the "societal psychology" of 
cognitive ability in a particular culture. 

It should be obvious that only by working both across, and doym, 
can one be in a position to achieve anything close to a universal 
psycholo~J of cognitive competence. Such a two-way integration is 
demonstrably different, in this framework, from what has been so 
far achieved (a single societal psychology for . Hestern, 
Euro-American cognitive competence), and from what is being 
attempted occasionally (the tracing of a particular cognitive 
ability across a few cultures). 

If, in the end, all information in the frame'·lork can be neatly 
integrated in the lower right-hand corner, then we will have 
evidence for a universal general cognitive ability (all abilities 
cohere similarly in all cultures); if integration is not possible 
in either direction (no cross-cultural pattern, nor intra-cultural 
pattern), then vie will have evidence to support a specific 
abilities approach; and if coherent patterns appear across 
competence areas within cultures ( that is, not a single general 
competence), and these patterns vary according to the cultural 
context, then we will have evidence for a cognitive styles 
approach. Thus, the framework serves the dual purpose of 
outlining a strategy for comparative research, and for evaluating 
the validity of each of the current conceptualizations. 

CONCLUSIONS 

No attempt has been made here to review all the literature in this 
field; it is obviously a personal tour through a complex field. 
Hajor technical issues have not been addressed, such as test bias, 
heritability within populations, and problems of test 
administration; however, major recent works are available for 
these issues and can be read with profit as an adjunct to this 
chapter. Rather, I have chosen to address those issues I.hich are 
not likely to be well-known outside the cross-cultural literature; 
in a sense, I have taken the opportunity to "rub your noses" in 
these nel. materials rather th~n rehash the well-l:nown ones. 

It seeMS to me that no case can be made for ethnocentric cognitive 
psychology. One cannot forever Callow a strategy of atteMpting to 
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measure ~hat is not there, mistaking population performance 
differences to lie on a vertical dimension (us "higher"; them 
"lower") :.hen the more plausible alternative is that they lie on a 
horizontal dimension (we assess nhere"; they operate "there"). As 
psychologists, we have answered the question "their incompetence 
or ours?" in both an unscientific and ethnocentric way: we have 
failed to consider alternatives, and we have derogated others 
while elevating ourselves. 

It may not be that the pursuit of cognitive universals will 
succeed, ir: the sense that we will find all of them. However, 
ecological analyses, indigenous test development, and comparative 
research 'as aCl"Ioca ted here) will succeed in the sense that we 
will rescue 'Jur science from ethnocentrism, and we may even 
discover sonething more general about cognitive abilities. 

FOOTNOTES 

1. Some techniques, such· as blood-grouping, are possible under 
some field conditions, but even this is expensive or very 
difficul t in remote areas. However, there is no known linl.c 
between such data and psychological characteristics. In contrast, 
a particular custOM (such as independence training in children) 
may be both r~adilJ measureable and have some plausible connec~ion 
to the particular psychological characteristic being examined. 

2. Regional hierarchies also seem to eXist, with parallels between 
the at ti tudes and the test scores across groups wi thin plural 
nations 'e.g. the U.S.) and across nations within continents (e.g. 
:'urope). 

3. The elements of this diagram may be compared to the 
distinctions between Intelligence A,B, and C of Vernon (1969). 
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CHAPTER 11 

PERFOR:'lAHCE, r.10TIVATIOH AND AHXIETY: THE CONSTRUCT OF 
"EFFORT" FRat! A CONTROL THEORY PERSPECTIVE 

rnCHAEL E. HYLAND 

Plymouth Polytechnic 

INTRODUCTION 

The testing of ability has been an important part of psychology 
from the early days of psychology (as will be evident from reading 
previous chapters in this book). This is not accidental. Ability 
testing has important practical implications for people working in 
a number of environments. Ability testing is part of the 
important exercise of selecting people who are suitable for 
certain sorts of task, that is, people who perform well on certain 
skills relevant to activities in the "real world". 

However, it is very easy on reading this book to lose sight of the 
fact that ability is just one factor which affects performance. 
Vroom (1964, p. 203) suggests that performance is determined by 
ability and motivation, and he expresses this by the formula: 

Performance = f(ability x motivation) 

The importance of motivation to performance is recognised in many 
practical contexts. For example, it is an adage amongst teachers 
that a pupil's performance reflects (a) his intelligence and (b) 
something which is loosely called "the teacher's esti!!late." This 
second factor relates to all those personality/motivational 
characteristics which,deterrnine whether and how the pupil applies 
him/herself to work. Every educator knows that there are some 
students who are bright but lazy, and some who are less able but 
industrious. 

So, if we accept that the practical objective of ability testing 
is to predict performance in real life settings,. then it is also 
important to know how motivational factors can affect 
performance. qotivation is a very broad area of theory and 
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research, and in this chapter I shall focus on just one aspect of 
moti va tion: The construct of effort. First, I will examine the 
effort-performance relationship in terms of traditional accounts 
of ~otivation. Second, I will show how control theory provides a 
new approach to the effort-performance relationship. 

HISTORICAL OVERVIE~'! 

A useful starting point for modern motivation theory is a boo!: by 
~~urray (1938) entitled PersonaE ty. Hurray suggested that there 
were some thirty or so different needs v/hich were shared by all 
individuals and which gave rise to goal directed behaviour. 
'1urray suggested that needs were aroused by specific features of 
the en'liron~ent, which he labelled "environmental presses". By 
"press" :!urray I!leant some description of the environment in 
goal-opportunity terms and he used this word specifically to 
distance himself from the word "stimulus" which was used by the 
associationist movement current amongst neobehaviourists. 
Individuals differ in the arousability of needs in the presence of 
environmental presses. For example, an individual high in the 
need for achievement is an individual whose achievement need is 
easily aroused in achievement oriented contexts. 

Hurray used this differential arousability of motives in two quite 
distinct ways. First, the arousability of a motive can be used to 
explain the proportion of time people spend in different goal 
oriented activities. For example, individuals with an easily 
aroused need for achievement will spend more time engaged in 
achievement oriented activity than individuals with a less easily 
aroused need for achievement. Arousability of motives thus 
provides a I!loti va tional description of personality in terms of 
choice behaviour. 

Second, the arousabili ty of a motive is one factor determining 
uhat Hurray called the intensity of goal seeking behaviour, with 
the assumption that intensity improves performance. The effect of 
environmental press is to arouse a need, and the aroused level of 
need, or motivation level, explains the intensity of goal 
striving. To the extent that intensity of goal striving 
corresponds to effort, motivation level explains effort. 

t!urray's ideas and particularly the need for achievement became 
the basis of later motivational research. Here I shall briefly 
mention only two strands in this research, Atkinson's motivational 
theory (Atkinson, 1957, 1981; Atkinson & Birch, 1973) and ~!einer's 
(\'!einer, 1980; Heiner & Kulcla, 1970 ) at tri butional reformulation 
of motivation theory. 
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Atkinson's Motivational Theory 

Empirical studies by Atkinson and his colleagues (reviewed in 
Atkinson & Birch, 1978) established that the motive for 
achievement was too crude a construct to explain 
achievement-oriented behaviour. Instead, two different 
achievement needs were distinguished, the need for success and the 
need to avoid failure. Atkinson (1957) assumed that the need for 
success and fear of failure motives were additive in their effect 
on achievement behaviour. Consequently, the important difference 
Has bet,.een subj ects high in need for success and 10v1 in fear of 
failure, and those 10vl in need for success and high in fear of 
failure. The former or success-oriented subjects were defined as 
high in "resultant achievement tendency" (which is the difference 
between the need for success and fear of failure) , whereas the 
la t ter, or failure-oriented subj ects were defined as 10vl in 
resultant achievement tendency. 

Atkinson (1957) proposed a mathematical model of achievement 
behaviour which allowed the calculation of motivation level under 
different conditions of expectancy of success. The details of the 
theory need not concern us here, but it provided predictions about 
choice preference for achievement tasks of varying levels of 
difficulty. According to the theory, success-oriented individuals 
should prefer moderately difficult tasks (i.e., with a probability 
of success of about .5), whereas subjects low in resultant 
achievement tendency should prefer tasks which are either very 
easy or very difficult. P.mpirical research supported these 
claims. 

Murray's original formulation also suggested that motivation level 
should correspond to the intensity of behaviour. Follm.ing on 
fron this idea, Atkinson suggested that performance should improve 
with motivation level. However, very high levels of motivation 
are associated with performance deficits, and so Atkinson 
suggested a curvilinear relationship between motivation and 
performance (Atkinson, 1974). Atkinson did not commtt himself to a 
mechanism responsible for performance deficits associated with 
high levels of motivation, but he did explore the possibility that 
it vias related to high levels of arousal. 

In summary, A t~cinson' s theory folloVls the pattern set down by 
nurray where the construct explaining the intensity of goal 
oriented activity is the same as that explaining choice of goal. 
l'li thin limi ts, you try hard to do the things which ~rou like. 
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~'Jeiner's Attributional Reformulation of Achievel!lent 110tivation 

l'ieiner I s theory ('.'feiner, 1980; ':leiner & Kukla, 1970) is based on 
the assumption that people choose tasks which have some 
combination of (a) high expectancy of success and (b) positive 
affective consequence of success. Put colloquially, people choose 
tasks where the likely result is something nice happening. 

Individual differences in choice of different tasks are explained 
in terms of individual differences in attributional style. 
Attributional style is a description of the way people 
characteristically attribute causes to events. Some sorts of 
attributional style are conducive to people engaging in 
achievement behaviour whereas other sorts of attributional style 
are not. For example, people ~lho attribute the cause of failure 
to some external factor (such as bad luck) are more likely to 
persist in a situation of failure than individuals who attribute 
their failure internally (for example, to their own stupidity). 
Thus, a student I s own perceptions of his or her ability will 
affect subsequent choice behaviour and subsequent opportunity to 
succeed. To the extent that persistence is an indicator of effort 
(but see ~"einer, 1983) the theory also explains effort and hence 
perforl!lance. 

In many ways the predictions of Heiner's theory are similar to the 
predictions of Atkinson's. Indeed, A tldnson I s distinction between 
success-oriented and failure-oriented people correlates with the 
attributional style dil!lensions proposed by ~reiner. ';'!einer and 
Atkinson are consistent with the approach ta!cen by Hurray (1938) 
where the construct explaining choice is used as the basis for an 
explanation of effort or performance. 

Nei ther type of theory, however, spells out in any detail how 
effort actually affects performance. This particular area of 
concern has been the focus of some recent accounts wi thin the 
motivational framework. 

CONTROL THEORY 

~ffort 

Humphreys and R.evelle (1984, p. 158) define "effort" as the 
"l'Iotivational state commonly understood to mean trying hard or 
being involved in a task. II They go on to distinguish on-task 
effort, \oIhich is the effort put into a particular :task, from 
off-task effort, which is the effort being invested in non-task 
activities. 
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Humphreys and Revelle suggest that the motivational construct of 
effort can affect performance throue;h a mechanism called 
allocation, a mechanism based on an assumption about human 
cognition taken from ~lavon and Gopher (1979, p. 233) 

"The human system is probably not a single-channel mechanism 
but rather a complicated system with many units, channels, 
and facilities. Each may have its own capacity (which is, 
roughly, the limit on the amount of information that can be 
stored, transmitted, or processed by the channel at a unit 
of time). Each specific capacity can be shared by several 
concurrent processes; thus it constitutes a distributable 
resource." 

The basis of Humphreys and Revelle I s theory is that effort can 
al ter the allocation of processing capacity bet\ .. een the different 
channels. For example, in a multi-task situation, the individual 
can allocate More resources to one task than to another. 

Humphreys and Revelle suggest also that allocation can affect 
performance on a single task in three different 1r!ays. (a) First, 
the subject can trade off one component of the task against 
another. For example, speed can be traded against accuracy • (b) 
Second, the subject can trade off allocation of resources between 
the experimenter-defined task a~d a subject-defined task (such as 
day-dreaming). I believe this to be an important aspect of 
allocation, and I shall develop it further within a control theory 
framework. Note meanwhile that the experimenter-defined task 
corresponds to on-task effort whereas the subject-d~fined task 
corresponds to off -tas!< effort. (c) Third, there may be a "cost" 
of allocation, so that l-Then alloca tion is high, additional 
allocation produces little or no improvement in performance. 

In addition, Humphreys and Revelle suggest that the availability 
of processing capacity can be increased through a second 
~otivational construct of arousal. I shall, however, restrict my 
discussion to a consideration of effort and its effect on 
cognitive processing capacity. 

Overvie1rf of Control Theory 

The basic unit of control theory is the negative feedback loop 
(see figure 1). A reference criterion is compared with a 
perceptual input and the difference or detected error generates 
behaviour vf.hich reduces the o.etected error. 

The negative feedback loop is familiar to many psychologists in 
the form of a homeostatic o.ev5_ce. However, there are three 1rfays 
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Figure 1 Components ;ltich r~ate up a negative feedback 
loop are sholm. ~hc reference criterion and 
perceptual input are compared, and the difference 
generates behavior. The relationship between 
level or error and intensity of behavior is called 
error sensitivity. 

in which control theory differs from what is normally understood 
by homeostasis. First, in homeostasis the reference criterion or 
"set point" is fixed; in control theory the reference criterion 
can vary over time. In control theory, the reference criterion 
represents the system's "goal" and goals can change from moment to 
mooent (Ashby, 1952; Boden, 1972; Powers, 1973, 1978; llfiener, 
1948). 

The second difference is that in homeostasis it is normal to use 
only one feedbacl~ loop. In control theory, control loops are 
arranged hierarchically (Carver ~~ Scheier, 1981, 1982; Powers, 
1973) so that the detected error for a high level loop causes 
reference criteria at lower level loops to activate (see figure 
2). That is, high level control loops reduce detected error by 
activating control loops at lower levels i"hich then produce 
appropriate behaviour. 

This hierarchical organization of control loops can be 
conceptualized as the relation between goals which are ends in 
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:jgur~ 2 Ar. illustration of how three control loops may be 
related in a hierarchy of control loops. 
Reproduced with permission from Hyland (in press), 
Copyright APA. 

themselves and goals which are means to ends. In order to achieve 
ends, it is often necessary to set up subgoals, or means. The 
subgoals act "in the service of" the higher level goals. For 
example, a high level goal such as posi ti ve self-esteem can be 
attained by setting up a lower level goal, such as passing exams, 
which itself can be achieved though a yet lower level goal, such 
as spending time revising for exams. 

There is a third way in which control theory .differs from a comr.lOn 
sense_u!lderstandjng of homeostasis.. IT! control theory, the sienal 
~rnplification round the c~ntrol loop playsan important role in how 
the loop functions (Porter, 1969; 0gata, 1970). AmplificRtion 
between the detected error in one loop and either a ref~'ref1re 

criterion in a lower loop or behaviour (sep figure 1) is relevant 
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to, though not identical with, the construct of effort. 

The amplification between detected error and behaviour is called 
error sensitivity or error salience (Hyland, in press). That is, 
it represents how much behaviour is generated to counteract a 
given detected error. Consider the following example. Suppose 
you and a friend share a flat, and you both agree what is meant by 
the flat being clean and tidy. But if your friend is more 
sensitive to dirt and untidyness, your friend will start cleaning 
and tidying before you do and put more effort into cleaning and 
tidying than you. In this example, your friend has more error 
sensitivity on a 'keeping the flat clean and tidy' control loop 
and so reacts with greater intensity to a dirty, untidy flat. 

The above description of error sensi ti vi ty relates only to the 
case of a single control loop (figure 1) "rhere the consequence of 
detected error is behaviour. However, where control loops are 
hierarchically organized (figure 2), then for high level control 
loops, the direct consequence of detected error is not behaviour 
but the causation of a lower level reference criterion. The term 
error sensitivity also refers to the signal amplification of 
detected error in one of these higher level control loops. Here, 
error sensitivity affects the type of goal which is caused at the 
lo"rer level. So, error sensitivity either describes the amount of 
behaviour generated to counteract a particular level of detected 
error, 2!: it describes the type of causal relationship bet\veen a 
higher and lower level control loop. 

According to the control theory of motivation, effort is defined 
as a function of error sensitivity and detected error. The 
relation is likely to be multiplicative and so we can write 

Effort = f(detected error x error sensitivity) 

The above formula describes a process which is distal to that 
descri bed by Humphreys and Revelle (1984) in their information 
processing account of effort. Putting the two processes together 
implies the following: Error sensi ti vi ty and detected error are 
determinants of effort, and effort is a determinant of allocation 
of cognitive processing capacity. Therefore, error sensiti vi ty 
and detected error can both affect thealloca tion of cognitive 
processing capacity. 

As noted above, the hierarchical organization of control loops (or 
hierarchical organization of goals) is an important feature of the 
control theory account of motivation. Carver and Scheier (1982) 
suggest that error sensitivity (or, as they call it, salience) can 
differ at different levels of the hierarchy. t~reover, the error 
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sensi ti vi ty at anyone level may vary between people and can be 
changed by si tua tional manipula tions. For example, error 
sensi ti vi ty for self -referent control loops can be increased by 
self-focussing manipulations such as the presence of a mirror, the 
presence of an audience, or the presence of a video camera. Thus, 
error sensitivity is a variable at each level in the hierarchy. 

The theoretical consequence of there being different amou."J.ts of 
error sensitivity at different levels in the hierarchy is that 
there will be different ~ of effort corresponding to the 
different levels in the control hierarchy. If there are different 
types of effort, then they may have different functions in the 
allocation of cognitive processing capacity. 

On-tasy. and Higher-than-task ~ffort 

As described above, Humphreys and Revelle distinguish on-task 
effort from off-task effort. Their arguments are based on the 
assumption that on-task effort is relevant to performance but 
off-task effort is not. The hierarchical organization of control 
loops leads to the conclusion that at least some aspects of 
off-task effort may be relevant to performance on a task, 
specifically, effort relating to control loops which are higher in 
the hierarchy but causally related to the tasl: control loop. 

In control theory terms, on-task effort is defined as the effort 
relating to the control loop whose reference criterion is to carry 
out the task. That is, on-task effort is a function of error 
sensitivity and detected error of the tas~ control loop. 

Higher-than-tasle effort is defined as the effort relating to 
control loops ,.hich are placed higher in the control hierarchy 
than the task loop. There may be many higher-than-task control 
loops and so there" will be more than one type of higher-than-task 
effort. 

Let us suppose t!1at performance on a task is determined b;y the 
alloca tion of cogni ti ve processing capacity to that tasle. 
Allocation of cognitive processing, I have already said, is 
deternined by effort which is determined, in part, by error 
sensitivity. Therefore, performance is determined directly only 
by on-task effort. However, higher-than-tasx effort may affect 
on-task effort and thereby have an indirect effect on 
performance. I suggest that there are two ways in which 
higher-than-tas~{ effort can affect performance; one way improves 
perforMance and the other \lay results in a performance decrement. 

~irst, error sensitivity at a higher level control loop can have a 
causal relationship with error sensitivity at a lower level 
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control loop. Such causal relations of -error sensitivity, I 
assume, occur in instances only where there is a causal relation 
between the detected of a higher level loop and the 
reference criterion of the lower level loop. Wote that the 
causal relation between high level and low level error sensitivity 
may be only one determinant of low level error sensitivity.) 

This causal relation between error sensitivities of different 
loops corresponds to a common sense understanding of the 
rela tionship between goals which are ends and goals which are 
means to ends. If one student has high error sensitivity to 
success on an exam, then that student should work harder for the 
exam than a student who finds the exac less salient. In general, 
vie would expect that the more salient the end goal, the more 
salient are the goals which are means to the end. 

A second way in which higher-than-task error sensitivity can 
affect performance obtains if \"Ie assume that there is a limited 
error sensitivity capacity. That is, there is a limited amount of 
error sensitivity which can be distributed amongst the different 
control loops. If there is a limited errror sensitivity capacity, 
then an increase in higher-than-task error sensitivity may "robn 

error sensi ti vi ty from the tasle control loop. As a result, high 
levels of higher-than-task error sensitivity may actually produce 
a performance decrement as cognitive processing capacity is being 
ta!~en from the tas~e to some non-task acti vi ty . To take our 
?revious example of a student studying for an exam, if the student 
is overly concerned about the exam he may spend so much time 
thinking about doing well on the exam that he spends little time 
revising. 

A demonstration that higher-than-task error sensitivity can either 
improve or hare performance is provided by Hyland, Coates, Curtis, 
Hancocks, Hean and Ogden (1986) who used an attentional focus 
Manipulation (presence or absence of mirror) and a !'loti vational 
manipulation (ego-aroused and ego-relaxed instructions). 

In the absence of a mirror, the ego-relaxed instruction reduced 
on-task error sensitivity relative to the ego-arousing 
instruction. However, the ego-arousing instruction did not appear 
to increase higher-than-task effort (a result confirmed in two 
experiments). 

In the presence of a Mirror, on the other hand, there was a 
substantial increase in higher-than-tas1:: error sensi ti vi ty for 
ego-arousing instruction when compared with ego-relaxed 
instructions. 1:oreover, there was now less on-task error 
sensitivity for the ego-arousing instructions when compared with 
the ego-relaxed instructions. 
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This interaction between attentional and motivational 
I!lanipulations can be interpreted as follows. Under most 
circumstances, the ego-arousing instruction "this task measures 
ability and intelligence" has a causal effect on on-task error 
sensi ti vi ty. Consequently people devote more effort to the task 
and, thus, do better when given motivating instructions. 

However, when the ego-arousing instruction occurs in the presence 
of a self-focussing stimulus, then there is a much greater 
increase in higher-than-task error sensi ti vi ty. The consequence 
of this increase in higher-than-task error sensi ti vi ty is that 
error sensitiv.ity is deflected from the task control loop. 
Colloquially put, the subject is so concerned about the 
ego-arousing instructions that less resource allocation is made to 
the task. 

These findings and this theory explain what to many students is a 
paradox in the literature. On the one hand achievement motivation 
theory suggests that external rewards increase task performance; 
data confirm these predictions. On the other hand, intrinsic 
motivation theory suggests that external rewards decrease task 
performance; data confirms these predictions •• 

According to the control theory view, external rewards ( e. g. , 
money, praise, status) are usually at a higher-than-task level. 
T.'!hether the external rewards result in performance improvement or 
decrement depends on (a) whether the higher-than-task error 
sensitivity has a causal effect on the on-task sensitivity thereby 
improving performance, or (b) whether the higher-than-task 
sensitivity subtracts error sensitivity from the task loop due to 
limited error sensitivity capacity. 

I 
Anxiety 

That test anxiety produces test performance decrements is well 
known. The most common way of explaining these decrements is in 
terms of the construct of arousal (e. g. , Humphreys & Revelle, 
1984). That is, high level of arousal disrupts performance. 
Control theory offers an alternative though not incompatible 
explanation for such performance decrements in terms of the 
construct of effort. 

According to the control theory viewpoint, high levels of anXiety 
are associa ted wi th high levels of error sensi ti vi ty on 
higher-tha~-task goals. That is, the high test anxious subject is 
particularly concerned about the outcome of the test. This 
concern, or error sensitivity, about the outcome of the test means 
that prbcessing capacity is deflected from the test itselLAccording 
to this Viewpoint, amelioration of the debilitating effect of 
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anxiety could be brought about by attentional focus, and by 
encouraging the subject to think less about the consequences of 
the test. 

To the extent that test anxiety is a generic (i.e., not situation 
specific) form of reacting to test situations, high anxiety 
subjects may be characterised as individuals who are particularly 
prone to performance decrements arising out of a limited error 
sensi ti vity capacity. The reason for this style of reacting to 
test situations may be due to one or a combination of two 
factors. It may be that high anxiety subjects are prone to 
greater amounts of error sensitivity in high level loops compared 
with low anxiety subjects. Alternatively, it may be that high 
anxiety subjects have a smaller total error sensitivity capacity 
for distribution amongst the different loops when cO!!lpared with 
low anxiety subj ects. "'Tha tever mechanism is invol ved, it would 
seem that the distribution of error sensitivity within the 
hierarchy is a useful starting point for further research. 

CONCLUSIONS 

Control theory provides a significant departure from the 
traditional motivational account of effort. In traditional 
motivation theory, the construct determining choice is the same as 
tha t determining intensity. Tha t is, for any action, there is 
just one quantitative person variable used to explain the 
intensity of that action. 

In control theory, on the other hand, the introduction of a causal 
hierarchy of goals means that there are many different sorts of 
effort which may be relevant to the intensity of a particular 
action. By including an information processsing approach within 
the control theory framework, I have shown that the allocation of 
processing resources to a particular task is a direct consequence 
of effort to engage in that task. But that effort to engage in a 
task is also a function of the effort to achieve goals higher in 
the hierarchy. That is, where a task is a means to some end (most 
tasks are means to ends) then the concern and effort put into 
seeking the end goal can either improve or harm performance on the 
task. 

The message of traditional ~otivation theory as well as that from 
Humphreys and Revelle (1984) is that 'trying hard' improves 
performance. According to control theory, however, trying hard is 
not enough. It is necessary to try hard in the right way. 
Performance is enhanced only when people try hard to co~plete the 
task itself, and trying hard to achieve the end goal for which the 
task is a means can under some circumstances reduce the effort put 
into the task itself. 
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Chapter 11 Hyland: Motivation 

I said at the beginning of this chapter that performance is a 
function of ability and motivation. The relationship can now be 
made more precise. Tests of ability reflect processing capacity. 
The motivational characteristics of the person (as expressed by 
error sensitivity within the hierarchy) can affect on-task 
processing capacity and thereby affect that person's measured 
ability. Thus, whatever the person's "true" ability, motivational 
characteristics contaminate measures of ability by altering 
performance on these measures in ways which are situation 
specific. 

REFERENCES 

Ashby, 1.'1. R. (1952). Design for a brain. New York: \I}'iley. 

Atkinson, J. 1,1. (1957). Hotivational determinants of risk-taking 
behavior. Psychological Review, ~, 359-372. 

Atkinson, J. \'1. (1981). Studying personality in the context of an 
advanced motivational psychology. American Psychologist, 36, 
117-128. 

Atkinson J. ~'1., 

motivation. 
& Birch, D. ( 1978). :..:A:..:n_.:.i:..:n.:::.tr:...o:::..:d::.:u::.:c::..:t::=i:..::o:.!:n~...:t::..:::.o 

Princeton: Van Nostrand. 

Boden, M. A. (1972 ) Purposive explanation in psychology. 
Cambridge, tiS: Harvard University Press. 

Carver, C. S., & Scheier, M. F. (1981). Attention and 
self-regulation: A control-theory approach to human behavior. 
New York: Springer Verlag. 

Carver, C. S., & Scheier, ~~. F. (1982). Control theory: A useful 
conceptual framework for personality-social, clinical, and 
health psychology. Psychological Bulletin, 92, 111-135. 

Humphreys, M. S., & Revelle, '!I. (1984). Personality, moti va tion, 
and performance: A theory of the relationship between 
individual differences and information processing. 
Psychological Review, 21, 153-184. 

Hyland, M. E. (in press). A control theory interpretation of 
psychological mechanisms of depression: Comparison and 
integration of several theories. Psychological Rulletin. 

Hyland, ~1. E., Coates D. S., Curtis. C., Hancocks, H., Hean, L., & 
Ogden, C. (1986). Control theory of motivation: Theory and 
some data. Unpublished manuscript. Plymouth Polytechnic, 

- 433 -



Chapter 11 Hyland: Motivation 

Plymouth, UK. 

!!urray, H. A. (1938). Explorations in personality. New York: 
Oxford University Press. 

Mavon, D., & Gopher, 
processing system. 

D. (1979). On the economy of the human 
Psychological Review, 86, 214-255. 

Oga ta, K. (1970). f·1odern control engineering. Englewood Cliffs, 
NJ: Prentice Hall. 

Porter, A. (1969). Cybernetics simplified. London: English 
Universities Press. 

Powers, 1>1. T. (1973). Behavior: The control of perception. 
Chicago: Aldine. 

Powers, ~. T. (1978). Quantitative analysis of purposive systems. 
Psychological Review, 85, 417-435. 

Vroom, V. H. (1964). \"ork and motivation. New York: I.·Tiley. 

l-/einer, R. (1980). Human motivation. New York: Holt. 

I'!einer, B. (1983). Some methodological pitfalls in attributional 
research. Journal of Educational Psychology, 75, 530-543. 

I'feiner, B., & Kukla, A. (1970) An attributional analysis of 
achievement moti va tion. Journal of Personality and Social 
Psychology, 12, 1-20. 

\'liener, N. (1948). Cybernetics: Control and communication in the 
animal and the machine. Cambridge, HS: 11.1. T. Press. 

- 434 -



SUBJECT INDEX 

ability 236 
ability and type of culture 384 
ability defined in terms of task characteristics 

236 
ability measurement 1 
ability slope 233 
ability to automatize information processing 

157 
ability to deal with novelty 154 
ability to detect pitch differences 232 
ability to visualize 238 
aboriginal 388 
absolute scales of measurement 9 
abstract semantic 186 
accuracy 89 
accuracy 95 
ACTH (Adrenocorticotropic hormone) 368 
adaptation 158 
advances in cognitive measurement 88 
AEP 362 
AEP measure and Wechsler IQ 359 
AEP's 359 
AEP's and habituation 360 
African 381 
algorithms 182, 186, 187, 425 
allocation of attention 198 
alternative sytems of classification 44 
America 31, 381 
American India 386 
among theorists 147 
anexiety 431 
anticipation of contemporary development 

theories 32 
area of visual thinking 6 
arousability 422 
assessment 302, 303 
associative thinking processes 38 
attention 177, 188, 189, 193, 194, 196-200, 

202-207 
- and intelligence 196 
- and working memory 202 
- as a resource 192 
- as mental power 198 
- auditory memory tasks 199 
- "central processor" 194 
- confusion models 194 
- demanding task 195 
- dichotic, listening task 204 
- dual task paradigm 196 
- "easy to hard" paradigm 197 

- factor analysis 200 
- factor structure 205 
- Hunt & Farr procedure 206 
- interference mechanisms 194 
- mUltiple resource theory 193 
- production system theories 194 
- response task 197 
- "stroop" problems 207 
- structural interference theories 193, 194 
- studies of individual differences 195 
- time sharing ability 200 
- time sharing factor 200 
attention drain 193 
attention shifting 203 
attentional 430 
attentional recourses 196 
attentional capacity in the dual task paradigm 

198 
attentional focus 432 
attributional style 424 
auditory 186, 207, 359 
auditory short-term memory 316 
Australian 388 
automatic information processing 185 
avareged evoked potentials 19 
averaged evoked potential (AEP) 358 
averaged evoked potentials and test 

intelligence 78 

basic cognitive abilities 218 
basic idea of factor analysis 7 
basic processes 241 
- adressing sensory buffers 241 
biochemical determinants 369 
biochemical monamine oxidase 367 
biochemical personality measurement 367 
biological level 68 
biological and ecological factors 55 
biological and genetic basis for personality 366 
biological intelligence 352, 353 
biological measure of intelligence A 358 
biological measure of personality 363 
biological personality as a fundamental 

concept 364 
biometric emphasis 10 
biosocial hypothesis of intellectual 

development 54 
block counting 236, 237, 245 
brain as a single channel 357 
Burt's model 36 

- 435 -



Canadian Indian or Inuit 384 
Canadian Indian children 329 
Canadian Indians 327 
Canadian Native children 328 
card rotation test 299 
Caroll's list of cognitive processes 86 
Caroll: factorial findings 221 
Cattell's theory of intelligence 244 
Cattell's theory of fluid and crystallized 

intelligence 47 
Caucasians 380, 388 
causal explanations 15 
causal personality 366 
causal theories 366 
causul influences on task performance 14 
central processes 193 
cerebral dominance hypothesis 72 
change 53 
change in a task 197 
channels 182, 425 
childhood years 52 
children in ability measures 384 
Chinese 379, 384, 388 
Chinese and Japanese performance 379 
chronometric approach 11 
class of explanation 59 
Closure Speed (CS) 257, 266, 292 
codes 186, 187 
cognition 182 
cognition modeled by computation 182 
cognitive abilities 217, 222 
- dimensions of 222 
cognitive abilities hierarchical model 225 
cognitive abilities structure 225 
cognitive ability biological substrate 3.53 
cognitive ability dimensionality 225 
cognitive competence 239, 412-414 
cognitive development 52, 411, 412 
cognitive development during the cl>i1dhood 

years 52 
cognitive information processing 10 
cognitive model 177 
cognitive neural adaptability 360 
cognitive processes 217 
cognitive structure 59 
cognitive styles 405 
cognitive styles comparisons 405 
cognitive styles intelligence 405 
cognitive styles specific abilities 405 
cognitive tasks psychometric and experimental 

241 

cognitivists 146 
cognition 27 
colour naming 328 
common factor as general sensory 

discrimination 34 
common faults of the research enterprise 16 
comparative studies 13,394, 397,400,402, 

406, 409, 410, 413 
- bricolage 409 
- cognitive universals 413 
- conceptual framework 394 
- cross-cultural 406 
- cultural context 406 
- development of abilities 410 
- ecological context 6 
- ethnocentrism 400 
- relativism 400 
- universalism 400 
Comparative study of cognitive abilities 393 
comparison 57 
comparison of factor analytic studies 222 
- difficulties 222 
comparisons between 379 
competence 414 
complex biological hypotheses 64 
- verbal sex differences 64 
- verbal skills 64 
complexity of YEP waveform 81 
component-theory 11 
componential theory 85 
components 18, 76 
components latency based 12 
computational models 182 
concept of attention 209 
conceptualization of attention 189 
conceptual approaches 189 
conclusions 301 
condition of stimulus identity 10 
confirmatory factor analysis 336 
conflicts among for theorists intelligence 144 
confusions 147 
- domain of discourse 147 
- of methodology 147 
connection between 196 
constants 16 
constitutional factors 369 
context 18 
contextual subtheory 158 
contextualists 146 
control loop 430 

- 436 -



control of attention 208 
control system the011' 350 
control theory 422, 424, 425, 432 
control theory information processing 

approach 432 
controlled information processing 185 
corresponds to Level 2 357 
cross-cultural 57 
cross-cultural comparisons of cognitive 

structure 55 
cross-culturale psychology 55, 382 
cross-modal coding 316, 317 319, 327 
crystallized intelligence 179, 228 
crystallized intelligence Oc 48, 259 
cultural contexts 406, 414 
cultural relativism 405 

data types 14 
debates 147 
deductive approach to intelligence 181 
deductive reasoning 40 
defined 235 
definition of abilities 3 
depentent variable 10, 12, 13 
detected error 425, 426, 428 
developmental changes 295 
digit span forward 319 
dimensional identity 56 
dispositional variables 14 
dispositonal 14 
distinct and indepedent intelligences 34 
distinction 182 
distinction between Of and Oc 48 
distributive-memory factors 2 
divided attention 17 
divided attention tasks 204 
doctrine of associationism 28 
domain study 14 
dominance 71 
draw-a-Man 383 
dual task experiments 191 
dual time representation 21 

earliest brain measures 74 
early conceptions of intelligence 28 
East Indian 380, 388 
ecological and cultural contexts 406, 407 
ecological context 408 
ecological or sociocultural differences 384 
EEO 75,76 

EEO component measures and psychometric 
intelligence 76 

effort 428 
effort-performance relationship 422 
Egan's work on spatial ability 93 
ego-arousing instruction 431 
E-high N 369, 370 
electrical potential waves 75 
electrophysiological correlates of cognitive 

performance 74 
electrophysiological influences 369 
elementary cognitive tasks (ECTs) 16, 86, 241 
embedded figures 383 
emphasis upon a process theory 179 
encoding and comparison speed correlated 281 
encoding processes 193 
energy in mental performance 4 
English children 383 
environmental 14 
equivalence 57 
error 426 
error salience 428 
error sensitivity 426, 428, 429, 430, 432 
ETC 241 
ethnic minorities 388 
ethnocentrism 400 
ETS kit 245 
- of factor tests 240 
- reference tests 245 
evoked potential measures and psychometric 

intelligence 77 
evoked potential waveforms 359 
evoked potentials 388 
evolution 397 
examination 338 
example of a biological system 350 
examples of models from information-

processing theory for spatial tasks 94 
- spatial abilities 94 
experiential subtheory 154 
experimental arc 409 
experimental context 408 
exploratory and confirmatory factor analysis 

220 
exploratory factor analysis 336 
extra-hominem 59 
extraversion (E) 364 
extraverts and introverts measurement 367 
Eysenck's alternative to S-I model 45 

- 437 -



faceted spatial task 291 
facility in production of ideas 228 
factor analysis 38 
factor analysis studies 229 
- unresolved questions 229 
factor analytic investigations 218 
factor analytic "waves" 218 
factor cognitive abilities 218 
factor common to performance on all mental 

tests 34 
factor matrices orthogonalized 227 
factor perceptual speed 240 
- STM 240 
factor relative importance 227 
factor structures 144 
- a matter of convencience 144 
factors 71, 84,221 
factors and components 145 
factors are artifacts of methods 223 
factors N, P 66 
factors Wand V 71 
- correspondence between 71 
- language control centres 71 
factors: provisional list 223 
female precocity in verbal skills 63 
females speed of performance on simple 

motqr and perceptual tasks 65 
- primacy hypothesis 63 
findings 221 
first factor model of intelligence 33 
flexibility of closure 383 
flexibility of closure (CF) 257, 265 
fluid ability (Gt) 292 
fluid intelligence (Gt) 47, 179, 228, 243, 259 
focussed attention tasks 204 
folk definition of attention 188 
folk definitions of intelligence 181 
form board visualization task 284 
formalation 39 
foundations of taxonomy 12 
four classes of explanations 15 
frame of reference I 
framework 395, 396 
Frank and biological intelligence 356 
Frank and Lehrl's theory 356 
French 32 
fundamentalist position 11 
g 4, 34, 35, 37, 39-42, 45, 58, 191, 192, 218, 

243, 357 

g represents some form of mental energy 35 
gf 243 
gr 243 
gv 243 
"g" loading 5, 6 
Galton's biological determination of all mental 

qualities 30 
Galton's biological intelligence 353 
Galtons's conception of the human mind 29 
general attentional resources 86 
general factor 2, 243, 353 
general factor g 34 
general factor s 34 
general factor of intelligence 218, 226 
- existence 226 
general fluency (Gr) 260 
general intelli~nce 402 
general perceptual speed 228 
general retrieval capacity 228 
General Speed (GS) 260 
general systems theory 349 
general visualization 260 
generalizability of Cattell's model 58 
generaly psychometric tests as cognitive tasks 

240 
genetic epistemology 9 
genetic factors as active in temperament 352 
genetic factors 363 
Of, fluid intelligence 242 
Gf, GPs general perceptual speed 243 
Gf-Gc theory 53, 260 
GM (general memory capacity) 244 
goal 430 
Granham-Kendall's memory for designs 316 
group factor 2 
group Mongoloid 385 
Guilford's basic model 43 

habituation 360 
Hebb's theory 47 
Hendrickson's pulse-train hypothesis of, in 

AEP 80 
Hendrickson's theory 19 
heredity and environment 363 
heritability 363 
heritability rations for the IQ 56 
hierarchical 2 
hierarchical analysis 221 
hierarchical factors 221 
hierarchical factor methods 260 

- 438 -



hierarchical model of intellectual abilities 239 
hierarchical organisation 42 
hierarchical structure 37 
hierarchical taxonomy 331 
high level of arousal 431 
high level of anxiety 431 
high-inference variables 13 
higher-order systems of abilities 46 
higher-than-task effort 429 
higher-than-task error 430 
highest common factor 34 
highest inferences 13· 
highly field-independent 384 
historical overview 397 
history 142 
human cognition and intelligence 27 
human information processing 83 
- processing classification of research 83 
human sytem 425 
Hunt's synthesis 86 
hypotheses to explain male superiority on 

spatial rate on physical maturation 67 
hypotheses 68 
increased efficiency 299 
independent variables 12 
India 379, 380 
Indian African 381 
Indian, Eskimo, Ugandan, and Chinese 

children 383 
Indians 379 
Indians in the U.K. 380 
individual differences in the seventies 11 
individual differences 29, 177, 217 
inductive reasoning 40 
information processing 18, 185 
information processing machine 186 
information processing model 187 
information processing tasks 242 
information-processing approach 12 
informations processing 388 
Inspection Time (IT) 91 
integrated theory of human cognition and 

intelligence % 
intellenge reaction time 388 
intelligence 1,27, 31, 90, 143, 177, 355, 377, 

388 
- multiple levels of processing 143 
Intelligence A 350, 354 
Intelligence B 35 I, 361 
Intelligence C 351 

intelligence and personality systems 349 
intelligence as the average of a number of 

disparate cognitive abilities 353 
intelligence bottom-up 143 
intelligence different kinds 362 
intelligence in the adult years 52 
intelligence inspection time 388 
intelligence mUltiple levels of processing 143 
intelligence processes 143, 355 
intelligence top-down 143 
intelligence, as innate, general cognitive ability 

30 
intra-hominem 59 
invention of mental tests 30 
ipsative nature of the components 18 
IQ 40, 81, 317, 360, 361, 387 
IQ and IT 91 
item response curves 234 
item response theory 233 

Japan 381 
Japanese 379-381, 384, 387 
Jensen's theory 331 

K-factor 383 
key to understanding 3 
Kinaesthetic (K) 257, 368 
knowledge-acquisition components 152 
Kohs Blocks 383 
Kosslyn theory of mental imagery 274, 276 

latency patterns of mental rotation 282 
lateral specialization 72 
lateralization of brain functions 385 
learning arc 408 
left brain 71 
left versus right brain hemisphere 330 
level 1 316 
levelland level 2 ability 357 
level 2 316 
levels of inference 12 
life-span changes in cognitive structure 50 
life-span developmental pattern of EEG 

activity 80 
limitations in factor analytic method 219 
limited capacity mechanism for information 

processing 192 
limited capacity scanning device 190 
long term memory (LTM) 184, 356 
long YEP latency was associated with low 

439 -



ability, short latency with high ability 78 
low ability individuals 296 
low-inference 13 
LTM 185 
Luria-Das model 316, 319, 321-325, 327, 

329-331, 333, 338 
- Canadian Indian children 325 
- children form Orissa 324 
- cross-cultural examination 338 
- cross-cultural research 321 
- cross-modal Coding 321 
- factor analyses 323 
- from non-European culture 323 
- limitations 333 
- negro and white North American 322 
- of cognitive processing 313 
- simultaneous markers 327 
- unit 2 functions 319, 321 
Luria Das model analysis 337 
Luria theory 313, 314 
Luria-Das model and in brief Jensen 316 
Luria-Das model and Jensen Level I and level 

II 318 

major group factors 37 
males to lead on spatial, mechanical, 

inductive, and mathematical abilities 65 
malleable intelligence 304 
manipulatie cognitive representations of 

stimuli 241 
memory 203 
memory abilities 244 
memory for designs 317, 321 
memory for designs and figure copying 319 
memory for designs and word reading data 

327 
memory span 292 
mental age concept 40 
mental chronometry 84 
mental competence 181 
mental measurement I, 16 
mental measurement 16 
- function and constants 16 
mental rotation developmental changes 295 
mental test theory 230 
- indices 230 
mental testing 32 
metacomponents 148 
methodological criticism 329 
methodoly 333 

mind-body problem 29 
mind-body relationship 69 
mirror 430 
model 45, 46 
model of cognition 181 
model of the structure-of-intellect (S-I) 42 
models functions of their origins 16 
molar arc 408 
monitor tasks 204 
monoamine oxidase (MAO) 367 
motivation 427, 433 
motivation control loops 427 
motivation control theory 427 
motivation and measures of ability 433 
motivation Weiner reformulation 424 
motivational manipulation 430 
motivational theory Atkinson 423 
multiple factor analysis 39, 40 
multiple-Orthogonal 2 
multiple tasks 198 
musical pitch discrimination 231 
MZ and DZ twins 363 

N 52 
neurological basis of cognitive function 68 
neuroticism (N) 364 
Nishga 386, 387 
normal distribution 31 
North America orientals 378 
North America orientals motivation to 

achievement 378 
North American native Indians 385 
not a universal intelligence 381 
number facility 40 

objective measurement of human ability 31 
observations 9 
off-task effort 424, 429 
"one factor" relationship 5 
on-task effort 424, 429 
operational intelligence 180 
operational definition 3, 180 
organization 399 
organization of abilities 402 
orientals 378 
ostensive 3 
ostensive definition 18 

P 92, 368 
P, E and N 366, 369 

- 440 -



P, E, Nand g 370 
P and g 370 
Pacific 386 
Pagetian theory 10 
paper-folding test 287 
paper-folding test three-phase model 287 
parameter characteristic 233 
partial correlation 33 
pas a speed factor 92 
pattern of correlations 179 
pattern recognition 181, 195 
perceptual processes 38 
Perceptual Speed (PS) 40, 257, 267, 292, 283 
performance 327 
performance and motivation 421 
performance arc 409 
performance components 150 
performance context 408 
performance control theory perspective 421 
performance operating characteristics (POCs) 

191 
person characteristic curves 237 
person characteristic function theory 235 
Person Characteristic Functions (PCFs) 232, 

233, 235, 236, 239 
personality subdivided 350 
personality A 363 
personality B 363 
personality C 363 
Pitch discrimination ability 235 
plains 386 
plains Indians 386 
PMAs of N, W, S, V, M, I, and P 41 
Posner paradigm 240 
possibility of sex-linked experimenter bias 61 
potential benefits from new ability measures 

94 
practice 297-299 
practice effects 298, 301 
practice effects for mental rotations 300 
preliminary framework 393 
premature 68 
primary abilities 49 

process of structural change 51 
process oriented approach 179 
process-performance distinction 398 
processes of attention 202 
processes of thought 10 
processing model 281 
product of moments around a point 8 
product-moment correlation 8, 33 
production system 184, 186 
programs 182 
proportions of total variance 227 
psychometric 84, 146 
psychometric approaches 217, 220, 224, 246 
- tentative list of factors 224 
- methodology 220 
- summarized 246 
psychometric cross-cultural research 382 
psychometric intelligence 217 
psychometric measurement 3, 82 
- exprimental tradition 82 
- second stream 82 
psychometric techniques combined with 

cognitive process models 187 
psychometric tests as cognitive tasks 84 
psychometric theories of intelligence 178 
- psychometric approach 178 
- "fluid" and "crystallized" intelligence 178 
- patterns of correlations 178 
psychoticism (P) 364 
psysiological measure of attention 198 
pulse train hypothesis 81, 91 
- IT and IQ 91 

quantum theory of human abilities 8 
quasi-simplex model of intellectual 

development 54 

rapid visual scanning 191 
rate of information IQ 355 
rate of rotation 295 
Raven matrices test 196 
Raven's coloured progessive matrices 316, 319 
Raven's matrices 316, 327 

Primary Mental Abilities (PMA) space test 281 
Raven's progressive matrices 317, 331 
reaction times 17, 30 

primary mental abilities (PMAs) 41 
primary mental abilities 2, 38, 300 
principle of localization 71 
process and performance 398 
process model 180 

reaction time measures 21, 355 
reasoning ability 239 
reference criterion 426 
relational cognitive processes 38 
relation of triarchic theory to other theories 

163 

- 441 -



- psychometric theories 163 
relativism 401 
reliable 66 
resource structure 193 
response production 193 
response selection 193 
restriction factor 40 
Rod and Frame (RfT) 383 
role of factor analysis 145 
rotation of three-dimensional objects 283 
rotation test 300 
rotation to oblique simple structure 221 
rote memory 40 
Royce's conceptual schema 56 
RT and IQ 358 
rule execution 181 

s factor 34, 35, 40, 52 
S-I model 44 
- critical evaluations of 44 
Schonell Graded Readiness Vocabulary Test 

327 
scientific explanations 180 
Seashore Sense of Pitch test 232 
Seashore Tests of Musical Talents 231 
second-stratum abilities 228 
selection 162 
semantic attention switching tasks 207 
semantic working memory 184 
sensory processes 38 
separate parameters 95 
separate performance parameters 93 
serial and word learning 331 
Serial Integration (SI) 266 
sex as an individual attribute 61 
sex differences 66, 59, 241 
sex differences favouring males 66 
sex differences in both structure and level 62 
sex differences in level 63 
sex differences in spatial ability 261 
sex differences on spatial tests 261 
sex differences via temperament factors 65 
sex hormones 368 
sex inconsistencies among criteria 60 
sex-related differences in cognitive bevahiour 

60 
shaping 160 
short term memory 187, 357 
short-term memory (free recall) 317 
short-term memory (auditory) 317 

similarity in cognitive structures acros cultures 
58 

"simple" measures II 
Simple tasks 388 
simultaneous synthesis 315 
simultaneous-successive processing 316, 330 
simultaneously 198 
skill 7 
social behaviour in rhesus monkeys 365 
social intelligence 352-354, 362 
social intelligence of Binet 352 
social personality 363 
socialization 68 
somewhat model 46 
sources 399 
Space 2 (S2) 257 
Space 3 (S3) 257 
spatial 66, 275, 277 
spatial abilities 40, 236, 253, 255, 256, 

258-261,268,269,275,279,280,282,283, 
288,290,293,296,301,303 

- a faceted test 290 
- American factor analytic studies 256 
- Armed Services Vocational Aptitude Battery 

(ASVAB) 256 
- assessment 301 
- associated tasks 279 
- between the sexes 62 
- board 260 
- conclusions 293 
- dynamic 303 
- factor-analytic investigations 256 
- general speed 260 
- hierarchical factor theory 259 
- hierarchical models 258 
- high and low ability individuals 296 
- Information processing theory 277, 278 
- introduction 253 
- number of different space factors 257 
- perceptual speed 280 
- practice 296 
- predictive validity 255 
- psychometric analysis 255 
- revised minnesota paper form board 255 
- slope measures 282 
- solution strategy 270 
- speed and level 269 
- strategy differences 288 
- task 280 
- three-dimensional rotation 283 

- 442-



- underlying Dimension 268 
- visual imagery 271 
- visual memory 271 
spatial cognition theory 274 
spatial factors 263, 264 
- General Visualization (Gv or Vz) 263 
- proliferation 262 
spatial factors (S I, S2, S3) 257 
spatial memory 193 
Spatial Orientation (SO) 66, 265 
spatial procedural differences 258 
spatial processes 272, 275 
spatial processing skill acquisition 294 
spatial reasoning 180 
spatial relations (SR or S 1) 257 
spatial relations (SR) 267 
spatial relations 281, 292 
- abilities (PMA) 281 
- information 281 
Spatial scanning (Ss) 267 
spatial structures 275 
spatial tasks 94 
spatial theory 275 
spatial visualization 66, 284 
specific abilities 404 
speed 89, 95 
- g factor variance in 89 
speed, accurary, and persistence 89 
speed-accuracy trade off 196 
speed and accuracy as separate performance 

parameters 93 
speed of information processing 90 
speed of intelligence 90 
speed of reaction time 90 
Sperry's emergent interactionism 73 
stability of cognitive structure 50 
stable primaries 42 
stages of development 54 
standardized interview that samples 177 
status of a factor 245 
Sternberg's theory 85 
- componential analysis 85 
- componential theory 85 
Sternberg's theory of intelligence 18 
stimulus familiarity 299 
stipulative 3 
stipulative definitions 3, 16 
strategies 208, 209, 242, 289 
strategies and attention 207 
strategy shift 288, 289 

Stroop word reading 327 
structural change in the adult years 53 
structure of abilities hierarchical theory 219 
structure of abilities 219 
structure of intellect during adulthood 53 
structure undergoes continual change 53 
structures of intellect 2, 219 
successive or sequential synthesis 315 
surface development 286 
surface development ability differences 286 
survey of intellectual structure across cultures 

58 
system model 45 
systems approach 361, 363 
systems approach modell biological intelligence 

361 
systems approach temperament 363 

target object 189 
task control loop 431 
task difficulty variations 231 
taxinomic systems of cognitive performance 42 
taxonomic approach 1 
taxonomic principles 43 
taxonomy 2 
taxonomy of data types 2 
technology of assessment 302 
terms of information-processing parameters 59 
terms of the processing parameters 84 
test anxiety 431, 432 
test as cognitive tasks 20 
test scores as dependent variables 13 
testosterone 368 
"tetrad differences" 35 
theories of ability I, 7 
theories of attention 192 
theories of intelligence I, 18, 141, 142 
- unified framework in 141 
theory of distributive memory 21 
theory of mental imagery 274 
theory of the evoked potential 19 
theory of two factors 7 
thought as rule governed behavior 181 
three-dimensional 283 
three-dimensional rotation 284 
threshold of pitch differences 232 
through person characteristic function defining 

abilities 228 
timing of stages 18 
TK 356 

- 443 -



tools of interrogation and integration 20 
TR 356 
trail-making test 331 
transfer and inteJligence 18 
treatments J3 
traits psychoticism 365 
Triachic theory 147, 166, 167 
- contextual theories 167 
- information-processing 166 
Triarchic theory of human inteJligence 141 
Tsimshian 386 
turing machine 185 
twins 351 
two distinct abilities 66 
two-factor model 36 
two-factor solution 35 
two-factors 2 

U.S.A. 381 
unit 2 functions 329,'336 
universal progressions 9 
universalism 401 
universals 56, 414, 399 

V 52, 64, 65 
variables 13 
YEP 79,80 
YEP factor analysis 79 
YEP factors 79 
YEP predictors of overall intelligence 80 
verbal ability 239 
verbal meaning 40 

verbal memory 193, 197 
verbal memory task 196 
verbal WISC 328 
virtual machine 182, 186, 187 
visual 186, 359 
visual attention switching tasks 207 
visual evoked potential (yEP) 77 
visual memory (ym) 268 
visual memory task 197 
visual scanning paradigm 190 
visual short-term memory 316, 317, 327 
Visualization (VZ) 257, 286, 287, 292 
visualization ability 239 
visualization and spatial relations 292 
visualization capacity 228 
visualization factor 383 
visualization form board problems types 285 
visualization tasks 300 

w 36 
W 64, 65 
WAIS 177 
W AIS, WISC and WPPSI scales 379 
Wechsler Intelligence Scale for Children 

(WISC) 327 
West Indian immigrant children 380 
WISC 16 
WISC Performance 327 
WISC Verbal 327 
word fluency 40 
working memory 183-186, 202, 207 
working memory in dual task 202 

- 444 -



AUTHORS INDEX 

Aaron (1978) 319 
Abelson (1977), see Schank 
Ackerman and Schneider (1985) 191 
Ackerman et al. 200, 201 
Ackerman, Schneider, and Wickens (1984) 200 
Adkins and Lyerly (1952) 42 
Adler (1977) 337 
Ahern and Beatty (1981) 198 
Alderton, David L. VII, VIII, 253 
Alderton and Pellegrino (1984) 286 
Alderton, Pellegrino, and Lydiatt (1984) 269, 

296 
Alexander 96 
Allen (1983), see Jervis 
Allport and Hirst et al. (1980) 194 
Allport, Gordon (1937) 381 
Ames (1964), see Iig 
Anastasi (1958) 61 
Anderson 12, 185 
Anderson (1939) 54 
Anderson (1983) 181, 186, 194 
Anderson and Reder (1974) 83 
Aristotle 69 
Armstrong (1967) 337 
Armstrong (1976) 70 
Ashby (1952) 426 
Ashby (1960) 180 
Atkinson 423, 424 
Atkinson (1957) 423 
Atkinson (1957, 1981) 422 
Atkinson (1974) 423 
Atkinson and Birch (1978) 422, 423 
Atkinson and Shifrin (1968) 84 
Atkinson-Schiffrin 18 
Austin (1956), see Bruner 
Averbach and Coriell (1961) 273 

Backman (1978), see Goldstein 
Bacon (1959), see Barry 
Baddeley (1976) 183 
Bagrow (1948) 410 
Bahuchet (1978) 410 
Baillargeon (1983), see Gelman 
Balinsky (1941) 53 
Balla (1973) 332 
Ballinger (1984), see Zuckerman 
Baltes and Schaie (1976) 53 
Baltes, Cornelius, Spiro, Nesselroade, and 

Willy (1980) 53 
Barker 408 

Barratt 96 
Barratt (1953) 265, 271, 288 
Barrett 364 
Barrett (1984), see Eysenck 
Barry, Child, and Bacon (1959) 383 
Bass and Royce (1975) 57 
Baucom (1977), see Welsh 
Bayley (1943) 51 
Beatty (1981), see Ahern 
Beatty (1982), see Gieselman 
Beck (1969), see Rhodes 
Belmont (1973), see Butterfield 
Beloff (1959), see Cattell 
Bem (1974) 60, 61, 68 
Ben-Ashai (1973), see Kahneman 
Bennett (1962), see Krech 
Bennett and Bowers (1976) 334 
Bennett, McDonald, Brace, and Nenoyama 

(1971) 79 
Bennett, Seashore, and Wesman (1974) 25 
Berger 75 
Berrien (1968) 349 
Berry (1966) 383, 396, 406 
Berry (1966, 1972, 1984) 412 
Berry (1966, 1976) 395 
Berry (1966, 1969, 1976) 55 
Berry (1972) 13, 146, 167, 401 
Berry (1975), see Witkin 
Berry (1976) 383, 384, 393, 395, 406 
Berry (1979) 402 
Berry (1980) 55, 56, 406 
Berry (1981, 1984) 393 
Berry (1983) II, 397 
Berry (Chapter 10) 13, 15 
Berry J.W. VII, VIII, 3, 146, 377, 383,393 
Berry and Dasen (1974) 57, 337, 338, 393, 397 
Berry and Irvine (1985) 400, 409, 410 
Berry et al. (in press) 396 
Berry, John (1976) 381 
Bertalanffy 350 
Bertalanffy (1952) 349 
Bertalanffy (1968) 349 
Bertalanffy (1972) 349 
Biesheuvel (1958), 56 
Biggs (1978) 319 
Binet A, 33, 55, 142-146, 164, 177,231, 352, 

353, 355, 358, 381 
Binet and Simon (1905) 32, 34, 36, 177 
Binet and Simon (1908) 31 
Binet and Simon (1916) 32, 142 

- 445 -



Binet and Simon (1973) 164 
Binet-Simon 11 
Birch (1978), see Atkinson 
Birren (1980), see Cunningham 
Bittner (1983), see Damos 
Blaha (1974), see Wallbrown 
Blinkhorn and Hendrickson (1982) 359 
Blurton-Jones and Konner (1976) 410 
Boas, 397, 399 
Boas (1911), 397,398 
Bobrow (1975), see Norman 
Bochner (1975), see Brislin 
Bock and Kolakowski (1973) 67, 396 
Boden (1972) 426 
Bogen (1969), see Sperry 
Bogen (1970) 74 
Bogen, Fisher, and Vogel (1965) 72 
Boring (1926), see Peak 
Boruch (1978), see Underwood 
Botzum (1951) 265 
Bowd, Alan 377 
Bowers (1976), see Bennett 
Boyd and Richerson (1985) 395, 396 
Brace (1971), see Bennett 
Bradley (1970), see Guilford 
Bramble (1967), see Horn 
Brand 91 
Brand (1979) 91 
Brand and Deary (1982) 362 
Bray, Rizzo, and Duhl (1969) 349 
Brazier (1962) 76 
Brierly (1961) 89 
Brislin (1976) 57, 337 
Brislin et al. (1973) 337 
Brislin, Bochner, and Lohner (1975) 337 
Brislin, Lonner, and Thorndike (1973) 56 
Broca, Paul (1865) 71 
Brody and Brody (1976) 35 
Bronfenbrenner 382, 388 
Bronfenbrenner (1979) 382 
Brooks, Ian 377 
Broverman (1964), see Vogel 
Broverman, Klaiber, Kobayashi, and Vogel 

(1968) 65, 67 
Brown 277, 278, 293 
Brown (1978) ISO 
Brown (1978), see Gale 
Brown (1979), see Campione 
Brown (1983), see Schwartz 
Brown (1984), see Poltrock 

Browne (1981) 100 
Bruner 48, 315, 317 
Bruner (1957) 32 
Bruner (1971), see Cole 
Bruner, Goodnow, and Austin (1956) 48 
Bruner, Olver, and Greenfield (1967) 315 
Brunn "(1983), see Kosslyn 
Brunswik 408, 409 
Brunswik (1955, p. 237) 406 
Bryden (1979) 62, 64 
Bryson (1977), see Cory 
Buckley (1968) 349 
Buffery and Gray (1972) 64 
Bunderson (1969), see Dunham 
Burt 36, 38, 39, 165,227,259, 352, 387 
Burt (1909) 34 
Burt (1909-1975) 30 
Burt (1914) 36 
Burt (1919) 37 
Burt (1940) 35, 37 
Burt (1945) 37 
Burt (1949) 36-38, 259 
Burt (1949, 1954) 50 
Burt (by Hearnshaw (1979» 38 
Burt-Vernon 2 
Burt-Vernon 48 
Busch (1982), see Yule 
Buss (1976), see Royce 
Butterfield, Wambold and Belmont (1973) 148 

Calloway 78 
Calloway (1970), see Donchin 
Calloway (1973) 78 
Callaway (1975) 358 
Campbell (1957) 409 
Campione and Brown (1979) 148 
Carpenter (1982), see Thibadeau 
Carpenter (1985), see Just 
Carroll J.B., VII, VIII, 2, 8, 14,20,21, 85, 

86, 88, 142,217,232,258,260, 333, 335 
Carroll (1974) 84, 85 
Carroll (1974, 1978) 86 
Carroll (1976) 20, 142, 240 
Carroll (1976, 1980, 1983) 18, 20 
Carroll (1976, 1983) 7 
Carroll (1978) 85, 333, 334 
Carroll (1980) 21, 78, 83, 84, 86, 87, 144 
Carroll (1980), see Irvine 
Carroll (1980, 1981) 98 
Carroll (1980a) 30, 241 

446-



Carroll (1980b) 246 
Carroll (1981) 86, 95, 97 
Carroll (1982) 177 
Carroll (1983) 232, 413 
Carroll (1985) 220 
Carroll (Chapter 5) 21 
Carroll and Maxwell (1979) 86, 93 
Carter 281 
Carter-Saltzman (1979) 64 
Caruso and Sternberg (1984) 145 
Carver and Scheier (1981, 1982) 426 
Carver and Scheier (1982) 428 
Caton (1875) 75 
Cattell 2, 21, 33, ,34, 46-48, 50-42, 58, 66, 92, 

93, 164, 165,219,228,244,245,257,259, 
260 

Cattell (1890) 33 
Catteil (1941) 41, 47 
Cattell (1943) 47 
Cattell (1957) 49 
Cattell (1963) 47,48,51,259 
Cattell (1966), see Horn 
Cattell (1967) 50 
Cattell (1967), see Horn 
Cattell (1966, 1978) 220 
Cattel (1971) 219 
Cattel (1978), see Hakstian 
Cattell (1971) 7, 38, 47, 50, 51, 58, 61, 65, 71, 

75, 76, 92, 93, 98, 145, 156, 157, 165, 178, 
225, 226, 228, 244, 257, 259 

Cattell (1971, 1977) 62 
Cattell (1972) 178 
Cattell (1974, 1978), see Hakstian 
Cattell and Beloff (1959) 49 
Cattell and Farrand (1896) 31 
Cattell and Horn 218 
Cattell, B. (1963, 1971) 47 
Cattell, Feingold, and Sarason (1941) 52 
Cattell, James Mckeen (1890) 31 
Cattell, Ray (in 1937) 381 
Cattell-Horn 242 
Cavallisforza and Feldman (1981) 395 
Cave (1983), see Kosslyn 
Cavendish 9 
Cellar 96 
Chalke and Ertl (1965) 77 
Chamove, Eysenck, and Harlow (1972) 365 
Chan (1974) 378 
Chase 187 
Chase (1972), see Clark 

Chase and Ericsson (1978) 187 
Chase and Simon (1973) 152 
Chi (1978) 152 
Child (1959), see Barry 
Chomsky 230 
Christal (1958) 268 
Christensen (1975) 314 
Cicero 28 
Clark and Chase (1972) 83 
Clearly, Linn, and Rock (1968) 96 
Coates (1986), see Hyland 
Cobb (1965) 75 
Cohen and Wilkie (1979) 62 
Coherty (1968), see Hoffman 
Cole 146, 405 
Cole (1973), see Scribner 
Cole (1977) 314 
Cole (1979) 314 
Cole and Bruner (1971) 337 
Cole and Scribner (1974) 337, 393, 399, 404 
Cole et al (1971) 398, 404, 405 
Cole, Gay, Glick, and Sharp (1971) 159 
Collins and Loftus (1975) 185 
Collins and Quillian (1969) 185 
Comber and Keeves (1973) 379 
Conley (1984) 366 
Conry and Lohman (1976) 268 
Cooper (1978), see Glushko 
Cooper (1982) 148 
Cooper and Podgorny (1976) 99 
Cooper and Shepard (1973) 99, 281 
Coriell (1961), see Averbach 
Cornelius (1980), see Baltes 
Cory, Rimland, and Bryson (1977) 96 
Cousins (1978), see Kirby 
Crano (1974), see Schmidt 
Crawford (1974) 79 
Crawford-Nutt (1977) 85 
Cronbach II 
Cronbach (1957) 10, 30, 89, 97 
Cronbach (1967) 54 
Cronbach and Drenth (1972) 321, 393 
Cronbach and Snow (1977) 268 
Cummins (1976) 318, 335 
Cummins (1978), see Das 
Cummins (1979), see Das 
Cummins and Das (1980) 319 
Cummins and Das (1977, 1978) 318 
Cummins and Das (1978) 318, 335 
Cummins and Mulcahy (1979) 318 

- 447 -



Cunningham (1974), see Street 
Cunningham (1976), see Perry 
Cunningham (1980b, 1981) 53 
Cunningham (1981) 53 
Cunningham and Birren (1980) 53 
Curtis (1986) see Hyland 

Damos 208, 209 
Damos and Wickens (1980) 194, 208 
Damos et a!. (1983) 208 
Damos et a!. 208 
Damos, Smist, and Bittner (1983) 208 
Dan (1979) 64 
Daneman (1984) 202 
Daneman 202 
Darwin (1859) 29 
Darwin, Charles 28, 29 
Das 313, 317-321, 325, 328-332, 334, 335 
Das (1972) 316, 318-320, 323, 332 
Das (1972, 1973a) 335 
Das (1973) 323 
Das (1973a) 324 
Das (1973a, 1973c) 318 
Das (1973a, 1983c) 323 
Das (1973b) 319, 332 
Das (1973c) 323 
Das (1976) 335 
Das (1976), see Kirby 
Das (1976), see Krywaniuk 
Das (1977), see Jarman 
Das (1977), see Kirby 
Das (1977, 1978), see Cummins 
Das (1977, 1978a, 1978b), see Kirby 
Das (1978), see Cummins 
Das (1978), see Kirby 
Das (1979), see Molloy 
Das (1980), see Cummins 
Das (1980, 1984) 319 
Das and Cummins (1978) 318, 319 
Das and Kirby (1978) 332 
Das and Molloy (1975) 318 
Das and Molloy (1975) 335 
Das and O'Connor (1981) 11 
Das and Singh (1975) 335 
Das and Singha (1975) 323 
Das et a1. 328 
Das et a!. (1975) 318, 329, 330, 336 
Das et a1. (1975, 1979) 336 
Das et a1. (1976) 323 
Das et a!. (1979) 321, 323-326, 328-330, 335, 

338 

Das, Cummins, Kirby, and Jarman (1979) 
318, 319 

Das, Kirby, and Jarman (1975) 313 
Das, Kirby, and Jarman (1975, 1979) 318 
Das, Kirby, and Jarman (1979) 319 
Das, Leong, and Williams (1978) 318 
Das, Manos, and Kanungo (1975) 329 
Dasen (1974), see Berry 
Dasen (1974), see Brislin 
Dasen (1977) 56 
Davidson (1972), see Triandis 
Davidson (1979) 319 
Davidson (1981), see Hunt 
Davidson (1982), see Sternberg 
Davidson (1984), see Klich 
Davidson (1985), see Palmer 
Davidson and Sternberg (1984) 154, 155 
Davies and Parasuraman (1982) 192 
Dawson (1%7) 383, 396 
Dawson (1969, 1971) 55 
Deary (1982) see Brand 
Dershowitz (1971) 385 
Descartes, Rene 69, 70 
Desmet (1979) 76 
Detterman (1982) 219 
Dillon (1981) 96 
Dimond (1980) 70, 71, 74 
Doherty (1968), see Hoffman 
Donaldson (1976), see Horn 
Donaldson (1979), see Horn 
Donaldson (1981), see Horn 
Donaldson (1982), see Lansman 

. Donchin 79 
Donchin (1966) 79 
Donchin and Lindsley (1969) 79 
Donchin, Calloway, and Jones (1970) 79 
Dorfman (1978) 36 
Doverspike 96 
Dowson, John 383 
Drenth (1972), see Cronbach 
Drenth, Van der Flier, and Omari (1979) 64 
Duhl (1969), see Gray 
Duncan (1980) 192 
Dunham and Bunderson (1969) 44 
Dustman (1969), see Rhodes 

Eaves and Eysenck (1985) 363 
Eccles (1977), see Popper 
Egan 95 
Egan (1976) 93 

- 448 -



Egan (1976, 1978, 1979) 93 
Egan (1978) 284 
Egan (1979) 94, 95, 99 
Ehrhardt (1972), see Money 
Ekensberger (1972) 56 
Ekstrom (1963), see French 
Ekstrom (1979) 223 
Ekstrom et aI. (1976)267, 273 
Ekstrom, French, and Harman (1976) 218, 

263,287 
El Koussy 261 
EI Koussi (1935) 37, 261 
Elgerd (1967) 350 
Eliot and Smith (1983) 263, 264 
Elkind and Flavell (1969) 54 
Elkins and Sultmann (1979) 333 
Ellingson 76 
Ellingson (1956) 76 
Ellingson (1965) 76 
Ellis 61 
Elwood (1%9) 96 
Engstrom (1981), see Horn 
Ericsson (1978), see Chase 
Ericsson 187 
Erlangen 355, 357, 358 
Ert! 78, 81 
Ert! (1965), see Chalke 
Ertl (1968) 77, 78 
Ertl (1972) 77 
Ertl and Schafer (1969) 77, 81 
Eysenck H.J., VII, VIll, 8, 10-12, 19,20,45, 

81, 89, 90, 349, 355, 364, 387 
Eysenck (1953) 46 
Eysenck (1953, 1967) 43, 45, 89 
Eysenck (1967) 90, 268, 363, 364 
Eysenck (1%7), see McLaughlin 
Eysenck (1972), see Chamove 
Eysenck (1973) 98 
Eysenck (1975) 333 
Eysenck (1976) 366, 367 
Eysenck (1977a) 366 
Eysenck (1977b) 366 
Eysenck (1979) 351-353, 355 
Eysenck (1981), see Kamin 
Eysenck (1981, 1982) 369 
Eysenck (1982) 17-19, 219, 351, 361 
Eysenck (1982b) 368 
Eysenck (1983) 364 
Eysenck (1983), see Jensen 
Eysenck (1983a, b) 350 

Eysenck (1983b) 350 
Eysenck (1985), see Eaves 
Eysenck (in press) 355 
Eysenck and Barrett (1984) 358, 360, 361 
Eysenck and Eysenck (1984) 350, 364-366, 

368,369 

Fahrenberg et al. 368 
Fairbank 12 
Fairweather (1976) 63, 66 
Falgout (1976), see Perry 
Farnham-Diggory 322 
Farnham-Diggory (1970) 321 
Farr 205-207 
Farr (1984) see Hunt 
Feingold (1941), see Cattell 
Feldman (1981), see Cavalli sforza 
Feng (1972), see Shepard 
Ferguson (1954, 1956) 18, 51, 405 
Ferrand (1896), see Cattell 
Finkbeiner (1981), see Tucker 
Fisher (1965), see Bogen 
Flavell (1969), see Elkind 
Flavell (1977) 148 
Flynn (1982) 379 
Fogarty 201, 202 
Fogarty and Stankov (1982) 199, 201 
Forgy (1979), see McDermott 
Fourier 76 
Frank 356, 357 
Frank (1971) 355 
Frederiksen, John (240 
Freedman (1974) 378 
Freeman 363 
Freeman (1937), see Newman 
French 223 
French (1951) 42, 223, 259 
French (1965) 271 
French (1975), see Messick 
French (1976), see Ekstrom 
French et al. (1963) 266, 267 
French, Ekstrom, and Price (1963) 43, 44, 84, 

218, 240, 257 
Friedman 11 
Frijda and Johado (1966) 56, 399 
Frost (1973), see Hunt 
Fruchter (1952), see Guilford 
Fulker (1981) 363 
Furneaux 12, 89, 90 
Furneaux (1960) 45, 89, 90 

- 449 -



Galaburda (1979), see Geschwind 
Gale, Brown, Osborne, and Smallbone (1978) 

73 
Galilean 349 
Gallistel (1978), see Gelman 
Galton, Sir Francis 29-33, 35, 36, 55, 142-145, 

163, 164, 352-355, 358, 359 
Galton (1869) 29, 30, 36 
Galton (1869; 1883) 82 
Galton (1879-80) 30 
Galton (1880-1883) 30 
Galton (1883) 30-33, 35, 142 
Galvahi 75 
Garcia i Sevilla (1984) 365 
Gardner (1982), see Sternberg 
Gardner (1983) 163 
Gardner (1983), see Sternberg 
Garnett (1919) 39 
Garrett (1946) 37 
Gattaz (1981) 368 
Gattaz and Seitz (in press) 368 
Gay (1971), see Cole 
Gazzaniga (1969), see Sperry 
dazzaniga and Le Doux (1978) 71, 73 
Gelman and Baillargeon (1983) 167 
Gelman and Gal1istel (1978) 150 
Geschwind, Galaburda, and LeMay (1979) 74 
Gestalt 82 
Ghiselli (1973) 256 
Ghuman (1975) 380 
Gieselman, Wounwarn, and Beatty (1982) 187 
Gladwin (1970) 159, 410 
Glaridge 369 
Glaridge (1981) 369 
Glaser (1976), see Resnick 
Glaser (1979), see Pellegrino 
Glaser (1980), see Mulholland 
Glaser (1980), see Pellegrino 
Glaser and Pellegrino (1978) 97 
Glees (1967) 72 
Glick (1971), see Cole 
Glushko and Cooper (1978) 270, 292 
Gold (1982), see Yule 
Goldman (1983), see Pellegrino 
Goldstein and Backman (1978) 405 
Goodenough (1936) 412 
Goodenough (1981), see Witkin 
Goodnow (1956), see Bruner 
Goodnow (1976) 146 
Gopher 203-205, 207 

Gopher (1979), see Navon 
Gopher (1982) 203, 204 
Gopher and Kahneman (1971) 203, 204 
Gorsuch 334, 335 
Gorsuch (1974) 334, 335, 337 
Gottschaldt 265, 267 
Gould (1978) 75 
Grady (1977) 60 
Graham-Kendall 316 
Gray (1972), see Buffery 
Greenfield (1967), see Bruner 
Greeno (1972), see Mayer 
Greenwood and Taylor (1965) 96 
Griffin (1983), see Schwartz 
Guilford 2, 21, 42-46, 51, 85, 145, 165, 218, 

219,223,225,228,257,259, 268 
Guilford, J.P. (1941) 232 
Guilford (1950), see Michael 
Guilford (1956, 1967) 42, 43 
Guilford (1959, 1969) 7 
Guilford (1967) 48, 92, 144, 165, 178, 218, 

223,241,257,259,263,288, 352 
Guilford (1967, 1971) 38 
Guilford (1968), see Hoffman 
Guilford (1979) 44, 92, 219 
Guilford (1979, 1980) 98 
Guilford (1980) 38, 43, 50 
Guilford (1981) 219 
Guilford and Bradley (1970) 44 
Guilford and Hoepfner (1971) 44, 218, 223, 

228,259 
Guilford and Lacey (1947) 218, 255, 257, 263 
Guilford and Tenopyr (1968) 44 
Guilford, Fruchter, and Zimmerman (1952) 

257,267 
Gustafsson 228 
Gustafsson (1984) 164, 228 
Guttman 46, 273 
Guttman (1950) 45 
Guttman (1954) 46, 54, 268 
Guttman (1954, 1964) 43, 45 
Guttman (1965) 46 
Guttman (1967) 46 
Guttman (1968) 46 
Guttman and Schlesinger (1966) 46 
Guttman, see Guilford 

Haier et al. (1983) 359 
Hakstian 219, 228 
Hakstian (1978), see Vandenberg 

- 450 -



Hakstian and Cattell (1974, 1978) 218 
Hakstian and Cattell (1978) 228, 243 
Hakstian and Vandenberg (1976) 50, 58 
Hamilton (1936) 75 
Hancocks (1986), see Hyland 
Harkness (1980), see Super 
Harlow (1949) 48 
Harlow (1972), see Chamove 
Harman (1938), see Holzinger 
Harman (1976) 334 
Harman (1976), see Ekstrom 
Harris (1978) 62, 65, 66 
Hart (1912), see Spearman 
Havelock Ellis (1894) 61 
Hearnshaw (1964) 48 
Heath (1983) 160 
Hebb 47,381 
Hebb D.O. (1941) 47,48 
Hebb (1942) 47 
Hebb (1949) 350 
Hendrickson (1982), see Blinkhorn 
Hendrickson 19, 20, 81, 92, 360, 361 
Hendrickson and Hendrickson (1981) 80, 91 
Hendrickson, A.E. (1982) 19, 358 
Hendrickson, D.E. (1981) 81 
Hendrickson, D.E. (1982) 19, 358, 359 
Herbert Spencer (1855) 70 
Herskovits (1948) 401 
Heywood 220 
Hick (1952) 90, 355 
Hill (1967) 52 
Hill (1981) 70 
Hippocrates 69 
Hirst et at. (1980) 194 
Hirst, Spelke, and Neisser (1980) 194 
Hobbs, Thomas (1588-1679) 70 
Hobson (1947) 65 
Hodge (1984) 187 
Hoepfner (1%8), see Hoffman 
Hoepfner (1971), see Guilford 
Hoffman et at. (1968) 265, 266, 269 
Hoffman, Guilford, Hoepfner, and Coherty 

(1%8) 258, 265 
Hofsteatter (1954) 51, 54 
Holbrook and Moore (1981) 319 
Holzinger 258, 363 
Holzinger (1936) 218 
Holzinger (1937) 37 
Holzinger (1937), see Newman 
Holzinger and Harman (1938) 258 

Holzinger and Swineford (1946) 255 
Homer 69 
Horn 53, 92, 93, 99, 219, 257, 259, 260 
Horn (1966) 49 
Horn (1967) 44 
Horn (1%8) 92, 93, 165 
Horn (1968, 1970, 1976, 1978) 51 
Horn (1970) 51, 52, 77 
Horn (1972), see Shucard 
Horn (1976) 43, 44, 257, 260 
Horn (1976, 1978) 218 
Horn (1978) 32, 38, 50, 54, 97, 98, 228 
Horn (1980), see Stankov 
Horn (1981), see McArdle 
Horn (1982) 179 
Horn and Bramble (1967) 49, 259 
Horn and CatteD (1966) 49, 257-260 
Horn and Cattell (1967) 53 
Horn and Donaldson (1976) 53 
Horn and Donaldson (1979) 178 
Horn and Knapp (1973) 44, 165 
Horn and McArdle (1980) 53, 99 
Horn and Roy (1980) 99 
Horn, see Cattell 
Horn, Donaldson, and Engstrom (1981) 99 
Hudson (1983), see Jervis 
Huglings Jackson (1877) 70 
Humphreys 44, 46, 332, 425, 429 
Humphreys (1960) 54 
Humphreys (1961) 43 
Humphreys (1962) 44, 46, 268 
Humphreys (1976), see Montanelli 
Humphreys (1979) 219 
Humphreys and Revelle (1984) 424,428,431, 

432 
Hunt II, 12, 86, 177, 182, 185, 205-207 
Hunt (1961) 51 
Hunt (1971) 84, 240 
Hunt (1978) 145, 157, 332 
Hunt (1978), see MacLeod 
Hunt (1978, 1980) 152 
Hunt (1980) 196, 319 
Hunt (1981) 181 
Hunt (1982), see Lansman 
Hunt (1985), see Palmer 
Hunt (1983), see Poltrock 
Hunt (1987) 181 
Hunt and Lansman (in press) 194 
Hunt and Farr (1984) 205 
Hunt and Lansman (1982) 149, 194 

- 451 -



Hunt and Lansman (in press) 181, 186 
Hunt and Pellegrino (in press) 302 
Hunt, Davidson, and Lansman (1981) 245 
Hunt, E. (1978, 1979) 85 
Hunt, Earl VII, VIIl, 240 
Hunt, Frost, and Lunneborg (1973) 84, 98, 

142 
Hunt, Lunneborg, and Lewis (1975) 84 
Husen (1967) 379 
Hutchins (1980) 410 
Hyland, Michael VII, VIIl, 421 
Hyland, Coates, Curtis, Hancocks, Mean and 

Ogden (1986) 430 
Hyman (1953) 90 

I1g and Ames (1964) 319 
Inhelder (1967), see Piaget 
Irvine, S.H. VII, VIIl, I, 3, ll, 59 
Irvine (1965, 1966, 1979) 13 
Irvine (1%6) 57, 64 
Irvine (1969, 1973, 1979) 337 
Irvine (1969, 1979) 146 
Irvine (1979) 15, 58, 59, 85, 167,413 
Irvine (1983) 409 
Irvine (1983a) 8, 13 
Irvine (1983b) 17, 19 
Irvine (1984) 18 
Irvine (1985), see Berry 
Irvine (1986) 14 
Irvine and Carroll (1980) 57, 321, 337, 338, 

393 
Irvine and Reuning (1984) 383 

Jacklin (1974), see Maccoby 
Jacklin (1975), see Maccoby 
Jacobson (1973) 75 
Jahoda 377 
J ahoda (1966), see Frijda 
Jahoda (1970) 55 
Jahoda (1982) 399 
Jakobson 315 
Jakobson (1971) 315 
Jarman 319-321, 325 
Jarman (1975), see Das 
Jarman (1978a) 319-321 
Jarman (1978a, 1978c) 335 
Jarman (1978c, 1980b) 318 
Jarman (1978d) 318 
Jarman (1979) 318 
Jarman (1979), see Das 

Jarman (1975, 1979), see Das 
Jarman (1980a) 318, 333 
Jarman and Das (1977) 318, 325, 333, 335 
Jarman and Krywaniuk (1978) 325 
Jensen 17, 195,209,316,318,331,357,358, 

387, 388 
Jensen (1967) 52 
Jensen (1969) 321 
Jensen (1970) 316 
Jensen (1973) 57 
Jensen (1977) 56 
Jensen (1979) 83, 145 
Jensen (1980) 151,245 
Jensen (1981, 1982) 195 
Jensen (1982) 17, 142, 152, 157, 166 
Jensen (1982a, b) 357 
Jensen (1984) 209, 219 
Jensen and Eysenck (1983) 388 
Jensen, see Vernon 
Jervis, Nichols, Johnson, Allen, and Hudson 

(1983) 20 
Johnson (1983), see Jervis 
Jones (1970), see Donchin 
Just (1982), see Thibadeau 
Just and Carpenter (1985) 271, 284, 288 

Kahneman 192 
Kahneman (1971) 192 
Kahneman (1971), see Gopher 
Kahneman et al. (1973) 204 
Kahneman, Ben-Ashai, and Lotan (1973) 203 
Kail 281, 295 
Kail (1982), see Pellegrino 
Kail (1983) 295 
Kail and Pellegrino (1985) 12 
Kamin, in Eysenck and Kamin (1981) 351 
Kamphaus (1981), see Kaufman 
Kant (1724-1804) 70 
Kanungo (1975), see Das 
Katkzo (1978), see Powell 
Kaufman 313, 321 
Kaufman (1981) 319 
Kaufman and Kamphaus (1981) 321 
Kaufman and Kaufman (1983) 313 
Kearins (1981) 159 
Kearsly and Royce (1977) 100 
Keeves (1973), see Comber 
Keil (1984) 152 
Kelley (1928) 218 
Kelley (1954) 228 

452 -



Kelley (in press) 368 
Kerr (1973) 198 
Kerr, London, and MacDonald (1983) 193 
Ketron (1982), see Sternberg 
Kim 337 
Kim and Mueller (1978) 334, 337 
Kingsbury and Weiss (1980) 96 
Kirby 332 
Kirby (1975, 1979), see Das 
Kirby (1978), see Das 
Kirby (1978, 1980) 318 
Kirby (1979), see Das 
Kirby (1980) 330 
Kirby and Das (1976) 330 
Kirby and Das (1977) 318, 332 
Kirby and Das (1977, 1978a and 1978b) 335 
Kirby and Das (1978) 318, 319, 334 
Kirby, Moore, and Cousins (1978) 318 
Klaiber (1968), see Broverman 
Klapp et al. (1983) 202 
Klapp et al. 202 
Klein (1976), see Posner 
Klich, L.Z. VII, VIII, 3, 313 
Klich (Chapter 7) 13 
Klich and Davidson (1984) 337 
Kline (1979) 43, 44 
Klir (1972) 349 
Knapp (1973), see Horn 
Kobayashi (1968), see Broverman 
Koestler (1979) 38 
Koffka (1935) 82 
Kohler (1929) 82 
Kolakowski (1973), see Bock 
Kolers 188 
Kolers and Smythe (1984) 186, 188 
Konner (1976), see Blurton-Jones 
Kornhuber (1978) 70 
Korth (1975) 331, 334 
Kosslyn 271, 275-278, 293 
Kosslyn (1980) 149, 186 
Kosslyn (1980, 1981) 254 
Kosslyn (1981) 274 
Kosslyn et al. (1983) 277, 278, 280, 303 
Kosslyn, Brunn, Cave, and Wallach (1983) 
Krech, Rosenzweig, and Bennett (1962) 389 
Kretchmer 367 
Krywaniuk 319, 325, 328 
Krywaniuk (1978), see Jarman 
Krywaniuk and Das (1976) 319, 325-329, 335 
Kukla (1970), see Weiner 

Kurdek (1977, 1980) 319 
Kuse (1979), see Vandenberg 
Kyllonen 287 
Kyllonen (1983), see Lohman 
Kyllonen (1984) 287 
Kyllonen (1984), see Snow 
Kyllonen et al. (1984) 289 
Kyllonen, Lohman, and Snow (1984) 269,271, 

273, 288, 301 

Lacey (1947), see Guilford 
Lally (1976), see Nettelbeck 
Lang (1978), see Vernon 
Lansman 17, 182, 185,204 
Lansman (1981) 284 
Lansman (1981), see Hunt 
Lansman (1982), see Hunt 
Lansman (1983), see Hunt 
Lansman (in press), see Hunt 
Lansman and Hunt (1982) 197 
Lansman et al. 204, 205 
Lansman, Donaldson, Hunt, and Yantis 

(1982) 242 
Lansman, Poltrock, and Hunt (1983) 204 
Lashley, Karl (1950) 71 
Le Doux (1978), see Gazzaniga 
Lehrke (1974) 61 
Lehrl 356, 357 
Lehrl (1983) 355 
Leibnitz (1649-1716) 70 
Leibovic (1979) 70 
Leiman (1957), see Schmid 
LeMay (1979), see Geschwind 
Leong (1974) 335 
Leong (1976, 1977, 1980a, 1980b) 318 
Leong (1978), see Das 
Levi-Bruhl (1910, 1923) 397 
Levi-Strauss 409 
Levi-Strauss (196211966) 409 
Levi-Strauss (1966) 409 
Levinson (1961, 1963) 52 
Levy (1971) 73 
Levy (1974, 1978) 74 
Lewin, Kurt 382 
Lewis (1975), see Hunt 
Lijphart (1971) 55 
Likert and Quasha (1970) 255 
Lindgren (1980), see Richman 
Lindsley (1944) 76 
Lindsley (1969), see Donchin 

453 -



Linn (1968), see Clearly 
Loftus (1975), see Collins 
Lohman, David F. VII, VIII, 253 
Lohman (1976), see Conry 
Lohman (1977) 288 
Lohman (1979a) 254, 256, 262, 263, 266-269 
Lohman (1979b) 265, 268, 270, 271, 288, 291 
Lohman (1983), see Marshalek 
Lohman (1984), see Kyllonen 
Lohman (1984), see Snow 
Lohman and Kyllonen (1983) 270, 271, 288 
Lohner (1975), see Brislin 
London (1983), see Kerr 
Loney 8 
Loney (1980) 8 
Lonner (1973) see Brislin 
Lonner (1980) 56, 57, 399 
Lord (1969) 31 
Lord (1971, 1977) 96 
Lotan (1973), see Kahneman 
Lucas (1953) 288 
Lumsden (1977) 233 
Lunneborg (1973), see Hunt 
Lunneborg (1975), see Hunt 
Luria 313-316, 318, 319, 321-323, 329, 330, 

332, 335-338 
Luria (1970) 314 
Luria (1970, 1973, 1979) 314 
Luria (1971) 314 
Luria-Das 313 
Lydiatt (1984), see Alderton 
Lyerly (1952); see Adkins 
Lynn, Richard (1977) 379 

MacArthur, Russ 377 
Maccoby and Jacklin (1974) 60, 66 
Maccoby and Jacklin (1975) 61-65 
MacDonald (1971), see Bennett 
MacDonald (1983), see Kerr 
MacDougal (1932) 37 
MacLeod (1978) 197 
MacLeod (1985), see Palmer 
MacLeod et al. (1978) 149 
MacLeod, Hunt, and Mathews (1978) 149, 161 
Maglieri 321 
Magner and Sternberg (1983) 150 
Malmi (1978), see Under,wood 
Malpas (1972), see Triandis 
Mangan (1982) 366 
Manos (1975), see Das 

Marshalek (1984), see Snow 
Marshalek et aI. (1983) 273 
Marshalek, Lohman and Snow (1983) 260, 268 
Matarazzo (1972) 177 
Matarazzo (1976) 35 
Mathews (1978), see MacLeod 
Maxwell (1979), see Carroll 
Mayer and Greeno (1972) 152 
McArdle (1980), see Horn 
McArdle and Horn (1981) 99 
McCarthy and Wolfle (1975) 378 
McCoy (1976), see Perry 
McDermott (1977), see Royce 
McDermott and Forgy (1979) 194 
McDonald (1970) 335 
McDougall 397 
McFarlane 261 
McFarlane (1925) 261 
McGee (1979) 66,67,255,258,263 
McLaughlin and Eysenck (1967) 333 
McNemar (1951) 335 
McNemar (1964) 89, 97, 178, 256 
Mean (1986), see Hyland 
Meehan 100 
Mendel 31 
Messick and French (1975) 265 
Metzler 284 
Metzler and Shepard (1974) 99 
Metzler (1971), see Shepard 
Michael (1968) 44 
Michael, Zimmerman and Guilford (1950) 258 
Miles (1957) 3 
Milgram 163 
Milgram (1975) 162 
Milgram 163 
Mill, J .S. 33 
Miller (1978) 83 
Moir (1980), see Seymour 
Molloy (1975), see Das 
Molloy and Das (1979) 318, 335 
Money and Ehrhardt (1972) 60 
Montanelli and Humphreys (1976) 220 
Moore (1978), see Kirby 
Moore (1981), see Holbrook 
Morse 75 
Morton, S.M. (d. 1851) 75 
Mosier (1941) 233 
Mott (1979) 410 
Mountcastle (1961) 72 
Mueller 337 

- 454 -



Mueller (1978), see Kim 
Mulaik (1972) 334, 335 
Mulaik (1972, 1975) 337 
Mulaik (1975) 336 
Mulcahy (1979), see Cummins 
Mulholland, Pellegrino, and Glaser (1980) 143, 

152 
Muller-Lyer 318 
Mumaw 281 
Mumaw and Pellegrino (1984) 242 
Mumaw and Pellegrino (in press) 284, 285 
Mumaw (1980), see Pellegrino 
Murray 422, 423 
Murray (1938) 422, 424 
Myers 397 
Myrtek (1980) 368 

Nash (1979) 64 
Navon and Gopher (1979) 193, 425 
Neisser (1980), see Hirst 
Neisser (1983) 151 
Nelkon and Parker (1968) 354 
Nenoyama (1971), see Bennett 
Nesselroade (1970) 54 
Nesselroade (1980), see Baltes 
Nettelbeck and Lally (1976) 91 
Newell (1973) 84, 181 
Newell and Simon (1972) 150, 181, 185 
Newman 363 
Newman, Freeman, and Holzinger (1937) 363 
Newstead, Stephen E. VlII 
Nichols (1983), see Jervis 
Nissen (1976), see Posner 
Norman (1979) 97 
Norman and Bobrow (1975) 191, 193 

O'Connor (1943) 67 
O'Connor (1981), see Das 
Ogata (1970) 427 
Ogden (1986), see Hyland 
Olver (1967), see Bruner 
Omari (1979) see Drenth 
Osborne (1978) see Gale 
Ostow (1950) 76 
Otis 255 

Pachella (1974) 196 
Paivio 329 
Paivio (1974) 330 
Paivio (1975) 329 

Paivio (1976) 330 
Palmer, MacLeod, Hunt, and Davidson (1985) 

187 
Parasuraman (1979) 192 
Parasuraman (1982), see Davies 
Parker (1%8), see Nelkon 
Pavlov 360, 361, 367, 368 
Pawlik (1 %6) 44 
Peak and Boring (1926) 355 
Pearson, Karl 7 
Pearson (1902) 33 
Pearson 8, 12, 39 
Pellegrino, James W. VII, VlII, 11, 12,240, 

242, 253, 281 
Pellegrino (1978), see Glaser 
Pellegrino (1980), see Mulholland 
Pellegrino (1984) see Mumaw 
Pellegrino (1984), see Alderton 
Pellegrino (1984), see Regian 
Pellegrino (1985), see Kail 
Pellegrino (in press), see Hunt 
Pellegrino (in press), see Mumaw 
Pellegrino and Glaser (1979) 145, 152, 278 
I;'ellegrino and Glaser (1980) 145 
Pellegrino and Goldman (1983) 242 
Pellegrino and Kail (1982) 152, 242 
Pellegrino and Mumaw (1980) 282 
Pemberton (1952) 42, 265 
Penfield and Perot (1963) 70 
Penfield and Rasmussen (1950) 70 
Perot (1963), see Penfield 
Perrot (1978), see Preiswerk 
Perry (1976), see Street 
Perry, McCoy, Cunningham, Falgout, and 

Street (1976) 79 
Petersen (1976) 67 
Petersen (1979) 64, 73 
Petersen (1979), see Wittig 
Petersen and Wittig (1979) 60 
Piaget 3, 9, 10, 51, 58, 146, 147, 166, 167, 

377 
Piaget (1926) 9 
Piaget (1936, 1946) 5 I, 54 
Piaget (1946) 48 
Piaget (1950) 9 
Piaget (1964) 32 
Piaget (1972) 146, 147, 166 
Piaget and Inhelder (1967) 265 
Platnick (1974), see Richards 
Plato 69, 180 

- 455 -



Plum (1968) 77 
Podgorny (1976), see Cooper 
Polak (1969) see Zadeh 
Pollack (1%9) 322 
Poltrock (1983), see Lansman 
Poltrock 277, 278, 293 
Poltrock and Brown (1984) 277, 303 
Poltrock and Hunt (1983) 17 
Poortinga (1971) 56 
Poortinga (1975) 57 
Poortinga (1975a) 57 
Poortinga (1982), see Vijver 
Poortinga (1983) 402 
Popper and Eccles (1977) 69 
Porter (1969) 427 
Posner (1978) 84, 193 
Posner 193, 194, 240 
Posner, Michael 240 
Posner, Nissen, and Klein (1976) 194 
Post (1984), see Zuckerman 
Powell (1983), see Royce 
Powell (1983), see Sternberg 
Powell, Katkzo, and Royce (1978) 100 
Powers (1973) 426 
Powers (1973, 1978) 426 
Preiswerk and Perrot (1978) 400 
Prentsky (1979) 366 
Preston (1%2) 64 
Pribram (1971) 315 
Pribram (1978) 314 
Pribram 315 
Price (1963), see French 
Price (1963), see French 
Price and Smith (1974) 80 
Pucetti (1977) 70, 74 
Pylyshyn 186 
Pylyshyn (1983) 180, 182, 186 

Quasha (1970), see Likert 
Quillian (1%9), see Collins 

Raaheim (1974) 154 
Rasmussen (1950), see Penfield 
Raven 317, 319, 323, 327, 331 
Raven (1941) 196 
Raven (1%2) 269 
Reder (1974), see Anderson 
Reed (1976), see Simon 
Regian, J.W. VII, VIII, 253 
Regian and Pellegrino (1984) 299 

Reinert (1970) 37, 51, 53, 54 
Resnick, Lauren 240 
Resnick (1976) 11 
Resnick and Glaser (1976) 148 
Reuning (1984), see Irvine 
Revelle 425, 429 
Revelle (1984), see Humphreys 
Rhodes, Dustman, and Beck (1969) 77 
Richards and Platnick (1974) 83 
Richerson (1985), see Boyd 
Richman and Lindgren (1980) 321 
Rifkin (1979), see Sternberg 
Rimland (1977), see Cory 
Rivers 397 
Rizzo (1969) see Gray 
Robinson 360, 361 
Robinson (1982a) 360 
Rock (1968), see Clearly 
Rodd (1959) 378 
Rogoff (1981) 396 
Rosenzweig (1962), see Krech 
Roth 355 
Roth (1964) 90, 355 
Roy (1980), see Horn 
Royce 56, 100 
Royce (1975), see Bass 
Royce (1977) 38, 56 
Royce (1977), see Kearsly 
Royce (1978), see Powell 
Royce (1978), see Wardell 
Royce (1979) 99, 100 
Royce (1979, 1980) 98 
Royce (1980) 99, 100 
Royce and Buss (1976) 99 
Royce and McDermott (1977) 100 
Royce and Powell (1983) 364 
Rummel (1970) 334 
Rutherford 9 
Rutter 382, 388 
Rutter, Michael (1979) 382 
Ryba (1978), see Vernon 
Ryckman (1981) 318 

Saltz (1970) 368 
Samejima (1977) 96 
Samuda (1983) 412 
Santayana 256 
Sarason (1941), see Cattell 
Scarr -Salapatek (197 5) 54 
Schafer 360 

- 456 -



Schafer (1969), see Ertl 
Schafer (1982) 359, 360 
Schaie (1970) 54 
Schaie (1976), see Baltes 
Schank (1980) 152 
Schank and Abelson (1977) 154 
Scheier (1981, 1982), see Carver 
Scheier (1982) see Carver 
Schlesinger (1966), see Guttman 
Schmid and Leiman (1957) 221,225, 227,260 
Schmidt and Crano (1974) 50 
Schmidtke (1961) 90 
Schneider (1981), see Whitely 
Schneider (1984), see Ackerman 
Schneider (1985), see Ackerman 
Schneider and Shiffrin (1977) 185, 190, 192 
Schonell 327, 328 
Schopflocher 100 
Schwartz, Griffin, and Brown (1983) 246 
Scribner (1974), see Cole 
Scribner and Cole (1973) 396 
Seashore (1974), see Bennett 
Segall (1979) 337 
Segall et al. (1966) 40 1 
Seibert and Snow (1965) 263,266,268,271, 

273,303 
Seitz (in press), see Gattaz 
Seligmann (1899) 397 
Sevilla (1984), see Garcia 
Sewell (1983) 313 
Seymour and Moir (1980) 90 
Sharma (1971) 380 
Sharp (1971), see Cole 
Sheehan (1976) 337, 338 
Sheldon 367 
Shepard 99, 284 
Shepard (1973), see Cooper 
Shepard (1974), see Metzler 
Shepard and Feng (1972) 99, 238, 286 
Shepard and Metzler (1971) 93, 99 
Shepard-Metzler (1971) 277 
Sherman 63 
Sherman (1978) 61-63, 66 
Sherman (1978, p. 172) 63 
Shiffrin (1977), see Schneider 
Shifrin (1968), see Atkinson 
Shucard and Horn (1972) 77,78,80 
Siegler (in press) 148 
Simon 142 
Simon (1905), see Binet 

Simon (1908), see Binet 
Simon (1916), see Binet 
Simon (1972), see Newell 
Simon (1973), see Binet 
Simon (1973), see Chase 
Simon (1979) 83 
Simon and Reed (1976) 150 
Singh (1975), see Das 
Singha (1975), see Das 
Smallbone (1978) see Gale 
Smist (1983), see Damos 
Smith 255 
Smith (1948) 255 
Smith (1964) 93, 255, 256, 258, 261-263, 265, 

268,271 
Smith (1974), see Price 
Smith (1983), see Eliot 
Smythe 188 
Smythe (1984), see Kolers 
Snow (1965) 273 
Snow (1965), see Seibert 
Snow (1977), see Cronbach 
Snow (1979) 166 
Snow (1980) 145, 152,271, 273 
Snow (1980) 288 
Snow (1981) 260 
Snow (1983), see Marshalek 
Snow (1984), see Kyllonen 
Snow and Lohman (1984) 151, 156 
Snow and Lohman (1984) 156 
Snow, Kyllonen, and Marshalek (1984) 156 
Solan (1981) 319 
Spear 144 
Spearman 1,2,4-10, 12,26,21, 33-36, 42, 46, 

91, 164, 228, 244, 259, 352 
Spearman (1904) 8, 33, 217 
Spearman (1904, 1912, 1927) 33 
Spearman (1909) 34 
Spearman (1914) 34 
Spearman (1923) 35, 46, 48, 91 
Spearman (1923, 1927) 164 
Spearman (1926) I, 3 
Spearman (1927) 34-38, 40, 47, 98, 144,218, 

261,353,257 
Spearman (1939) 262 
Spearman (1972) 4 
Spearman and Hart (1912) 34 
Spelke (1980), see Hirst 
Spencer 28, 29, 32,55 
Spencer (1855) 32, 36, 37 

- 457 -



Spencer, Herbert (1855) 28 
Sperry, R.W. 72, 73 
Sperry (1968) 74 
Sperry (1968a, 1968b) 73 
Sperry (1968a, 1968b, 1969, 1970) 72 
Sperry (1973) 73 
Sperry, Gazzaniga, and Bogen (1969) 72 
Spinoza (1632-1677) 70 
Spiro (1980), see Baltes 
Stanford-Binet 382 
Stankov 17, 199-202 
Stankov (1982), see Fogarty 
Stankov (1983 a,b) 199 
Stankov (1983) 17, 99 
Stankov (1983a) 201 
Stankov (1983b) 199 
Stankov and Horn (1980) 17,99 
Stelmack (1981) 367 
Stephenson (1931) 37 
Stephenson (1981) 9 
Stern (1912) 31 
Stern (1960) 67 
Sternberg I, 2, 8, 9, 11, 12, 16, 18, 19, 85, 

86, 144, 244-246 
Sternberg, Robert J. VII, VIII, 141,240 
Sternberg (1977) 11, 143, 145, 148-152, 157, 

245, 246, 278, 288 
Sternberg, R. (1977, 1978) 85 
Sternberg, R.J. (1977) 83 
Sternberg (1977, 1978, 1979, 1980) 98 
Sternberg (1979) 38 
Sternberg (1979, 1985) 150 
Sternberg (1980) 85, 98, 145, 164, 166 
Sternberg (1981) 150 
Sternberg (1982) 196, 362 
Sternberg (1982a) 156 
Sternberg (1982b) 150 
Sternberg (1983) ISO, 244, 313 
Sternberg (1983), see Magner 
Sternberg (1984) 19, 146, 304 
Sternberg (1984), see Caruso 
Sternberg (1984), see Davidson 
Sternberg (1984a) 160 
Sternberg (1985) 167 
Sternberg (1985a) 7, 11, 18 
Sternberg (1985b) 12 
Sternberg (in press) 153, 168, 244 
Sternberg and Davidson (1982) 154 
Sternberg and Gardner (1982) 11, lSI, 164 
Sternberg and Gardner (1983) 151 

Sternberg and Ketron (1982) 149 
Sternberg and Powell (1983) 153 
Sternberg and Rifkin (1979) 148-150 
Sternberg and Weil (1980) 149 
Sternberg, S. (1969) 83 
Stevenson, M.W. (1982) 378 
Steyn (1973), see Verster 
Stigler (1982) 378 
Street (1976), see Perry 
Street, Perry, and Cunningham (1976) 79 
Strelau (1983) 363 
Stroop 207, 325 
Stroop (1935) 323 
Stroop (1938) 83 
Sultmann (1979), see Elkins 
Summer (1908) 397 
Super and Harkness (1980) 160 
Swineford (1946), see Holzinger 
Sylvian 71 
Szymanski (1980) 83 

Taylor (1965), see Greenwood 
Tenopyr (1968), see Guilford 
Terman 231 
Terman (1921) 262 
Thibadeau et al. (1982) 185, 194 
Thibadeau, Just, and Carpenter (1982) 181 
Thomas 96 
Thomas Kuhn 349 
Thompson (1980) 394 
Thomson 2 
Thomson (1939) 37, 46 
Thomson (1951) 7 
Thorndike, E.L. 34, 46 
Thorndike, E.L. (1927) 231 
Thorndike (1926) 92 
Thorndike (1909) 34 
Thorndike (1973) 379 
Thorndike (1973), see Brislin 
Thurstone 2,21,40-42,45-47,92, 164, 178, 

219,227,257,259,262,263, 281, 352 
Thurstone (1931, 1938, 1947) 218 
Thurstone ( 1940, 1947) 40 
Thurstone (1924) 39, 98 
Thurstone (1926) 40 
Thurstone (1927) 40 
Thurstone (1931) 39, 262 
Thurstone (1931, 1933, 1935, 1947) 39 
Thurstone (1935) 37 
Thurstone (1936, 1938) 40 

- 458 -



Thurstone (1936, 1938, 1944) 39 
Thurstone (1938) 7, 41, 44-47, 58, 59, 64, 71, 

92, 98, 144, 178, 262 
Thurstone (l938a) 258-260, 262, 263, 267 
Thurstone (l938b) 270 
Thurstone (1939) 41 
Thurstone (1940) 41 
Thurstone (1941) 46, 47, 50 
Thurstone (1944) 42, 265-267 
Thurstone (1944, 1951) 263, 27 I 
Thurstone (1947) 45 
Thurstone (1950) 42 
Thurstone (1951) 267, 268 
Thurstone (1983) 164 
Thurstone and Thurstone (1941) 41, 52, 267 
Tirre 12 
Trabin and Weiss (1983) 233 
Triandis, Malpass, and Davindson (1972) 56 
Truman Kelly (1923, 1928, 1935) 39 
Tucker (195 I) 58 
Tucker and Finkbeiner (1981) 221 
Tyler (1965) 61 
Tyler (1978) 39 

Underwood (1975) 302 
Underwood, Boruch, and Malmi (1978) 228 
Undheim (1976, 1978) 50 
Uznadze 318 

Van der Flier (1979), see Drenth 
Van Uden (1981) 319 
Vandenberg (1971) 67 
Vandenberg (1976), see Hakstian 
Vandenberg (1977) 56, 67 
Vandenberg (1979), see Hakstian 
Vandenberg and Hakstian (1978) 57, 58 
Vandenberg and Kuse (1979) 56, 66, 67, 73 
Varela (1969) 43 
Vernon, Ph.E. VII, VIII, 3, 8, 58, 377 
Vernon (1950) 259 
Vernon (1959, 1961) 38 
Vernon (1961) 58, 219, 225, 228 
Vernon (1964, 1969b) 44 
Vernon (1965) 383 
Vernon (1969) 58, 377, 410, 415 
Vernon (1970) 350 
Vernon (1971) 145, 157, 165 
Vernon (1979) 44, 50, 351 
Vernon (1982) 377 
Vernon (1983) 17, 195 

Vernon (Chapter 9) 13 
Vernon et al. (1978) 33 I 
Vernon et al. 33 I, 332, 337 
Vernon, Ryba and Lang (1978) 330 
Verster, John M. VII, VIII, I, 27, 100 
Verster (1975) 100 
Verster (l982a) 100 
Verster (l982b) 101 
Verster and Steyn (1973) 100 
Vijver and Poortinga (1982) 57 
Vogel (1965), see Bogen 
Vogel (1968), see Braverman 
Vogel and Broverman (1964) 76 
Vroom (1964) 421 

Waber (1977) 61, 74 
Waber (1977, 1979) 67 
Waber (1979) 64, 67 
Wallach (1983), see Kosslyn 
Wallbrown, Blaha, and Wherry (1974) 38 
Wambold (1973), see Butterfield 
Wardell and Royce (1978) 100 
Watson (1913) 82 
Weaver (1948) 349 
Wechsler II, 80, 177, 319, 327, 355, 359 
Wechsler (1955) 266 
Wechsler (1967) 80 
Wechsler (1975) 177 
Wei! (1980), see Sternberg 
Weinberg (1969) 77 
Weiner 422, 424 
Weiner (1980) 422, 424 
Weiner (1983) 424 
Weiner and Kukla (1970) 422, 424 
Weis (1973) 233 
Weiss (1973, 1974) 96 
Weiss (1976) 96 
Weiss (1977, 1980) 96 
Weiss (1980), see Kingsbury 
Weiss (1983), see Trabin 
Welford (1980) 17 
Welsh and Baucom (1977) 68 
Werdelin (1959) 61, 66 
Werdelin 62 
Wernicke 71 
Wernicke (1897) 71 
Wertheimer (1925) 82 
Werts (1976) 52 
Wesman (1974), see Bennett 
Weyl (1969) 378 

459 -



Wherry (1959) 260 
Wherry (1974), see Wallbrown 
White 12 
White (1973) 89 
White (1982) 12 
Whitely ans Schneider (1981) 96 
Whiting (1976) 406 
Wickelgren (1977) 92 
Wickens 193 
Wickens (1979, 1984) 193 
Wickens (1980), see Damos 
Wickens (1984) see Ackerman 
Wiener (1948) 426 
Wiitkin (1962) 383 
Wilkie (1979) see Cohen 
Williams (1978), see Das 
Willie (1980), see Baltes 
Wilson (1981) 366 
Winograd (1980) 83 
Wissler, Clark (1901) 33, 142, 355 
Witkin 384, 385 
Witkin and Berry (1975) 59, 385, 395, 406 
Witkin and Goodenough (1981) 405 
Witkin et at. (1962) 265, 405 
Witkin et at. (1971) 265 
Wittig (1979) 60, 73 
Wittig (1979), see Petersen 

Wittig and Petersen (1979) 61, 62, 65 
Wober (1%9) 412 
Wober (1972) 383 
Wolfle (1975), see McCarthy 
Woltz (1984), see Kyllonen 
Wood (1%2) 40 
Woodruff 80 
Woodruff (1978) 80 
Wounwarn (1982), see Gieselman 
Wundt 10, 30, 397 
Wundt (1862) 82 
Wundt (1916) 397 

Yantis (1982), see Lansman 
Yen (1975) 67 
Yule (1897) 33 
Yule, Gold, and Busch (1982) 353 

Zadeh and Polak (1969) 349 
Zangwill (1974) 73 
Zimmerman (1952), see Guilford 
Zimmerman (1953) 262, 263 
Zimmerman (1954) 267 
Zimmerman (1980), see Michael 
Zimmerman 262, 263 
Zuckerman et at. 367 
Zuckerman, Ballinger, and Post (1984) 367 

- 460 -



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated v2 300% \050ECI\051)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /Warning
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /Warning
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /Warning
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /PDFA1B:2005
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (sRGB IEC61966-2.1)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /ARA <FEFF0633062A062E062F0645002006470630064700200627064406250639062F0627062F0627062A002006440625064606340627062100200648062B062706260642002000410064006F006200650020005000440046002006450646062706330628062900200644063906310636002006480637062806270639062900200648062B06270626064200200627064406230639064506270644002E00200020064A06450643064600200641062A062D00200648062B0627062606420020005000440046002006270644062A064A0020062A0645002006250646063406270626064706270020062806270633062A062E062F062706450020004100630072006F00620061007400200648002000410064006F00620065002000520065006100640065007200200036002E00300020064806450627002006280639062F0647002E>
    /BGR <FEFF04180437043F043E043B043704320430043904420435002004420435043704380020043D0430044104420440043E0439043A0438002C00200437043000200434043000200441044A0437043404300432043004420435002000410064006F00620065002000500044004600200434043E043A0443043C0435043D04420438002C0020043F043E04340445043E0434044F044904380020043704300020043D04300434043504360434043D043E00200440043004370433043B0435043604340430043D0435002004380020043F04350447043004420430043D04350020043D04300020043104380437043D0435044100200434043E043A0443043C0435043D04420438002E00200421044A04370434043004340435043D043804420435002000500044004600200434043E043A0443043C0435043D044204380020043C043E0433043004420020043404300020044104350020043E0442043204300440044F0442002004410020004100630072006F00620061007400200438002000410064006F00620065002000520065006100640065007200200036002E0030002004380020043F043E002D043D043E043204380020043204350440044104380438002E>
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200036002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200036002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /CZE <FEFF0054006f0074006f0020006e006100730074006100760065006e00ed00200070006f0075017e0069006a007400650020006b0020007600790074007600e101590065006e00ed00200064006f006b0075006d0065006e0074016f002000410064006f006200650020005000440046002000760068006f0064006e00fd006300680020006b0065002000730070006f006c00650068006c0069007600e9006d0075002000700072006f0068006c00ed017e0065006e00ed002000610020007400690073006b00750020006f006200630068006f0064006e00ed0063006800200064006f006b0075006d0065006e0074016f002e002000200056007900740076006f01590065006e00e900200064006f006b0075006d0065006e0074007900200050004400460020006c007a00650020006f007400650076015900ed007400200076002000610070006c0069006b0061006300ed006300680020004100630072006f006200610074002000610020004100630072006f006200610074002000520065006100640065007200200036002e0030002000610020006e006f0076011b006a016100ed00630068002e>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200036002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200036002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200036002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /ETI <FEFF004b00610073007500740061006700650020006e0065006900640020007300e400740074006500690064002c0020006500740020006c0075007500610020005000440046002d0064006f006b0075006d0065006e00740065002c0020006d0069007300200073006f00620069007600610064002000e4007200690064006f006b0075006d0065006e00740069006400650020007500730061006c006400750073007600e400e4007200730065006b0073002000760061006100740061006d006900730065006b00730020006a00610020007000720069006e00740069006d006900730065006b0073002e00200020004c006f006f0064007500640020005000440046002d0064006f006b0075006d0065006e0074006500200073006100610062002000610076006100640061002000760061006900640020004100630072006f0062006100740020006a0061002000410064006f00620065002000520065006100640065007200200036002e00300020006a00610020007500750065006d006100740065002000760065007200730069006f006f006e00690064006500670061002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200036002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /GRE <FEFF03A703C103B703C303B903BC03BF03C003BF03B903AE03C303C403B5002003B103C503C403AD03C2002003C403B903C2002003C103C503B803BC03AF03C303B503B903C2002003B303B903B1002003BD03B1002003B403B703BC03B903BF03C503C103B303AE03C303B503C403B5002003AD03B303B303C103B103C603B1002000410064006F006200650020005000440046002003BA03B103C403AC03BB03BB03B703BB03B1002003B303B903B1002003B103BE03B903CC03C003B903C303C403B7002003C003C103BF03B203BF03BB03AE002003BA03B103B9002003B503BA03C403CD03C003C903C303B7002003B503C003B103B303B303B503BB03BC03B103C403B903BA03CE03BD002003B503B303B303C103AC03C603C903BD002E0020002003A403B1002003AD03B303B303C103B103C603B10020005000440046002003C003BF03C5002003B803B1002003B403B703BC03B903BF03C503C103B303B703B803BF03CD03BD002003B103BD03BF03AF03B303BF03C503BD002003BC03B50020004100630072006F006200610074002003BA03B103B9002000410064006F00620065002000520065006100640065007200200036002E0030002003BA03B103B9002003BD03B503CC03C403B503C103B503C2002003B503BA03B403CC03C303B503B903C2002E>
    /HEB <FEFF05D405E905EA05DE05E905D5002005D105E705D105D905E205D505EA002005D005DC05D4002005DB05D305D9002005DC05D905E605D505E8002005DE05E105DE05DB05D9002000410064006F006200650020005000440046002005D405DE05EA05D005D905DE05D905DD002005DC05EA05E605D505D205D4002005D505DC05D405D305E405E105D4002005D005DE05D905E005D505EA002005E905DC002005DE05E105DE05DB05D905DD002005E205E105E705D905D905DD002E0020002005E005D905EA05DF002005DC05E405EA05D505D7002005E705D505D105E605D90020005000440046002005D1002D0020004100630072006F006200610074002005D505D1002D002000410064006F006200650020005200650061006400650072002005DE05D205E805E105D400200036002E0030002005D505DE05E205DC05D4002E>
    /HRV <FEFF004F0076006500200070006F0073007400610076006B00650020006B006F00720069007300740069007400650020006B0061006B006F0020006200690073007400650020007300740076006F00720069006C0069002000410064006F00620065002000500044004600200064006F006B0075006D0065006E007400650020006B006F006A00690020007300750020007000720069006B006C00610064006E00690020007A006100200070006F0075007A00640061006E00200070007200650067006C006500640020006900200069007300700069007300200070006F0073006C006F0076006E0069006800200064006F006B0075006D0065006E006100740061002E0020005300740076006F00720065006E0069002000500044004600200064006F006B0075006D0065006E007400690020006D006F006700750020007300650020006F00740076006F007200690074006900200075002000700072006F006700720061006D0069006D00610020004100630072006F00620061007400200069002000410064006F00620065002000520065006100640065007200200036002E0030002000690020006E006F00760069006A0069006D0020007600650072007A0069006A0061006D0061002E>
    /HUN <FEFF0045007a0065006b006b0065006c0020006100200062006500e1006c006c00ed007400e10073006f006b006b0061006c002000fc007a006c00650074006900200064006f006b0075006d0065006e00740075006d006f006b0020006d00650067006200ed007a00680061007400f30020006d00650067006a0065006c0065006e00ed007400e9007300e900720065002000e900730020006e0079006f006d00740061007400e1007300e10072006100200061006c006b0061006c006d00610073002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740075006d006f006b006100740020006b00e90073007a00ed0074006800650074002e002000200041007a002000ed006700790020006c00e90074007200650068006f007a006f007400740020005000440046002d0064006f006b0075006d0065006e00740075006d006f006b00200061007a0020004100630072006f006200610074002000e9007300200061007a002000410064006f00620065002000520065006100640065007200200036002c0030002d0073002000e900730020006b00e9007301510062006200690020007600650072007a006900f3006900760061006c0020006e00790069007400680061007400f3006b0020006d00650067002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 6.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200036002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200036002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /LTH <FEFF004e006100750064006f006b0069007400650020016100690075006f007300200070006100720061006d006500740072007500730020006e006f0072011700640061006d0069002000730075006b0075007200740069002000410064006f00620065002000500044004600200064006f006b0075006d0065006e007400750073002c002000740069006e006b0061006d0075007300200076006500720073006c006f00200064006f006b0075006d0065006e00740061006d00730020006b006f006b0079006200690161006b006100690020007000650072017e0069016b007201170074006900200069007200200073007000610075007300640069006e00740069002e002000530075006b00750072007400750073002000500044004600200064006f006b0075006d0065006e007400750073002000670061006c0069006d006100200061007400690064006100720079007400690020007300750020004100630072006f006200610074002000690072002000410064006f00620065002000520065006100640065007200200036002e00300020006200650069002000760117006c00650073006e0117006d00690073002000760065007200730069006a006f006d00690073002e>
    /LVI <FEFF004c006900650074006f006a00690065007400200161006f00730020006900650073007400610074012b006a0075006d00750073002c0020006c0061006900200069007a0076006500690064006f00740075002000410064006f00620065002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b006100730020007000690065006d01130072006f00740069002000640072006f01610061006900200075007a01460113006d0075006d006100200064006f006b0075006d0065006e0074007500200073006b00610074012b01610061006e0061006900200075006e0020006400720075006b010101610061006e00610069002e00200049007a0076006500690064006f0074006f0073002000500044004600200064006f006b0075006d0065006e00740075007300200076006100720020006100740076011300720074002c00200069007a006d0061006e0074006f006a006f0074002000700072006f006700720061006d006d00750020004100630072006f00620061007400200075006e002000410064006f00620065002000520065006100640065007200200036002e003000200076006100690020006a00610075006e0101006b0075002000760065007200730069006a0075002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 6.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200036002e003000200065006c006c00650072002e>
    /POL <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>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200036002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /RUM <FEFF005500740069006C0069007A00610163006900200061006300650073007400650020007300650074010300720069002000700065006E007400720075002000610020006300720065006100200064006F00630075006D0065006E00740065002000410064006F006200650020005000440046002000610064006500630076006100740065002000700065006E007400720075002000760069007A00750061006C0069007A006100720065002000640065002000EE006E00630072006500640065007200650020015F0069002000700065006E00740072007500200069006D007000720069006D006100720065006100200064006F00630075006D0065006E00740065006C006F007200200064006500200061006600610063006500720069002E00200044006F00630075006D0065006E00740065006C00650020005000440046002000630072006500610074006500200070006F00740020006600690020006400650073006300680069007300650020006300750020004100630072006F0062006100740020015F0069002000410064006F00620065002000520065006100640065007200200036002E003000200073006100750020007600650072007300690075006E006900200075006C0074006500720069006F006100720065002E>
    /RUS <FEFF04180441043F043E043B044C043704430439044204350020044D044204380020043F043004400430043C043504420440044B0020043F0440043800200441043E043704340430043D0438043800200434043E043A0443043C0435043D0442043E0432002000410064006F006200650020005000440046002C0020043F043E04340445043E0434044F04490438044500200434043B044F0020043D0430043404350436043D043E0433043E0020043F0440043E0441043C043E044204400430002004380020043F043504470430044204380020043104380437043D04350441002D0434043E043A0443043C0435043D0442043E0432002E00200421043E043704340430043D043D044B043500200434043E043A0443043C0435043D0442044B00200050004400460020043C043E0436043D043E0020043E0442043A0440044B0442044C002C002004380441043F043E043B044C04370443044F0020004100630072006F00620061007400200438002000410064006F00620065002000520065006100640065007200200036002E00300020043B04380431043E00200438044500200431043E043B043504350020043F043E04370434043D043804350020043204350440044104380438002E>
    /SKY <FEFF0054006900650074006f0020006e006100730074006100760065006e0069006100200073006c00fa017e006900610020006e00610020007600790074007600e100720061006e0069006500200064006f006b0075006d0065006e0074006f007600200076006f00200066006f0072006d00e100740065002000410064006f006200650020005000440046002c0020006b0074006f007200e90020007300fa002000760068006f0064006e00e90020006e0061002000730070006f013e00610068006c0069007600e90020007a006f006200720061007a006f00760061006e006900650020006100200074006c0061010d0020006f006200630068006f0064006e00fd0063006800200064006f006b0075006d0065006e0074006f0076002e002000200056007900740076006f00720065006e00e900200064006f006b0075006d0065006e0074007900200076006f00200066006f0072006d00e10074006500200050004400460020006a00650020006d006f017e006e00e90020006f00740076006f00720069016500200076002000700072006f006700720061006d00650020004100630072006f0062006100740020006100200076002000700072006f006700720061006d0065002000410064006f006200650020005200650061006400650072002c0020007600650072007a0069006900200036002e003000200061006c00650062006f0020006e006f007601610065006a002e>
    /SLV <FEFF005400650020006E006100730074006100760069007400760065002000750070006F0072006100620069007400650020007A00610020007500730074007600610072006A0061006E006A006500200064006F006B0075006D0065006E0074006F0076002000410064006F006200650020005000440046002C0020007000720069006D00650072006E006900680020007A00610020007A0061006E00650073006C006A006900760020006F0067006C0065006400200069006E0020007400690073006B0061006E006A006500200070006F0073006C006F0076006E0069006800200064006F006B0075006D0065006E0074006F0076002E0020005500730074007600610072006A0065006E006500200064006F006B0075006D0065006E0074006500200050004400460020006A00650020006D006F0067006F010D00650020006F00640070007200650074006900200073002000700072006F006700720061006D006F006D00610020004100630072006F00620061007400200069006E002000410064006F00620065002000520065006100640065007200200036002E003000200074006500720020006E006F00760065006A01610069006D0069002E>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200036002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200036002e00300020006f00630068002000730065006e006100720065002e>
    /TUR <FEFF0130015f006c006500200069006c00670069006c0069002000620065006c00670065006c006500720069006e0020006700fc00760065006e0069006c0069007200200062006900e70069006d006400650020006700f6007200fc006e007400fc006c0065006e006d006500730069006e0065002000760065002000790061007a0064013100720131006c006d006100730131006e006100200075007900670075006e002000410064006f006200650020005000440046002000620065006c00670065006c0065007200690020006f006c0075015f007400750072006d0061006b0020006900e70069006e00200062007500200061007900610072006c0061007201310020006b0075006c006c0061006e0131006e002e0020004f006c0075015f0074007500720075006c0061006e002000500044004600200064006f007300790061006c0061007201310020004100630072006f006200610074002000760065002000410064006f00620065002000520065006100640065007200200036002e003000200076006500200073006f006e00720061006b00690020007300fc007200fc006d006c0065007200690079006c00650020006100e70131006c006100620069006c00690072002e>
    /UKR <FEFF04120438043A043E0440043804410442043E043204430439044204350020044604560020043F043004400430043C043504420440043800200434043B044F0020044104420432043E04400435043D043D044F00200434043E043A0443043C0435043D044204560432002000410064006F006200650020005000440046002C0020043F044004380437043D043004470435043D0438044500200434043B044F0020043D0430043404560439043D043E0433043E0020043F0435044004350433043B044F04340443002004560020043404400443043A0443002004340456043B043E04320438044500200434043E043A0443043C0435043D044204560432002E0020042104420432043E04400435043D04560020005000440046002D0434043E043A0443043C0435043D044204380020043C043E0436043D04300020043204560434043A04400438043204300442043800200437043000200434043E043F043E043C043E0433043E044E0020043F0440043E043304400430043C04380020004100630072006F00620061007400200456002000410064006F00620065002000520065006100640065007200200036002E00300020044204300020043F04560437043D04560448043804450020043204350440044104560439002E>
    /ENU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c0065007200200039002000280039002e0034002e00350032003600330029002e000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f00720020006f006e006c0069006e0065002e000d0028006300290020003200300031003100200053007000720069006e006700650072002d005600650072006c0061006700200047006d006200480020>
  >>
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [595.276 841.890]
>> setpagedevice




