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Preface

It has been both a pleasure and an honor to edit this book. The pleasure
has been in interacting with the gifted authors who wrote the chapters for
this volume and the honor has been in knowing that the book is dedicated
to a great man and a brilliant psychologist—Daniel E. Berlyne.

All the contributors to this book have been touched, at some time, by
Dan Berlyne and his ideas. Whether as his teachers, his colleages, his
peers, his students, or his friends and arguing partners, we have all felt
his presence and been improved by it.

The list of contributors to this volume is large and could have been
much larger, for a number of people, in fact, contacted me for the oppor-
tunity to contribute when they heard about the purpose of this book. It is
also an international list, for Dan Berlyne’s contacts were international.

The diversity in content and style is also intentional. The authors
were invited to contribute an original paper in the field in which they are
presently engaged, whether theoretical or a report of empirical work, and
to indicate the contribution that Dan Berlyne had made to their work. As
the reader will note, contributions range from personal and contact in a
laboratory to ideas that elicit controversy, argument, and intensive re-
search.

Daniel Ellis Berlyne was born in Selford, England, a suburb of Man-
chester,in 1924, and died in Toronto, Canada, on November 2, 1976.
During his fifty-two years of life he managed to write or coedit seven
books and over 150 articles and papers. His books were translated into
seven languages, and he lectured in eight languages over five continents.

Dan was, in every way, a scholar. His interests ranged far and wide.
He worked at decoding German messages during the Second World War,
was a fair pianist, and loved going to the cinema. As a psychologist he did
his research with animals as well as humans and conducted cross-cultural
studies across the continents. He took an active role in psychological
societies and was, in turn, president of The Canadian Psychological
Association, Division 1 (General Psychology) of the APA, Division 10
(Psychology and the Arts) of the APA, and president of the International
Association of Empirical Aesthetics.

More than anything else, Dan was curious. It was as if he chose to
study curiosity and exploratory behavior more as a response to his own

vii



viii PREFACE

phenomenology than for any other reason. But lest one might think that
his was a diversive and superficial curiosity, it should be noted that one of
the strong influences on him was Clark Hull, and that Dan always tried to
pursue his investigations with the same meticulous care.

Dan also had a dry British sense of humor, which he often displayed
by inventing new words and phrases. Thus he titled an article in the
Canadian Psychological Review (1975) “‘Behaviorism? Cognitive Theory?
Humanistic Psychology?—To Hull with Them All'” He named his
laboratory at the University of Toronto the Laboratory for the Study of
Aplopathematic and Thelematoscopic Pneumatology, and from this
came the title for one chapter in a book he edited (Berlyne, 1974), “The
Vicissitudes of Aplopathematic and Thelematoscopic Pneumatology (or
the Hydrography of Hedonism).”

Dan’s journey through exploratory behavior was not a simple one.
His first publications, prior to the awarding of his Ph.D., were based on
animal studies in the area of attention and curiosity as a drive. In fact, he
insisted that he had pioneered the concept of curiosity in the literature.
After earning his Ph.D. at Boston University, he shifted his research
emphasis to human subjects and gradually abandoned drive theory for
arousal theory (although he never completely relinquished some of the
drive-theory concepts and often called himself a neo-Hullian).

Arousal theory and exploratory behavior can be a large pond, and
within its parameters Dan Berlyne swam freely: fixation in human in-
fants, physiological and other orienting responses, Piaget translated into
S-R theory, epistemic behavior, decision theory, learning and retention,
and education. But all the while Dan kept drifting relentlessly toward
aesthetics—probably his true love. He spent the only sabbatical he ever
had at the Institut d’Esthétique et des Sciences de I’ Art inParis in 1968
1969, and really found his true vocation. From this stay emerged his most
complex and advanced book, Aesthetics and Psychobiology (1971), and
numerous articles and chapters. He gradually reduced his study of
specific exploration for that of diversive exploration—the hunt for the
hedonic homeostasis and the explanation of aesthetic behavior.

When we planned to organize the conference at the Ontario Institute
for Studies in Education in 1969, Dan and I discussed the concepts of
Curiosity and Intrinsic Motivation. He was reluctant to equate them, but
bowed to the fact that so many in the field were already using these
concepts interchangeably. He feared that adopting the title “Intrinsic
Motivation” might dilute his position and blur the differences that he felt
existed between his own ideas and those of other psychologists. But in
the end the conference was called “Intrinsic Motivation” rather than
“Curiosity,” and the proceedings were published under the title Intrinsic
Motivation: A New Direction in Education. 1 felt that Dan did not care greatly
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whether people would use the term “curiosity” or “intrinsic motivation,”
for his concerns were already with the study of aesthetics. Although some
of his students’ papers still dealt with arousal, learning, and attention, his
own works were mainly in the area of “The New Experimental Aes-
thetics.”

This volume to some extent parallels Dan Berlyne’s journey along the
path leading from Arousal and Curiosity to Aesthetics. The diversity of
the chapters reflects the diversity of the man this book honors, so that to
some extent | have attempted to order the papers to parallel the sequence-
of his own interests. The first paper, written by two of his colleages and
friends, describes Dan as a psychologist and a human being, and the last
paper, by one of his students, summarizes the final research of his
laboratory.

All the papers are original and written for the volume. Some report
one or more studies in a field, whereas others strike out into new un-
charted courses. Most do both. We hope that the papers will lead to new
ideas, new research, and new contributions to science.

But most of all we all hope that the reader will recognize the contribu-
tion of Daniel Ellis Berlyne and honor his memory in reading the book.

Hy I. DAy



Contents

10.

. "My First Interest Is Interest”: Berlyne as an Exemplar of the Curiosity

Drive 1
John J. Furedy and Christine P. Furedy

. Berlyne’s Theory: A Metascientific Study 19
K. B. Madsen
. The Quest for the Inverted U 39

Edward L. Walker

. Environmental Restriction and “Stimulus Hunger”: Theories and

Applications 71
Peter Suedfeld

. Explorations of Exploration 87

Jum C. Nunnally

. Arousal, Intrinsic Motivation, and Personality 131

H. ]. Eysenck

. Subjective Uncertainty and Task Preference 149

Klaus Schneider and Heinz Heckhausen

. Experiential Roots of Intention, Initiative, and Trust 169

J. McVicker Hunt

. A Theory Deriving Preference from Conflict 203
Frank Auld
Play: A Ludic Behavior 225

Hy I. Day

xi



xii CONTENTS

11. Toward a Taxonomy and Conceptual Model of Play 251
Corinne Hutt

12. Intrinsic Motivation and Health 299
Salvatore R. Maddi and Suzanne C. Kobasa

13. The Psychological Aesthetics of Narrative Forms 323
Christy Moynihan and Albert Mehrabian

14. A Conceptual Analysis of Exploratory Behavior: The
“Specific-Diversive” Distinction Revisited 341

Joachim F. Wohlwill

15. Ambiguity, Complexity, and Preference for Works of Art 365
Richard M. Nicki

16. About the Role of Visual Exploration in Aesthetics 385

Frangois Molnar

17. Bases of Transcultural Agreement in Response to Art 415
Irvin L. Child

18. Information Theory and Melodic Perception: In Search of the
Aesthetic Engram 433
J. B. Crozier

19. Toward an Integrated Theory of Aesthetic Perception
in the Visual Arts 463
Gerald C. Cupchik and R. Walter Heinrichs

20. Recent Developments in Experimental Aesthetics: A Summary of
Berlyne Laboratory Research Activities, 1974-1977 487

Francis G. Hare

Index 501



“My First Interest Is Interest”

Berlyne as an Exemplar of the Curiosity Drive

JoHN J. FUREDY AND CHRISTINE P. FUREDY

The quotation of the title is not simply a young man’s clever aphorism. It
became, for Daniel E. Berlyne, a motto for a life of scientific research. It
cannot be found in the voluminous published works which Berlyne
completed in his tragically truncated academic career, but we know that
he repeated it many times at the outset of his career from the independent
recall of academic friends. There is every reason to believe that it con-
tinued to be a guiding maxim for the rest of his life. We canregard it as one
modern psychologist’s equivalent of the dictum of Socrates that “the
unexamined life is not worth living.”

There is more to Berlyne’s motto than first appears, once we consider
the context in which it was coined and the implications which his early
interest in interest and curiosity had for the rest of his career. In this
chapter we will explore some of the possible origins of Daniel Berlyne’s
intellectual ““drive”” and some manifestations of it in his later interactions
with colleagues at the University of Toronto. Our thesis is that, besides
studying curiosity as a scientist, Berlyne exemplified, from his youth,
some of the more fruitful or “higher-order”” elements of scientific curios-
ity. His work was characterized by independence of thought, and the rare
ability to play the role of a disinterested critic for colleagues and students,
even for ideas outside his many areas of research and specialization.

This interpretation is not derived from an analysis of Berlyne’s writ-
ings or from the published principles of motivational theory, for we think

JoHN]. FUREDY ¢ Department of Psychology, University of Toronto, Toronto, Ontario M5S
1A1, Canada. CHRISTINE P. FUREDY ¢ Division of Social Sciences, York University, Downs-
view, Ontario M3] 2R3, Canada. Preparation of the paper was facilitated by a grant from the
Social Science and Humanities Research Council of Canada to both authors.



2 CHAPTER 1

that Berlyne did not so much publicly advocate' a Socratic approach to an
investigatory life as he lived it. We wish, rather, to explicate the origins
and nature of Berlyne’s intellectual style and his mode of operation as an
academic, as revealed by his interactions with colleagues and friends
rather than by his scholarly publications. Our major sources, then, com-
prise: (1) a number of letters which Berlyne wrote to a lifelong friend
between 1942 and 1950; (2) interviews we have conducted since 1977 with
Berlyne’s colleagues, relatives, and friends; (3) an interview conducted by
R. C. Myers in 1973 with Berlyne as part of the former’s historical work
with eminent Canadian psychologists; (this Berlyne-with-Myers inter-
view has been transcribed, and will here be cited as BMI);*> and (4)
recollections by the first author of academic interactions with Berlyne
during his period at the University of Toronto.

When a colleague dies relatively suddenly, and prematurely, one is
inclined to “‘summarize” the person on the basis of personal recollection,
however limited that may be. When Daniel Berlyne died, the characteri-
zation thatimmediately occurred to the first author was the concept of the
“disinterested critic,”” the Socrates-like scholar (cf. Furedy, 1979). Later,
when we embarked on our research into Berlyne’s life and career (cf.
Furedy & Furedy, 1978), we were struck just as forcefully by another
characteristic: his great independence of mind. This was perhaps most
strikingly evident in his career-long engagement with the Hullian S-R
approach to psychology. Independently of his peers and teachers and
without meeting Hull, he, as a Cambridge undergraduate, espoused the
approach simply through reading the 1943 Principles for himself. Then, in
a move that made him seem too “cognitive” to the dominant S-R
psychologists of the fifties and early sixties, he began his career by arguing
for the “nonbiologically” based motive of curiosity, rather than sticking to

'The one possible exception to this is his brief foray into applying the principles of intrinsic

motivation to education (cf. esp. Berlyne 1965). In this paper (entitled “’Curiosity and
Education”), he notes that even such a supposedly pragmatic and “‘relevant” theorist as
John Dewey appreciated the importance of curiosity and interest in ideas for their own
sake. He cites Dewey as one who “condemned the misunderstanding that makes ‘interest’
mean ‘merely the effect of an object upon personal advantage or disadvantage, success or
failure’ " and who considered that ** ‘to secure attention and effort by offering a bribe of
please’ is a ‘procedure that is properly stigmatized as soft pedagogy, as a soup kitchen
theory of education” "’ (p. 78). However, as another commentator has noted, “‘somehow
education never became a fruitful ground for his ideas and by 1968, when G. S. Lesser
invited him to write a chapter for a textbook on psychology for teachers, he turned over the
burden of writing it to someone else” (Day, 1979, p. 381).

*We have tried to honour Berlyne’s expectation at the time of making this taped interview
that it would not be published for at least 10 years by avoiding the use of any material that
might be construed as unfavorable to persons still living. Permission to make use of the
interview was obtained from both Dr. Myers and Hilde Berlyne.

"o
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the orthodox Hullian and more scientifically respectable biological
drives like hunger and thirst. Finally, at the close of his life, in his “To Hull
with Them All"” paper (Berlyne, 1975), he continued to argue for a return
to the Hullian emphasis on the importance of motivational factors and
unified theories to explain behavior, at a time when experimental psy-
chology or “psychonomy”” (Furedy & Furedy, 1978, p. 203) had become
cognitive, amotivational, and no longer interested in the “grand theory”
approach.

So we became intrigued by these characteristics. What evidence
could we find of the development of independence of thought and the
ability to be disinterestedly critical in Berlyne’s early education and
career? How were these qualities displayed in aspects of his later life? We
present here some hypotheses which at least to some extent help to
explain a scholar whom we regard as exemplifing the curiosity drive of a
scientist. We hope, also, that this examination will prompt thought about
the life of the scientist and the education which shapes a scientific mind.

CURIOSITY IN YOUTH AND EARLY CAREER

Curiosity and independence of mind are readily apparent in Ber-
lyne’s early childhood. By his own account (BMI), Berlyne was something
of a loner. The son of a Jewish small manufacturer, he was conscious of
being better off than most of the neighboring families in Salford, Man-
chester. It was clear very early that he lacked good motor-skills co-
ordination and functioned poorly in most boys’ games. ““When it came to
kicking balls, catching balls, I was always butterfingers,”” he recalled, I
just couldn’t do it and I wasn't particularly interested in it.” But he was
intellectually precocious, being able to read before entering school at age
six. He was the eldest of three children. His sister and brother were
younger by five and ten years, respectively, and Daniel appears to have
enjoyed a certain intellectual status in the family, derived both from his
scholasticachievements and from a certain judicial quality. He was called,
within the family, “the judge.” His sister in particular often looked to him
rather than to their parents for arbitration in intellectual and artistic
matters.

His mother recalls an anecdote which suggests that Daniel had an
inquiring and empirical frame of mind as a young boy. Noticing the
destination sign on a Manchester bus, he asked where it was going. His
mother told him. “How do you know that it will go there?”” he asked. He
was satisfied with the reply that ““the sign says so.”” He insisted that they
should get on the bus and ride to the terminal as this was the only way to
be sure that the bus would, in fact, go there. Mrs. Berlyne indulged this
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whim: she must have reinforced on many other occasions such manifesta-
tions of intrinsic motivation and empirical curiosity.

In the interview with Dr. Myers, Berlyne recalled the first three times
that he heard the words ““psychology” or “‘psychoanalysis.” His teacher
in elementary school explained one day that some boys who did not want
to go to school told their mummies that they had a tummyache, and very
soon they actually developed a tummyache. She asked the class if they
knew who it was who studied such things, and told them that they were
called ““psychologists.” The second occasion was in high school. A his-
tory teacher was talking about Vienna. He said that the city had made
many contributions to culture, especially through musicians, and then
asked if they knew what science had been founded in Vienna. He referred
to psychoanalysis. The third time was at the end of his high-school days.
The day after Poland was invaded in September, 1939, a vast evacuation
programme was implemented for English schools. Dan’s school was sent
to Blackpool, where they shared a school with local students. The visiting
students went to classes for only half a day, leaving much spare time for
(in Dan’s case) reading and discussion. Later that month, Sigmund Freud
died in London, and the papers carried obituaries. A classmate went to
the Blackpool library and took out Freud's Introductory Lectures. He
showed the book to Dan and some friends:

We found this very interesting. There obviously was salacious appeal which
was part of it, but apart from that, this was a new world of ideas, interesting
ideas. Whether they were true or not, we couldn’t help finding them interest-
ing. And so we talked about these and when we got back, I read more about it.
(BML, p. 40)

Thus Berlyne’s first encounters with the concept of psychology as a
field of study shared some features: in each case there was an enquiring,
experiential aspect in the discussion of the word. The Blackpool incident
seems to us to demonstrate a high degree of intrinsic motivation.

Berlyne’s high school was Manchester Grammar, a highly selective
school which “creamed off’’ 1,400 of the best male students in and around
Manchester. Entrance was through an intensely competitive examina-
tion. Within the school, streaming by achievement was continuous and
all-pervasive. That is, in every grade and every subject, pupils were
placed in classes A, B, C, D, etc. on the basis of examination performance
in the previous year. Among the students, the “Scholarship boys” (of
which Berlyne was one) felt they were ““an elite of the elite” (BMI p. 18). In
such a streamed system an intelligent, independent student can go for-
ward without developing skills of getting on with others. We think that
this is related to Berlyne’s later ability to pursue ideas independently of
the approval of colleagues and dominant ““schools” in psychology.

Berlyne believed that the vast majority of the students did not have
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intellectual values (BMI p. 25). He identified closely with the serious
scholarship boys, but still felt isolated. The pressure of the examination
system did not narrow his focus. He did extremely well, particularly at
languages, but he never saw examinations as ends in themselves. When
the routine of school life was broken as it was in 1939, he was not at a loss
for intellectual pursuits. Whereas many boys simply wasted time during
the Blackpool period, Berlyne was greatly stimulated, his excitement
being enhanced by the fact that this was his first time ““away from home”
(BMI, p. 39).

It seems, then, that Berlyne’s high-school experience reinforced his
interest in subjects for their own sakes. He learned the joy of mastery of
languages while recognizing that he could never perform more than
adequately in art or even mathematics (BMI, pp. 19-20). Significantly, he
remained interested in both these subjects throughout his life, despite his
relatively low level of aptitude for them.

At age 16 Berlyne won four separate scholarships to Cambridge
University: the Trinity College modern languages, a United Kingdom
government scholarship, a Manchester city, and a Salford city one. He
went up to Cambridge in 1941, a young student among 17- and 18-year-
olds, to study modern languages. This initial Cambridge period lasted
until he was called up in the fall of 1942. Toward the end of it he began to
recognize that he was dissillusioned with the prospect of becoming a
scholar of modern languages for the rest of his life. The main reason that
he gave, rather casually in conversation with Roger Myers, is important:

But then I was asking myself: Do I really want to spend the rest of my life
writing about Goethe and Schiller or reading books about them? I didn’t mind
reading Goethe and Schiller, but literary criticism . . . didn’t seem to be whatI
wanted to do. (BMI, p. 53)

Literary criticism held no prospect for really original work, and con-
sequently he no longer regarded it as stimulating in the long term.

Concurrently, Berlyne reveled in the intellectual life of Cambridge.
He enjoyed exploring ideas outside the classroom and beyond his
specialism in university clubs and coffee houses with a group of close
friends pursuing differing courses of study. Within this intellectual circle
Berlyne was regarded as a wit, a vivacious and accomplished conver-
sationalist. He saw this period of intense social interaction as an impor-
tant change in his life, in distinct contrast with his relative isolation in
high school (BM], p. 52).

This stimulating intellectual life and his doubts about his future
career were suspended abruptly in 1942 by military service. He became a
private in the Intelligence section of His Majesty’s Armed Forces.

His three years in the army were ultimately instructive for him. He
was obviously not “’cut out” for the military life. He had no strong desire
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to rise within the ranks, and in fact only reached the status of lance
corporal (equivalent to private first class in the United States). But what
impressed him, and distressed him, about work in the Intelligence Corps
(IC) was the logical absurdities of, and lack of genuine purpose in, the
assigned tasks, and the consequent boredom they induced.?

He noted that he got into the IC and coding work because of his
expertise in foreign languages, but the actual work required no such
knowledge, consisting rather of fiddling with symbols in the hope of
breaking codes, a task for which the main qualification seemed to be a
high tolerance for boredom. It was a tolerance Berlyne did not possess;
throughout his life he required a high level of stimulation and variety in
both his work* and his recreational pursuits. His unhappiness was inten-
sified by the fear that his intellect would atrophy with lack of challenge. It
is not unreasonable to suggest that his later emphasis on the importance
of information, curiosity, and intrinsic motivation owed much to his
military period of (intellectual) “sensory deprivation.”

The return to Cambridge in 1946 was, of course, welcome. But almost
immediately he had to face one of the most serious decisions of his life:
whether to switch from modern languages to psychology. He suffered
one “‘very, very bad week.” Predictions were difficult to make, vocational
guidance “very hard to find.” He felt that there was no one readily
available to give advice. He recalled that he “got through this week by
getting as much information as possible and by taking aspirin.” He was
not completely sure that he was “’doing the right thing,” but by the end of
the week he felt sure enough “to take the plunge” (BMI, p. 78).

We have noted that Berlyne’s independent interest in psychology
began at high school. While he was at Cambridge, before he entered the
Army, this interest was fostered by many discussions with fellow stu-
dents, often of the “Freudian interpretation” variety. By 1946, however,

*For material on this period of 1941-1947 we have relied heavily on Berlyne’s correspondence
with J. Goldberg, a contemporary pupil at Manchester Grammar who went to Oxford to
study law when Berlyne went to Cambridge. Berlyne wrote to him about once a week
during his army period, and quite frequently before and after. We are much indebted to Mr.
Goldberg, now a solicitor in Manchester, for giving us access to this correspondence.

*‘For example, during his period at Toronto he was quite notable for the willingness and
ability to pursue several projects simultaneously, and to interrupt such tasks as book
writing either with delivering an undergraduate lecture or talking with a colleague without
any difficulty in getting back to the book writing after the interruption. Again, contrasting
his year as a full-time teaching faculty member at Berkeley with the immediately preceding
year as a fellow at Stanford with no teaching duties, he says that he got more work done at
Berkeley, where “I found I was able to do more work on the book (Conflict, Arousal, and
Curiosity, 1960), when [ had other things to do. I've always found that, that to have nothing
to do but one thing isn’t the most efficient way” (BMI, p. 150). His immediately succeeding
remark that, “I'm sure a lot of people find this too,”” suggests that he overestimated the
degree to which most people prefer variety.
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his knowledge of psychology as an academic field had widened. It
seemed to promise the student a stimulating range of possible future
careers to choose from upon graduation. However, Berlyne was not
attracted to the sort of psychology espoused by the field's representatives
at Cambridge in the 1940s. F. E. Bartlett, the Professor, dominated
psychology at the University. It was a psychology confined to cognitive-
perceptual issues. No work was done with animals, and the faculty
showed little interest in motivational factors. Indeed, there was no at-
tempt to account for behavior in its totality. Even as an undergraduate
Berlyne was to write to a friend: "I feel sceptical and irritated by the
limitations of Cambridge psychologists.”” Bartlett became his research
supervisor. Berlyne respected his intellectual abilities, but he could not
respect the approach to psychology which Bartlett represented. Berlyne
thus found little to stimulate him in the undergraduate lectures, but while
preparing for his last undergraduate psychology exams he read, among
other books, Clark Hull’s Principles of Behavior (1943). He was electrified
and “converted.”

This conversion was an isolating experience, for Berlyne pursued
Hullianism through a decade of British indifference before interest was
expressed there in Hull's ideas. It is a very significant illustration of his
intellectual independence and his relative indifference to the opinions of
his academic superiors and his peers. The British psychological estab-
lishment, and especially the ““Cambridge School,” headed by Bartlett,
regarded the Hullian, “Yale school” approach to the field, with its em-
phasis on grand theory building designed to explain all behavior, as
unfeasible, not to say ridiculous. To Berlyne, however, “the Americans

. were using scientific method” to deal ““with the vital questions”
(BMI, p. 83). He was aware that his enthusiasn for Hull and his lack of
interest in “‘that musty Cambridge stuff” (BMI, p. 91) might carry a high
cost in career terms. However, Bartlett showed his integrity by giving
Berlyne a research scholarship, although Berlyne was not and clearly
would not become one of his disciples. But between them there was no
touch of the “warm student-teacher relation” which Bartlett had with
followers keenly interested in his work.

It is important to understand, at this point, that, in pursuing his
interest in Hull, Berlyne was not merely switching from one ““school” to
ally himself with another. His thinking also did not closely fit the
paradigms of the American S-R theorists. They thought that only scienti-
fically respectable “biological” drives like hunger and thirst were worth
the attention of a truly behavioral science. Berlyne’s interest in the areas
of interest and curiosity would have led them to dismiss him as a loose
thinker or a ““cognitive type.” But it is a mistake to see Berlyne as a one
who sought merely to be different, to be an intellectual loner. Rather, it
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appeared to him from his reading (and discussions with others) that the
logic of the subject matter of psychology made interest not only exciting,
but also a reasonable, if not necessary, target of enquiry. The Yale school
had succeeded in synthesizing the Hullian and Freudian approaches
into what

seemed . . .a convincing theoretical system that was just about in the finish-
ing stages . . . and it struck me that problems like attention and interest and
curiosity were a few minor things that the present state of that theory hadn’t
taken care of sufficiently. I thought that just a few finishing touches would
take care of it. (BMI, p. 112)

Later, of course, in the 60s, Berlyne, together with many other psy-
chologists, recognized that the ““plausibility” of this sort of “synthesis
can be very deceptive’” (BMI, p. 113) and that the “natural scientific”
character of the Hullian system was more apparent than real. But in the
1940s it was reasonable to accept the Hullian system as fully scientific, one
which would provide a sound base for the study of interest, and which
would, in turn, benefit from having these “few minor things” “‘taken care
of.” Thus the young Berlyne would declare to his friends that “my first
interest is interest.” His first published paper was a theoretical analysis of
the concept (Berlyne, 1949).

In 1948 Berlyne took his “first interest” with eagerness to his first
appointment at the University of St. Andrews, where, through Bartlett’s
good offices, he was appointed to a full rather than an assistant lecture-
ship after only a year of postgraduate work. His initial reaction to the
appointment at this small, traditional institution was highly enthusiastic.
In a letter to Goldberg (June 17, 1948) he judged the job to be

as good as anything I could hope for, being the oldest university in the
country, after Oxford and Cambridge, which has a specially good and long
standing reputation for psychology and a department who are extremely go
ahead . . I shall be able to fulfill my ambitions to work on animals.”’%

But only a few weeks after arriving at St. Andrews he was writing in a
very different vein, in a November 3 letter, about the staff life being
“dead,” referring to the senior staff as “old, petty-minded incredibly
crustly old cusses” and the junior staff as ““mostly browned off.”” He
concluded this letter with the hope that he could “’get away from hereina
year or two.”

So intense were his feelings that he did not confine them to private
letters, but started to ask people how long it was “decent” to ““stay in a

*Berlyne was almost the only British experimental psychologist to work with animals
following the war. This lack of interest in animal work at the time contrasts starkly with the
burst of American experimentation, in which the Hullians and their opponents (Tolman
and his students) used the laboratory rat almost exclusively in their empirical disputes.
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place.” He recalled that ““people gave me the idea that two or three years
was decent” (BMI, p. 114).

Berlyne was prepared for the fact that St. Andrews was a small
community. He had anticipated in his June 17 letter that “one snag” in
going there “is the fact that the town is so small and isolated. It is
picturesque and historical enough but Edinburgh is two hours away by
train, Glasgow three by coach, and Dundee (a hole!) 20 minutes.” What
he was not prepared for and quickly found intolerable was that the
academic community did not provide the intellectual stimulation he
needed. He missed the “endless conversations”” with his Cambridge
friends. He found no comparable group at St. Andrews. Perhaps, too,
this sudden “sensory isolation” was uncomfortably reminiscent of his
Army service period.

All these difficulties were exacerbated by another unexpected source
of frustration. He soon discovered that, contrary to his prior impressions,
psychology at St. Andrews was not ““well viewed" within the university,
and was not ““allowed to flourish” (BMI, p. 106). Berlyne attributed this to
the fact that the department was under the control of the Philosophy
Board of Studies. The dominant figure on that Board, the professor of
moral philosophy, was a Hegelian who was “bitterly opposed to experi-
mental psychology’” and who considered that topics such as behavior and
motivation were the concern of moral philosophy and not psychology. In
the many curricular arguments that followed, Berlyne and the professor
found that they had little in common. ® The moral philosopher was not the
only senior staff member to object to Berlyne’s concept of his subject
matter: ““The professor of Greek would say—I mean literally, I'm not
exaggerating at all—I see that you have here something about the psy-
chology of language and I think that until people have done sufficient
Latin and Greek, they shouldn’t learn the psychology of language.” ”
Berlyne’s general dismay was deepened by his conclusion that this was
the way of academia: ““I had no way of knowing how peculiar this was; I
thought all universities were like this. I didn't realize what an odd place
St. Andrews was, especially with regard to psychology” (BMI, p. 106).

Nevertheless, Berlyne enjoyed his teaching, and he sought solace in
what he had looked forward to greatly—research on animals. In January,
1949, he began to get estimates of costs, anticipating ““another tussle with
the powers of darkness.” By April he could report that he had started

®In fact, as Berlyne was fond of saying at the time, according to Peter McKellar (one of the
two new arrivals to the department, and now Professor of Psychology at the University of
Otago, New Zealand), the only thing he and the Hegelian had in common was that ““they
both disliked tomatoes.” One is reminded here of the lesson of the Socratic dialogues that
intellectual argument is possible only if the parties share a reasonable amount of common
ground!
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taming two rats, “which requires a good deal of patience and daring.””
So, he announced to Goldberg, “rat psychology will soon be launched
againin the U.K.” He describes how he visited the Bethlhem Hospital in
London where there was an “outgrowth of Eysenck’s Maudsley depart-
ment.” Roger Russell was a visiting American Fulbright professor. Here
Berlyne saw his first “experimental rat,” and “‘for the first time in my life I
saw a Lashley jumping stand and a maze, in the flesh. . . . I had read
about these things in books . . . they had a certain glamour. . . . This
was very exciting” (BMI, p. 108). One can imagine how stimulating this
trip to London was for Berlyne. He regarded Russell as ““an emissary from
the parts where all this work went on” (BMI, p. 109). It was great contrast
to interacting with a faculty predominantly interested in “’golf and church
affairs.”

By the beginning of his second academic year, in the fall of 1949, he
was in a more optimistic frame of mind, writing of looking forward to
being able to “get back to my rats,” and relieved to hear that two young
lecturers were joining the staff. (This “not only means less work, but also
a little less isolation.”) He expected to feel “more settled”” in the coming
year, but he was “still not sufficiently enamored of St. Andrews to want
to stay here much longer.” It is not surprising that he began to think of
going to the United States,

because the type of psychology I was interested in was going on in the United
“tates. We very much got the impression, which I think was accurate, that
psychology in the United States was 20 or 30 years ahead of British psychol-
ogy.Idon't just mean that as a value judgment. I mean they were doing things
in Great Britain that they had done in the United States 20 or 30 years
ago. . . . Solhad to go to the United States temporarily, that was my idea,
just temporarily to learn what was going on and come back. (BMI, p. 114)

He applied for a Commonwealth Scholarship to get there, but was un-
successful.

In the meantime he proceeded with his rat research and sought out
young faculty with stimulating ideas. It was at this time that he became
firm friends with Laurence Goddard (now professor of mathematics at
the University of Salford) and Peter McKellar.

"If not foolhardiness, since Berlyne not only had no experience with rats, but had access to
few advisors. One of them, a psychologist who had done some work with rats before the
war, advised him “never handle the rats with gloves.” “Which I didn’t,”” noted Berlyne,
“and, of course, I've still got some scars—I'm quite proud of them—rat bites. But since
then, my students who handle rats handle them with gloves and there has never been any
evidence that it makes any difference to their experiments, and it certainly makes a
difference to their fingers” (BMI, p. 110). This “‘daring” in one untrained and ill-suited (on
account of poor motor coordination) to deal with such animals provides another illustra-
tion of the strength of his curiosity drive. His ““interestin interest’”” seemed to require, at the
time, that sort of “’patience and daring.”
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Goddard used to remark to McKellar that “after a conversation with
Daniel Berlyne, one felt that one’s mind had been thoroughly exercised.”
To them Berlyne propounded his “theory of adventure,” according to
which “one should do something different, preferably exciting.” Among
many excursions, for instance, was one which involved going down a
coal mine with McKellar and his wife. (McKellar, personal communica-
tion, 1978). Incidentally, McKellar recalls that when he first met Berlyne in
a coffee shop and asked him about St. Andrews he was convinced from
Berlyne’s account that he was talking to a “‘paranoid,” and was stunned
to find out for himself later that what Berlyne said about the staff was
essentially correct.®

It was not until 1950-1951 that Berlyne succeeded in “getting out,”
with a one-year fellowship to Yale to work with Hull. As it turned out, his
sojourn in the United States was not temporary, although it was for many
years uncertain and unsettling, if also exciting.? We shall not discuss this
period here, since our intention was simply to trace some of the early
elements in the development of Berlyne’s approach to psychology and to
the life of a scholar. We have shown what we think are some of the
important factors which shaped hisindependent and far-ranging mind. It
is obvious, from the articles by Konecni (1978), and Day (1979), that his
interests changed and multiplied over the subsequent years; but we think
it true to say thatit was interest or curiosity that was the dominant force in
his exploration of ideas.

THE DISINTERESTED CRITIC

In this section we examine the characterization of Berlyne in the last
decade of his life as a disinterested critic (Furedy, 1979). We maintain that
the dynamic force of such characteristics derives from curiosity and
intrinsic motivation.

The key term—"'disinterested”’—does not mean the same as ““unin-
terested.” A disinterested approach to an issue can be a vitally concerned

*Imagine, for example, what a “paranoid” impression would be given by hearing a new

colleague tell you that one professor (not in psychology) had objected to Berlyne’s seminars
(as versus lectures) on the grounds that “male and female knees might touch under the
table!”” But McKellar reports having found later that this “moral’” objection had, in fact,
been made.

*The sources of excitement were not purely academic. Berlyne always preferred the ‘“‘city
lights,” and disliked small, parochial towns. To the old Roman saying that it was better to
be King of Etruria than the second man in Rome, he recalled that “I used to say that the last
man in Rome for me anytime was my preference’” (BMI, p. 134). Sojourns in Berkeley,
Washington, and Geneva must have appealed greatly in comparison with the “‘Etrurian’’
town of St. Andrews.
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one, but the concern is solely with the issue per se, rather than with any
implications the issue may have for others with a vested interest in it.
Disinterestedness, then, when correctly used, is a term denoting an
interest (or curiosity, or even “mere” curiosity) in phenomena for their
own sakes, independent of any personal benefits that might be gained
from understanding (and presumably controlling) those phenomena. In
motivational terms, disinterested interest is intrinsically rather than ex-
trinsically motivated.

The concept of disinterestedness is a relatively new one in civiliza-
tion. The notion of disinterested inquiry, or “considering X for its own
sake,” first arose among a group of Ionian philosophers who are gener-
ally known as the Pre-Socratics. It is this Greek influence, this “‘thinking
about the world in the Greek way” (Burnet, 1930, p. v), that epitomizes
Western science, rather than such correlated but noncriterial features as
the carrying out of many observations or the developing of a complex
system of quantification.

Socrates is taken to be the model or “ideal type” of the disinterested
enquirer. His passion for inquiry is summed up both in his dictum on the
worthlessness of the “unexamined” life, and in his willingness to die by
that dictum when all that would have been required of him was to cease
that sort of examination which the Athenians held was “corrupting the
youth.”

The concept of disinterested criticism grows naturally out of a life of
inquiry, it being the essence of inquiry that propositions be subjected to
critical appraisal in any “examined” life. The outstanding characteristic of
the disinterested critic is that he is neither hostile nor sympathetic to the
proponent of the position under examination, because his attention is on
the position alone, and not the proponent.

Another feature of disinterested criticism is that it transcends areas of
expertise. This feature is more relevant for the contemporary era of
increased specialization than for the times of Socrates (although Socrates
showed the same willingness to “‘step outside” his purported domain
and criticize Euthyphro on the nature of piety). In contemporary terms,
the disinterested critic is both willing and able to criticize the experts in
areas in which the critic himself has no qualifications. This attitude
contrasts with that of many contemporary academics, who are willing to
criticize only those positions that relate to their own area of specialization.

The first author’s paper (Furedy, 1979), which characterized Berlyne
as a curiosity-driven individual, referred to the “Socratic”” mode of many
of his academic interactions and gave some examples. Here we would like
to elaborate on the first of those three examples. Because this elaboration
isa personal one, it will, for convenience, be told from the point of view of
the first author.
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The example pertained to the area of human Pavlovian autonomic
conditioning. According to one “expert” view, the predominant
mechanism was that of contingency between the conditional stimulus and
unconditional stimulus (e.g., Rescorla, 1967), whereas the work of my
laboratory (e.g., Furedy & Schiffmann, 1971) had led us to attack the
contingency position (cf., e.g., Furedy, Poulos, & Schiffmann, 1975a). In
the spring of 1972 I was preparing an oral presentation of our position for
an audience in Hungary who were not really specialists in this problem. I
decided to ask for a joint meeting of my and Berlyne’s labs as a “sounding
board” for my ideas. We held jointlab meetings about once a year, in spite
of the fact that our respective areas were barely related. I valued these
meetings because of the disinterested criticism that Berlyne and his lab
members provided and provoked at them.

In this particular case, as we shall see, I got much more than I
bargained for! What happened illustrates a subtle but important facet of
the disinterested critic: his ability to force the “expert” to consider defini-
tional distinctions that the specialists have not thought to be important. I
expected Berlyne and his lab to be emotionally neutral with respect to our
attack on the contingency position as applied to human Pavlovian au-
tonomic conditioning, if only because his lab was not researching any
form of Pavlovian conditioning at the time. Even those members of my lab
who were not directly involved in the contingency controversy could not
provide such a “neutral” base, because they were, of course, aware of my
convictions regarding the issue.

Accordingly, and not for the first time (for I had talked to other
generalist, nonexpert audiences before on this subject), I began by
briefly indicating the nub of the problem by a slide which spelled out the
“contingency prediction” which can be derived from the contingency
position (for derivation details, see Furedy, 1971). In essence, the ““con-
tingency prediction” states that a conditional stimulus (CS) that is
“explicitly unpaired” with the unconditional stimulus (US) would pro-
duce inhibition relative to a CS that is ““truly random” in relation to the
US. The terms “‘explicitly unpaired” and “‘truly random” were taken
directly from Rescorla’s (1967) influential contingency paper, although
the respective abbreviations of euCS- and trCS- on my slides were my
own. In previous talks I had found that I was able to dispatch this
preliminary section in a couple of minutes, after which my audience,
having learned what the slide abbreviations stood for, was prepared to
follow my anticontingency evidence (presented on subsequent slides) to
the effect that there was no autonomic performance difference between
euCS- and trCS-.

This time, however, one member of my audience proved difficult,
not to say disruptive. Berlyne asked me to explain again what I meant by
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the terms euCS- and trCS- on the first slide. I was a little surprised by his
apparent slowness in following Pavlovian conditioning terminology.
Other people outside the field seemed to pick up quickly the talk of
various ““CSs”” and “USs.” I went over the distinction by reminding him
that, whereas the more traditional euCS- was negatively correlated with
US occurrence, the correlation between the trCS- and US occurrence was
random or zero. I could see that there was something that Berlyne did not
like about my terminology, but I turned to the issue of more general
interest, thatis, just how the contingency prediction was faring in our lab
experiments. This more general issue had quite wide significance, for the
same reason that Rescorla’s (1967) original paper was so influential. For,
to the extent that the newer contingency position was correct, the tradi-
tional euCS- control was not “proper’” (Rescorla, 1967), and classical
conditioners were ignoring inhibitory factors in their areas of investiga-
tion. The message I wanted to get across was that Rescorla and other
contingency theorists were wrong insofar as human Pavlovian auto-
nomic responses were concerned, and hence graduate students and
others did not have to worry about running ““truly random” controls in
their conditioning experiments.

But Berlyne kept me from getting to my “message” with what
seemed to be very nitpicking interruptions concerning my terminology.
At first I thought he did not approve of my abbreviations on aesthetic
grounds. But that was not Berlyne’s problem. Then, Ithought that he was
arguing for the contingency camp against my ““message.” Even by then
we had become aware that the experts in the field were not at all happy
with what seemed to us to be perfectly straightforward assessments
(Furedy et al., 1975a) of the contingency position (Furedy, Poulos, &
Schiffmann, 1975b; Prokasy 1975a,b). Surely, I thought, it was more
appropriate for him to hear me out before questioning me.

It was only then that I realized that he was criticizing the ““explicitly
unpaired” and “truly random” terminology itself, independently of
whether the pairings or the contingency position was correct. I was taken
aback, because if there was one thing that had not been questioned by my
fellow specialists in the area and my previous generalist audiences, it was
our terminology. The meaning of “explicitly unpaired” and “‘truly ran-
dom” was quite clear to all, even though then and later there was much
argument about whether the randomization procedures in certain exper-
iments (cf. Furedy et al., 1975b, Prokasy, 1975a,b) were adequate. But
Berlyne questioned the use of the terms themselves. Why, he asked, did I
use the adjective “explicitly” in qualifying “unpaired’’? Surely this qual-
ifier was as inappropriate as its antonym, ““implicitly,” in describing an
unpairing operation. Again, he asked, did the qualifier ““truly” make any
sense, given that the notion of “falsely random”” seemed to make none?
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Itis hardly surprising that I should have taken so long to understand
the nature of his criticisms. As an expert in this area explaining terminol-
ogy to a group of generalists, I hardly expected them to argue about my
usage of terminology, given their unfamiliarity with it. What I was forget-
ting, of course, was that such unfamiliarity when combined with a criti-
cal, disinterested consideration of the issue in question often leads to the
uncovering of experts’ definitional absurdities. In this case, though I and
other classical conditioners may not have been favorably disposed to the
Rescorla (1967) contingency claims, we accepted his “explicitly unpaired”
and “truly random”’ terminology without question. Yet, on examination,
the terminology was clearly inappropriate, and we acknowledged this by
changing our terminology in subsequent papers (Furedy & Schiffman,
1973, p. 210).

One essential dimension of the disinterested critic’s contribution
should be obvious from this example. Berlyne disrupted the dress rehear-
sal, but he raised important definitional problems. The parallel between
this case and that described in the Socratic Euthyphro dialogue seems
close, although no doubt the negative emotions that Euthyphro felt were
stronger than mine on being shown by Socrates that his definition of piety
was not as satisfactory as he so confidently thought at the beginning of
the conversation, when he, as the expert, was ready to give all sorts of
advice to the ““generalist” Socrates. It is in this way that the experts can be
instructed by generalists about important definitional distinctions and
problems in the field of expertise under consideration.

Another aspect of this sort of disinterested criticism is that the
generalist, by the force of his arguments, actually changes the focus or
direction of the discussion, and again the Socratic Euthyphro dialogue
has parallels. In my case I was moved to consider the terminological
problem of using expressions like “explicitly unpaired,” whereas my
original intention was to focus on whether or not the contingency posi-
tion was sound. Similarly, Euthyphro was forced (before finally leaving
the field in a huff) to consider the definitional problems involved in using
such definitions of piety as “what is pleasing to the Gods,” whereas his
original intention was simply to give a few helpful hints, in his role as
expert on piety, to Socrates to enable the latter to “’beat” the corruption-
of-the-youth “rap.”

More generally, the disinterested critic’s contribution in academic
interaction is to question the unquestioned, to refuse to accept what is
assumed, in short, to challenge the specialists and experts. And in con-
nection with the concept of disinterestedness, it is worth noting that
nowadays one frequently hears the word “‘disinterested” misused to
mean “‘uninterested.” The incident recounted here in some detail dem-
onstrates, we think, that, on the contrary, disinterestedness is a sophis-
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ticated manifestation of the intellect which is fired by curiosity and
“pure” interest. From this vantage it is not surprising that a scholar
whose “first interest is interest”” would, in pursuit of this interest, natu-
rally in formal and informal interactions play the role of disinterested
critic for his colleagues.

CONCLUSION

Berlyne was an eminent and influential figure in experimental
psychology, but he was not, in his time, a dominant one. Whether he will
eventually become one through his published works is of less interest to
us here than the fact that his life as an academic appears to serve as a clear
example of the power of curiosity and intrinsic motivation. We end,
therefore, with a quotation from his 1973 discussion with Dr. Myers as
exemplifying the attitude and drive which sustained his life as a scholar
and researcher:

When I was in Manchester Grammar School, before the Sixth Form, I was very
much of an auto-didact. Iread a lot of stuff on my own. Iread economics and I
read philosophy; Ievenread some psychology. And this is one thing I suppose
that makes me less capable of understanding our present students who say,
““We want courses on this, that, and the other.” When we wanted to know
something, we didn’t ask for courses, we read it. (BMI, p. 47)
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Berlyne’s Theory
A Metascientific Study

K. B. MADSEN

INTRODUCTION

The present author during a period of more than 25 years has studied
about 50 psychological theories, including D. E. Berlyne’s theory. These
metascientific studies have resulted in the development of a metatheory
(i.e., a theory about theories). This metatheory has been especially de-
veloped as a conceptual system designed for comparative studies of
psychological theories. The philosophical background of this metatheory
is the development in contemporary philosophy of science. The empirical
basis of this metatheory is the previously mentioned systematic, com-
parative studies of theories, which are regarded as a special metascientific
discipline called Systematology. This discipline supplements other meta-
scientific disciplines (metascience = science of sciences) such as (1) history
of sciences, (2) sociology of sciences, (3) psychology of scientists and
scientific activity, and (4) systematology, or comparative studies of scien-
tific theories. The results of these systematological studies have been
discussed with the authors of the theories (in the cases where they were
still living).

D. E. Berlyne is one of the psychologists whose production I have
studied, and he is the author with whom I have had the greatest oppor-
tunity for personal contact and communication concerning his work
[especially the cooperation during the week-long symposium in Den-
mark in 1972, which resulted in D. E. Berlyne and K. B. Madsen (Eds.),
Pleasure, Reward, Preference, 1973]. This contact with Berlyne was a great
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experience for me, and it improved the following analysis of Berlyne’s
theory very much.

Before we present the results of the analysis of Berlyne’s theory,
there will be a brief review of the metatheory, which forms the outline of
the analysis of Berlyne’s (and others’) theories.

A METATHEORY

Our study of the development of the philosophy of science in this
century has resulted in a synthesis of the different philosophies, which is
expressed in our metatheory, and which we have called systematology,
which means literally “‘the science (-logy) of (scientific) systems” or more
precisely “a theory of scientific theories based on systematic studies of
theories.”

These studies have resulted in the following conception of “science”
as a term for “a system producing information (knowledge).”” There are
different kinds of scientific production activity, such as (1) empirical
research: observation, experiments, etc.; (2) theorizing: rational thinking,
systematizing, etc.; and (3) philosophical thinking about the “basis,”
“background,” or guiding presuppositions of sciences.

The scientific production activities produce scientific texts or
“theories” (in the broad sense), which are organized on three levels of
abstraction:

1. The empirical part of the text is the data level which consists of
concrete descriptions (data) as well as abstract, general descriptions (em-
pirical laws or “general datatheses’).

2. The theoretical part of the text is the hypothetical level, which
consists of explanatory hypotheses and models. “Hypotheses” are ab-
stract, general theses (propositions) containing transempirical terms, that
is, terms referring to something unobserved or unobservable, or to con-
structed objects, events, structures, or processes. In psychology it is
common to classify the transempirical terms as “‘intervening variables”
(roughly terms referring to something unobserved or unobservable) and
“"hypothetical constructs” (referring to explanatory constructs). A system
of explanatory constructs is often called “a model.” The hypothetical level
is equal to “theory” in the narrow sense.

3. The philosophical part of the text is the metalevel, consisting of
metatheses, that is, philosophical theses, which are the presuppositions
for the rest of the theory, and the prescriptive rules for scientific activity.
The metatheses are almost equal to Kuhn’s well-known concept, the
"“paradigm” (see Kuhn, 1962).
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The metatheses can be classified in two categories of philosophical
theses.

Philosophy of the World (Ontology; Weltanschauung)

For psychology the most important ontological problems are:

The Mind-Body Problem

More precisely referred to as the Mind-brain problem, this is also called
the psychophysical problem. About this problem there are a lot of old and
new philosophical theories,! for example:

A. Dualism: 1. interactionism (Descartes)
2. parallellism (Leibniz)
3. epiphenomenalism (Pavlov)
B. Monism: 1. materialism (Democritus)
2. spiritualism (“idealism,” Plato, or “pheno-

menalism,”” Berkeley)
3. neutral monism (““identity theory”” or “double-
aspect theory”” Spinoza)
C. Pluralism: 1. trialism (Popper, 1977)
. pluralism (Pribram, 1971)

N

The Conception of Man

There are different philosophical conceptions of man in modern
psychology, such as (1) the biological (Darwinian) conception; (2) the
social-historical (Marxian) conception; and (3) the humanistic (and exis-
tentialistic) conception.

The Philosophy of Determinism

There are the following philosophies about the old problem of neces-
sity and free-will: (1) causal determinism; (a) mechanistic (one-way) caus-
ality, and (b) dialectical (interactive) causality; (2) probabilism ("stochastic
determinism”’); and (3) indeterminism (free will).

'Space permits only a survey here. For a more detailed description, see the introductory
chapters in K. B. Madsen, Modern Theories of Motivation.
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Philosophy of Science

The philosophy of science includes:

Epistemology, or “'Theory of Knowledge” (in General)

There are the following main theories of knowledge: (1) empiricism;
(2) rationalism; and (3) intuitionism. Most modern scientists and
philosophers have a combination of the two first philosophies, for exam-
ple, “logical (i.e., rationalistic) empiricism” (the neopositivism of the

Py

Vienna Circle), or Popper’s “critical (i.e., empirical) rationalism.”

Conception (or Ideal) of Science

According to the so-called Frankfurt school, especially Jurgen
Habermas, (see Habermas, 1971), there are three conceptions or rather
ideals of science. (1) The naturalistic (or physicalistic) ideal, which regards
natural science (especially physics) as the ideal for all sciences. The task of
science is to describe, explain, and predict in order to control nature. (2)
The humanistic (or hermeneutic) ideal, which regards the old text-
interpretating sciences as the ideal, (e.g., philology, law, theology, etc.).
The task of science is to interpret and understand in order to increase
human self-understanding. (3) The social (or critical) ideal, which regards
the critical social sciences (e.g., Marxian political economics) as the ideal.
The task of science is to criticize social institutions, organizations, laws,
etc., in order to increase emancipation.

Psychoanalysis can be regarded as a science which is at once natural,
hermeneutic (interpretations of dreams), and critical.

Methodology

This involves a set of principles, rules, or argumentation for using (1)
special methods: experiments, tests, clinical methods, etc.; (2) data lan-
guage: a special language for the description of observations, as, for
example, of behavioral or a phenomenological data language.

After this brief presentation of our metatheory, we are ready to
present the analysis of Berlyne’s theory. We are presenting the three
levels ““from above”: (1) metalevel, (2) hypothetical level, and (3) data
level. This is in accordance with T. S. Kuhn and other modern metascien-
tists, who claim that the metalevel steers or guides the creation of the
hypothetical level and the data level, which of course influence the other
levels in a corrective way.
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We can summarize our metatheory in the form of a diagram (see
Figure 1).

THE METALEVEL OF BERLYNE’'S THEORY

Introduction

Modern psychologists have, for a long period (from about 1935 to
1960), not been interested in an explicit formulation of their philosophical
presuppositions. During this period, the influence of logical empiricism
was so dominant—at least amongst American psychologists—that they
regarded the ontological problems as ““pseudoproblems,” or at least as
problems belonging to speculative, ““metaphysical”’ philosophy—not to
science (and “‘scientific philosophy”’). Therefore, we have to reconstruct
these philosophical presuppositions on the basis of an interpretation of
the text (and therefore a discussion with the author of the text was of
special value for this point).

Psychologists were in this period more often explicit in their formula-
tion of their philosophy of science, and Berlyne was especially explicit
and clear in his exposition.

Berlyne’s Philosophy of the World

Berlyne has no explicit formulations about his conception of the
mind-brain problem. But from the more explicit part of his metalevel, we
can infer that Berlyne presupposed a neutral-monistic theory about the
psychophysical relationship between mind—or consciousness—and
brain. There were some doubts left in the present author’s mind, but after
some discussion with Berlyne it became clear that he adopted the
neutral-monistic theory (and not a materialistic theory which was the
other possibility).

Similarly, with Berlyne’s conception of man there are no explicit
formulations, but here there is no doubt that Berlyne presupposed a
biological Darwinian conception, like most American psychologists.
Thus he made use of experiments with animals—as well as men—and
inferred, without any discussion, results from animal experiments to a
general theory of motivation. But it must be added that Berlyne does not
underestimate the difference between man and other animals. Thus he
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FIGURE 1. The hierarchical structure of a theory. This diagram illustrates the three strata of a
scientific text: M = M-level or metastratum; H = H-level or hypothetical stratum; D = D-
level or descriptive stratum. The four arrows (1,2,3,4) indicate that the top level influences
the formation of the next level, which, in turn, influences the bottom level. But thereis alsoa
feedback of influence from the D-level to the H-level and the M-level. (Otherwise, it would
not be a scientific theory.)
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stresses symbolic activity (“epistemic behaviour”’) as being special for
man.

On the third ontological problem, the problem of determinism, Ber-
lyne is not explicit. But from the text as a whole we can infer that he
presupposed a causal determinism. There are no formulations in favour
of a probabilism, and a free-will indeterminism would have been in
contradiction with Berlyne’s whole scientific philosophy.

Thus Berlyne’s philosophy of the world can be summarized as a
neutral-monistic, biological, and causal-deterministic philosophy.

Berlyne’s Philosophy of Science

The epistemological presuppositions of Berlyne’s theory are not for-
mulated explicitly, but it is rather obvious from the whole text that
Berlyne presupposes a rationalistic empiricism a la “logical empiricism.”
And Berlyne confirmed this in our discussions.

In accordance with this, Berlyne had a naturalistic (physicalistic)
ideal of science. Thus he used the word psychobiology in the title of his last
book, and it was my impression that he was eager to defend the naturalis-
tic conception of psychology against the growing humanistic school. It is
also in accordance with this naturalistic conception that neuro-
physiological data as well as neurophysiologically inspired hypothetical
constructs are applied freely in Berlyne’s hypotheses. This is especially
true for his motivational theories about curiosity (1960) and aesthetics
(1971). The theory about thinking (1965) contains more “‘intervening vari-
ables” (in the narrow sense without any “surplus meaning”), but this
“integrative neoassociationism’—as Berlyne called it—is also a naturalis-
tic (physicalistic) type of psychology.

Although Berlyne thus has a clear naturalistic ideal of science, he is
not in favor of a narrow logical-empiricist conception of “theory” as a
deductive system, like his teacher, C. L. Hull. Thus, he wrote that he
would prefer applicability to precision in theory construction.

Berlyne is explicit and clear in his formulations about methodological
problems. Thus, he favored and used himself the experimental method.
And he also explicitly preferred a behavioral datalanguage. He even
warned against a phenomenological datalanguage. Thus he wrote about
the psychology of behavior and the psychology of consciousness, “‘both
of these may be legitimate pursuits, but it is important not to confuse the
two” (Berlyne, 1965, p. 14).

We can summarize Berlyne’s philosophy of science as a logical-
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empiricistic, naturalistic (physicalistic) experimental and behavioral
philosophy of science.

THE HYPOTHETICAL LEVEL OF BERLYNE’S THEORY

Introduction

In this section we concentrate on Berlyne’s theory of motivation,
because it is much better known and important than his theory of think-
ing. Furthermore, the present author has specialized in comparative
studies of theories of motivation (see Madsen, 1959, 1973 and 1974).

The most important book by Berlyne is his Conflict, Arousal and
Curiosity. In addition to this, he has written about motivation in several
papers and chapters in handbooks. Among these, his chapter (1963) in S.
Koch (Ed.), Psychology: A Study of a Science (Vol. V) is of special relevance.
Its title is ““Motivational Problems Raised by Exploratory and Epistemic
Behavior.” Also his book Psychobiology and Aesthetics (1971) can be re-
garded as an elaboration and application of his theory of curiosity pre-
sented in his main work (the 1960 book).

Summary of the Hypotheses

We shall presently turn to the contents of Berlyne’s explanatory
system. But before we go into a deeper analysis, we present here a very
short summary of the contents of the theory as a whole. It is very easy to
do, because Berlyne has given us an excellent summary of the whole book
in his title Conflict, Arousal and Curiosity. In other words, curiosity be-
haviour (which will be described further and classified later) is caused by
various conflicts (which also will be described under the analyses of the
descriptive level). The causal link, the mediating or intervening variables
between conflict and curiosity, is “arousal.” This is the most important
explanatory term or H-variable in Berlyne’s theory. It is a very well-
defined variable, which is introduced after a very thorough analysis of the
concept of ““drive” in general. As this analysis is one of the most reward-
ing the present author has found, we will consider it at some length in the
next paragraph. But before leaving this summary of the theory, we shall
present a summarizing diagram representing the hypotheses in Berlyne’s
theory (Figure 2).
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Berlyne's
Theory

Arousal

Arousal Potential

Collative
Variables

FIGURE 2. Berlyne's theory of curiosity. See explanation in text.

The Hypothetical Terms (H-Terms)

Berlyne (1960) confesses in the preface that

the book has two features that would have surprised me when I first set out to
plan it. One is that it ends up sketching a highly modified form of drive-
reduction theory. . . . The second surprising feature is the prominence of
neurophysiology. (p. VIII)

Later in the more theoretical part of the book (Chapters 7 to 11)
Berlyne makes “‘a very thorough analysis” of the concept of drive:
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The concept of drive, which dominates contemporary discussions of motiva-
tion, resolves itself into three logically distinct concepts. We may distinguish
them as drive,, drive, and drive,.

Drive,. There is first the notion of drive as a condition that affects the level
of activity. It is customary to speak of the “‘energizing effect of drive” in this
connection. . . The close resemblance between the manifestations of drive,
and those of arousal will hardly have escaped to the reader. . . . So it will
require no great temerity to regard drive, and arousal as intimately related.

Nor will it require great originality, as several writers have been drawn
towards the same step. . . .

Drive,. The second notion represents drive as an internal condition that
makes certain overt responses more likely than others. It differs from drive, in
its selectivity.

Drive,. The third notion identifies drive as a condition whose termination

or alleviation is rewarding, that is, promotes the learning of an instrumental
response. (pp. 165-167)

After this thorough analysis of the drive concept Berlyne continues:

One of the working assumptions of S-R reinforcement theory as developed

especially by Hull . . . and his associates has been that drive,, drive, and
drive, can be identified. (p. 168)

The rest of the two most theoretically significant chapters (7 and 8)
contains an extensive argument for identifying “drive,,,” with
“arousal,” which is a function of the “recticular arousal system” (RAS).
But with this argumentation we move on to the next part of our analysis
(the hypotheses).

Classifications of the Hypotheses

We are now naturally led to the next part of our analysis: the hypoth-
eses in Berlyne’s explanatory system. We will first look at some S-H
hypotheses, which formulate the causal or functional relationships be-
tween arousal and its antecedents.

Berlyne (1960) discusses the independent variables, which are “de-
terminants of arousal” (especially pp. 170-179). They are: (1) intensive
variables, (2) affective variables, and (3) “collative variables” (the special
curiosity-motivating variables, which will be dealt with later). He pre-
sents considerable experimental evidence for every class, and then coins a
new term: “We shall henceforth refer to all these properties of incoming
stimuli with power to affect arousal as arousal potential” (p. 179).

This “arousal potential”” is perhaps not an H-variable, but rather a
very general descriptive term standing for abstract properties processed
by independent variables of stimuli. It is one of those variables, which
makes it extremely difficult to draw a sharp boundary between D-level
and H-level, between the descriptive and explanatory contents of a
theory.
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But we have come to the conclusion that “arousal potential”” should
be regarded as an “intervening variable” in the narrow sense, that is,
“arousal potential” is an H-term without any surplus meaning. As dis-
cussed in Chapter 2 of Madsen (1974), “intervening variables” can be
conceived of as belonging to the “lowest” or least abstract part of the
H-level.

Berlyne discusses two possible hypotheses about the relationship
between “arousal potential” and ““arousal.”

One hypothesis is set forth by Hebb and other psychologists. It
postulates “that the conditions that make for boredom will produce
exceptionally low arousal, and that low arousal, as well as high arousal,
must therefore be aversive.” (Berlyne, 1960, pp. 188-189). The other
hypothesis is set forth by Berlyne himself. He writes: “When arousal
potential is inordinately low, arousal may mount” (p. 193). Berlyne pre-
fers this hypothesis to the first one, because ““a state of low arousal is a
state of drowsiness characterized by high-amglitude, low-frequency EEG
waves” (p. 189).

But he is in agreement with Hebb and others that low arousal poten-
tial “boredom,” as well as high arousal potential, is aversive, and that the
optimal arousal potential is preferred or striven for:

Our hypotheses imply, therefore, that for an individual organism at a particu-
lar time, there will be an optimal influx of arousal potential. Arousal potential that
deviates in either an upward or a downward direction from this optimum will
be drive inducing or aversive. The organism will thus strive to keep arousal
potential near its optimum. (p. 194)

This apparently paradoxical part agreement and part disagreement
between Berlyne and Hebb is a consequence of Berlyne’s special hypoth-
eses (best elaborated in his 1963 paper). Whereas Hebb and others pre-
suppose a linear, increasing relationship between arousal potential and
arousal, Berlyne presupposes a U-shaped relation between arousal po-
tential and arousal. In other words, Berlyne presupposes that only a
medium strength of arousal potential causes a low arousal. But it is a low
arousal which is preferred, not a medium (which Hebb postulates).

This makes clear that Berlyne and Hebb are in agreement about the
fact that medium arousal potential is optimally attractive.

All these confusing agreements and disagreements are perhaps
cleared up by Berlyne’s own diagram (Figure 1(a) and 1(b) and Figure 2)
from his “Koch-paper” (see Figure 3).

The agreement between Hebb’s and Berlyne’s hypotheses can here
be noted.

Although Hebb’s hypotheses are the simpler, I think that Berlyne’s
are the more adequate empirically. We have already mentioned that his
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FIGURE 3. Berlyne’s theory.

hypotheses can explain the paradoxical simularities and differences be-
tween “sleepiness” (low arousal), which is preferred, and ““boredom”
(high arousal, but low arousal potential), which is avoided. Berlyne’s
hypotheses also explain how high arousal caused by high arousal poten-
tial is avoided. This “high-high-condition” exists in all drives (except
boredom). And “curiosity” is thus a drive which is caused by conflicting
stimuli-conditions (called “collative variables”’) which we will deal with
later.

Thus Berlyne could formulate a very general H-R hypothesis: all
high-arousal conditions or “drives” determine arousal- and drive-
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reducing behavior. This drive-reducing behavior must be different in
“boredom” and other ““drives” (including curiosity). In “boredom” (high
arousal, but low potential) the behavior of the organism consists of a
seeking for increased stimulation (increasing potential, but reducing
arousal). In “curiosity” (and other drives with high potential and high
arousal) the behavior of the organism consists of a striving for reducing
stimulation (and potential, which reduces arousal). Berlyne assumes that
the reducing of arousal, or drive reduction, is always rewarding or “‘rein-
forcing.” He thus accepts the “drive,” concept as valid for curiosity drive
(without necessarily accepting a general reinforcement theory of learn-
ing).?

Berlyne also accepts the ““drive,”” concept as valid for curiosity drive,?
as he supposes that curiosity drive has a selective effect upon several
other processes. These hypotheses may be classified as H-H hypotheses.
He elaborates on them in Chapter 3 of his 1960 book under the title of
“Attention.” He concludes the Chapter with the following summary:

the evidence we have to go on tends to favor the view that the determinants of
attention in performance, attention in learning, and attention in remembering
are similar. They seem to include many of the factors that affect response
strength in general. Moreover the collative variables that are a special concern
of ours seem to play a part in all three. (p. 77)

What Berlyne here calls “attention” is a selective function of the
reticular system (RAS). He—especially in his 1963 paper—mentions sev-
eral investigations which present evidence for a specific activating func-
tion in the thalamic part of the RAS. Even the brain-stem part of the RAS
has not only a general but also a specific activating function, according to
some experiments by the Soviet psychophysiologist P. K. Anokhin:

He has shown that different chemical substances will block the normal reticu-
lar reaction to some kinds of stimuli while leaving the potency of other stimuli
unaffected. Anokhin concludes from these and other facts . . . qualitatively
different biological reactions (orienting reaction, defensive reaction and
alimentary reaction) excite in the reticular formation different complexes of
neural elements which are specific to them. These neural elements, in their
turn, exert a specific activating influence on the cerebral cortex mobilizing in it
intracortical connections adequate to the given reaction. (Berlyne, 1963, p- 309)

As “learning” and “‘remembering’”’ may be classified as H-variables,
it is correct to describe the hypotheses about the relationship between

?In later works Berlyne modifies his hypothesis about reinforcement. According to the new
version of his reinforcement hypothesis, reinforcement or reward is the result of either
reduction of high arousal or increase in low arousal. (See Berlyne, 1967, 1969.)

3The reader may be reminded that Berlyne logically accepts the “drive,” concept too,
because ““drive,” is identical with “‘activation’” or “arousal.”
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“attention” (specific activating arousal) on the one side and “‘learning”
and “remembering” on the other side as H-H hypotheses. As ‘“’perform-
ance” must be classified as a dependent, empirical variable (“R-
variable”’), we must describe the hypothesis about the relationship be-

tween “attention” (RAS) and “‘performance” as an H-R hypothesis.*

Basic Classification of Hypotheses

Having presented the most important of Berlyne’s hypotheses, we
now turn to the basic classification into S-H, H-H, and H-R hypotheses.
Before doing this we shall make our systematic reconstruction of the
hypotheses and reformulate them in partially symbolic formulas.

In this reconstruction we have finally decided to regard ‘‘arousal
potential” (A.P.) as an H-term representing the variable which deter-
mines “arousal” (A). Thus we have the following hypotheses:

1. Hypothesis: S(intensive, external stimuli)}>H, p.
2. Hypothesis: S(affective stimuli)—>Hj4 p.
3. Hypothesis: S(collative variables)—H, p.
4. Hypothesis: S(internal stimuli from needs)—>H, p.
5a. HYPOtheSi53 HA.P.. low"')HA, high (‘‘boredom’”)
5b. Hypothesis: Hy p., nign—Ha.. hign ¢curiosity
5c. Hypothesis: Ha p., nign—>Ha., nigh ¢ other drives
5d. HYPOtheSiS: Ha.. medium™Ha., 1ow ¢optimally preferred state*)
6. Hypothesis: H("“boredom”’)—R(stimulus seeking)
7. Hypothesis: H(”other drives”)—>R(stimulus reduction)
8. Hypothesis: H("curiosity”’)—>R(explorative, epistemic)
9. Hypothesis: Ha (specific. - attentiony—>H(acquisition, learning)
10. HYPOtheSiS: HA.(specific. “attention")'—)H(remembering)
11. Hypothesis: Ha (specific. attention —>R(performance)

After having made this partially symbolic reformulation of the
hypotheses, we conclude this section with our basic classification:

1. Purely theoretical hypotheses (H-H):
Hypothesis Nos. 5, 9, and 10. In all: 3 hypotheses.

2. Partly empirical hypotheses:
a. S-H hypotheses: Numbers 1, 2, 3 and 4. In all: 4 hypotheses.
b. H-R hypotheses: Numbers 6, 7, 8 and 11. In all: 4 hypotheses.

‘Berlyne has dealt with the problems of attention in later works; see especially Berlyne

(1968).
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THE DATA LEVEL

The Abstract D—Level

We are now going to analyze the independent variables and later on
the dependent variables in Berlyne’s theory.

Berlyne deals with the independent empirical variables in Chapter 2
of his 1960 book. These variables are:

1. ““Novelty” is a basic characteristic of many stimuli. This stimulus
variable can be classified in several ways. Thus stimuli can be “‘completely
novel,” when they have never been perceived before. They can have a
“short-term-novelty,” when they have been perceived recently, and a
“long-term-novelty,” when they have been perceived a long time ago
(without being completely novel).

The stimulus pattern can be classified as ““absolutely novel” or “rela-
tively novel.” In the latter case, there are some elements in the pattern
which are familiar.

Related to novelty are “change,” “surprisingness,” and “incon-
gruity.”” All these characteristics—like novelty itself—are, of course, rela-
tive to an organism.

2. “Uncertainty” is another basic characteristic of stimuli. Berlyne
defines this stimulus variable in accordance with “information theory,”
but it would take too long to present it here.

3. “Complexity” is a third basic characteristic of stimulus patterns.
These stimulus variables depend on the number of elements in the
stimulus pattern, on the dissimilarity of the elements, and on the degree
of ““cohesion” of the pattern.

Some of these stimulus variables can be defined in terms of informa-
tion theory, with uncertainty as the basic variable (called entropy in infor-
mation theory). Then “complexity” is “content of information,” and
“novelty”” is “amount of information.”

From a psychological point of view, these variables can all be de-
scribed as having elements of conflict. But to distinguish this conflict
between stimuli from conflict between responses, Berlyne calls them
perceptual conflicts. Besides these, Berlyne later notes another sort of
conflict between symbolic stimuli, which he designates conceptual con-

flict.?

’It is possible to regard ““conflict’—just like ““arousal potential’’—as an intervening variable
(without surplus meaning), rather than a descriptive, independent variable.
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For all these independent empirical variables Berlyne coins the com-
mon term “collative variables.”

These collative variables contribute to the ““arousal potential,” which
is also determined by “affective stimuli” (associated with reward and
punishment), all intensive external stimuli, and internal stimuli arising
from needs. We thus have a hierarchical system of more or less general-
ized independent empirical variables in Berlyne’s theory (see Fig. 4).

We now turn to the dependent empirical variables in Berlyne’s
theory. He has himself made a very systematic classification of these
behavior- or R-variables in his 1960 book, and elaborated it further in his
1963 paper.

One of his main classifications is into exploratory behavior and epistemic
behavior.

He gives us a short definition in the 1963 paper: “Exploratory re-
sponses have the function of altering the stimulus field” (pp. 286-287).

“Exploratory behavior”” can be classified in several ways (pp. 288
290):

1. Classification in accordance with the form it takes.
a. “Receptor—adjusting responses” (to these belongs the
“orienting reflex”’)
b. “Locomotor exploration”
c. “investigatory responses’ (mostly manipulative)

These three classes are dealt with in Chapter 4-6 of Berlyne’s 1960
book.

2. Classification in accordance with its motivation:
a. “Intrinsic exploration” (motivated by curiosity)
b. “Extrinsic exploration” (other motives than curiosity)

"AROUSAL POTENTIAL"

A

1. "COLLATIVE 2. "AFFECTIVE 3. STRONG 4. INTERNAL

VARIABLES" STIMULI" EXTERNAL STIMULI
STIMULI ARISING FROM
NEEDS
a. Novelty b. Uncertainty

c. Complexity d. Surprisingness

FIGURE 4. Schematic representation of the independent empirical variables in Berlyne’s
theory. (““Arousal potential”’ can be regarded as an “intervening variable.”)
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3. Classification in accordance with the object:

a. “Specific exploration,” which has the function of providing
stimulation from a specific source (often motivated by curiosi-
ty)

b. “Diversive exploration,” which has the function of providing
stimulation in general (often motivated by “bordeom’’) and is
named ‘‘recreation,” ‘“‘entertainment,” etc.

“’Epistemic behavior” is defined in this way in the 1963 paper: “The
term epistemic behavior refers to behavior whose function . . . is to equip
the organism with knowledge, by which we mean structures of symbolic
responses’’ (p. 322).

Epistemic behavior is classified into:

1. Epistemic observation—which includes the experimental and
other observational techniques of science

2. Epistemic thinking—which is a sort of directed and productive
thinking

3. Consultation—which includes asking other people questions or
consulting reference books

As we already know, Berlyne has made the empirical generalization
(S-R sentence or “law”), that exploratory and epistemic behavior is
determined by perceptual and conceptual conflicts. It was in order to
explain this “law” that he elaborated the hypotheses about arousal with
which we are now familiar.

The Concrete D-Level

It goes without saying that Berlyne employs numerous protocol
sentences as the basis for his empirical generalizations and hypotheses.
The protocol sentences are used in all the experiments about curiosity
which Berlyne presents in his books and papers. Many of these experi-
ments were made by Berlyne and his co-workers. Others were made by
diverse American, European, and Soviet psychologists. Many of these
experiments have an interest both for general psychologists and for
educational psychologists, but it would lead us too far afield to review
them in this paper.® It is sufficient to state that, in the present author’s
opinion, Berlyne’s theory is based on firm empirical ground.

*It is also impossible to discuss here Berlyne’s application of his theory to “Art” and
“Humor” (1960, 1971).
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The protocol sentences themselves are, of course, not quoted in
reviews of the experiments, which are, as is usual in a book of this sort,
presented in a generalized form.

THE THEORY AS A WHOLE

In this final section, we shall make an overall evaluation of Berlyne’s
theory.

First, we shall evaluate the “explanatory power,” or the testability, of
the theory. According to modern philosophers of science—especially
those influenced by Karl Popper—testability is the main criterion for the
distinction between scientific theories and other, nonscientific theories
(e.g., philosophical, metaphysical, religious, ideological, and political
theories).

Testability (i.e., verification and/or falsification) is not an easy quality
to estimate, because it is a quality of degree rather than a all-or-nothing
quality (at least for whole theories—a single hypothesis may be classified
as testable or not testable). If testability is a quality of degree, it must be
possible to estimate—or measure—it quantitatively. Therefore, we have
designed a formula for the quantitative estimation of testability (or
“explanatory power”’). The formula consists of the ratio between the
number of theoretical hypotheses and the number of partly empirical
hypotheses.

“Theoretical hypotheses” are hypotheses about the functional
relationships between pure hypothetical constructs or other unobserva-
ble intervening variables. In our former classification of Berlyne’s
hypotheses, these were classified under the label “H-H hypotheses”.
These are not directly testable, only indirectly through their connection
with the “partly empirical hypotheses.” These are hypotheses about the
functional relationships between at least one empirical variable and at
least one hypothetical variable (hypothetical construct or intervening
variable). The empirical—or descriptive—variables are independent, or
stimulus variables (S-variables) and dependent or reaction variables (R-
variables). (It is at least so in psychological theories based on a be-
havioural datalanguage—such as Berlyne’s and most modern American
theories.) Therefore, we have classified these empirical hypotheses under
the labels S-H hypotheses and H-R hypotheses. The partly empirical
hypotheses are directly testable. Thus our formula for testability consists
of the ratio between the number of H-H hypotheses and the sum of the
S-H and the H-H hypotheses. The ratio is named the “Hypotheses
Quotient” (H. Q.). We have calculated the H. Q. for Berlyne’s theory and
several other theories. Berlyne’s theory’s H. Q. is:
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3(H-H) _3
3[(S-H) + (H-R)] 4+4

H.Q. = =0.38

As may be seen from the table below, the H. Q. varies from 0.09 to
1.43. It must be remembered that, the lower the H. Q., the higher the
degree of testability. Thus Berlyne’s theory has a rather high degree of
testability.

TABLE I. Hypotheses Quotients for 14 Modern and 10 Earlier Theories in

Psychology.
Modern theories H.Q. Earlier theories H.Q.
Cattell 0.09 Tinbergen 0.11
Maslow 0.13 Hebb 0.13
Duffy 0.14 McClelland 0.14
Miller (I) 0.20 Hull 0.36
Pribram 0.29 McDougall 0.43
Bindra 0.30 Lewin 0.50
Atkinson and Birch 0.33 Murray 0.71
Berlyne 0.38 Young 0.82
Brown 0.38 Allport 1.00
Konorski 0.54 Tolman 1.43
Woodworth 0.57
Miller (IT) 0.60
Festinger 0.84
Atkinson 0.86

Second, we shall try to evaluate the practical utility of Berlyne’s
theory. Unfortunately, we do not have a quantitative estimation of the
practical utility of theories. A possible solution to this problem could be to
make a statistical enumeration of quotations of references to Berlyne’s
theory in educational literature or other applied-science literature. With-
out such exact data, we must rely on our subjective evaluations. And it is
my subjective evaluation that Berlyne’s theory is one of the most influen-
tial psychological theories in education—at least as seen from the Danish
viewpoint (see Olsen, 1970).
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The Quest for the Inverted U

EpwARD L. WALKER

The quest for the inverted U, although not without historical precedents,
received its major modern impetus with the publication of Daniel E.
Berlyne’s Conflict, Arousal and Curiosity (1960). In this and in later volumes
Berlyne developed a conception of motivation that was in sharp contrast
to the prevailing formulations of psychiatry, psychology, and behavior
theory.

A key concept in Berlyne’s theoretical work is that of an optimal
arousal level. An implication is that the organism prefers to be at such a
level and will behave in a manner that will serve to maintain an optimal
level of arousal. Arousal level in Berlyne’s theory is affected by a number
of structural variables, referred to by him as collative variables. This
conception of motivation envisions an optimal level of activity as the
normal state of the organism. Suboptimal activity will lead to a seeking of
means to increase the arousal level to optimum, and superoptimal arousal
will lead to the seeking of means of reducing arousal to optimum.

Berlyne’s conception of motivation is in sharp contrast to the domi-
nant formulations that prevailed prior to 1960. In these theories, the nor-
mal state of the organism was seen as inactivity and quiescence. In
psychoanalytic theory, behavior was motivated by conflict. Successful
therapy reduced or removed conflict, which produced zero motivation
and an inactive state. Homeostatic mechanisms in physiology were con-
ceived in terms of an optimal state, with activity occurring whenever
there was a displacement from optimum. When optimum was restored,
the organism ceased to be motivated and therefore ceased to be active. In
behavior theory, the major motivational concept was that of the biological

Much of the material in this chapter is drawn from Edward L. Walker, Psychological
Complexity and Preference: A Hedgehog Theory of Behavior. Monterey, Calif.: Brooks/Cole
Publishing Co., 1980.

EDWARD L. WALKER * 3041 Lopez, Pebble Beach, California 93953.
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or social drive. Activity occurred only when there was a positive value of
the drive present. When all drives were satisfied, the organism ceased to
behave.

Berlyne, in contrast, saw the optimum as involving normal physical
and cognitive activity. Theidea of the active state as both normal and ideal
has far more intuitive appeal than any ideal that specifies torpor or
quiescence.

PsYCHOLOGICAL COMPLEXITY AND PREFERENCE THEORY

My own quest for the inverted U has been guided by what I have
called Psychological Complexity and Preference: A Hedgehog Theory of Be-
havior. This theory was inspired positively by Dember and Earl (1957) and
by Berlyne (1960). The reference to the hedgehog comes from classical
comparisons of the behavior of hedgehogs and foxes. The fox is a clever
animal with more solutions than he has problems. The hedgehog has
survived for many thousands of years with a single trick. Whatever
happens, the hedgehog curls up into a ball. Psychological Complexity
and Preference Theory is a simple theory that is applicable in all situa-
tions. It is for this reason that I refer to it as a Hedgehog theory of
behavior. This designation implies an intellectual strategy. The simple
elegance of the theory is to be preserved as long as possible. The theory is
not to be modified with each new finding, but is to be preserved intact
until it is necessary to abandon it altogether in the face of irrefutable
evidence.

There are two basic postulates of theory:

1. There is an optimal level of psychological complexity for a
psychological event that will be preferred to either simpler or more
complex events.

2. Repeated experience of an event will lead to progressive simplifi-
cation of that event.

The first is the preference postulate, and the second is the learning
postulate. They are presented graphically in Figure 1.

The quest for the inverted U within the Hedgehog is a search for an
optimal complexity level, rather than for an optimal arousal level as
suggested by Berlyne. Variables in behavior theories can be divided into
three classes: structural variables, such as psychological complexity, af-
fective variables, such as pleasure-pain, and energetic variables, such as
arousal. Berlyne (1971) and Kreitler and Kreitler (1972) choose energetic
variables. Berlyne chose arousal and the Kreitlers chose tension. It cannot
be argued strongly that one choice, structural or energetic, is right, and



THE QUEST FOR THE INVERTED U 41

Preference for Optimal Complexity Complexity Reduction with Experience
Wundt’s Hedonic Tone Learning
=
£ 7 z
Py %
S A 2
= =
- £
]
2
- 0
£ i)
B
gz 2
5 £
ssjgen]
Intensity-Complexity Experience
FIGURE 1

the other wrong. However, the Hedgehog, being true to its nature,
chooses the simpler of the two concepts. Stimuli have only structural
properties, and it is the structural aspects of psychological events that
have logical and temporal priority. If some aspect of the energetic variable
is to be optimized in order to result in an affective experience, then all
three concept realms are involved in a logical chain with a logical order.
The first is the structural effect, that in turn induces an energetic effect
(arousal or tension), which then results in an affective effect (an aesthetic
experience). This logical order implies a three-step temporal order in
reaction. Itis also implied that all three steps must occur and be congruent
on all occasions. The arousal condition cannot occur without appropriate
prior structural conditions, and it must always occur when those struc-
tural conditions occur. The affective effect can occur only when the
arousal conditions are those specified by the theory, and must occur
when the arousal conditions are appropriate. By this logic, and under
most circumstances, the quest for the inverted U in terms of psychological
complexity is nearly identical with the search for optimal arousal level.

The search for the inverted U has been sufficiently successful to
justify maintaining the hunt, yet there are a great many experimental
studies in which the results do not fully support the simple character of
the original conception. Some results are inconsistent with other results,
some appear contradictory, some are difficult to replicate, and some
cannot be said to arise from the theory without elaborate post hoc expla-
nation. In the remainder of this paper I shall cite empirical results which
seem to support the theory. I shall demonstrate the generality of the
theory across species and problems, and then I shall provide a partial list
of circumstances in which Figure 1 could represent the true state of affairs
even though some other function was obtained empirically.
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The Preference Postulate

The preference postulate says that there should be an inverted
U-shaped relation between the structural variable, psychological com-
plexity, and any affective variable resulting in preference. The Wundtian
curve in Figure 1is the prototype. However, Wundt (1874) was expressing
what he believed to be the relation between stimulus intensity and
hedonic tone. It is an important question whether and to what extent
stimulus intensity, independent of some structural quality of the
stimulus, produces an inverted U when plotted against an affective
variable.

Intensity and Complexity

There is some reason to expect intensity to function as a complexity
variable. Heat would seem to be an intensity dimension, and there are
clearly optimum temperatures that are pleasant, and lower and higher
temperatures that are unpleasant. On the other hand, Stevens found it
necessary to make a distinction between two kinds of continua. Metathe-
tic continua refer to what kind and where and yield equal jnds. Protothe-
tic continua refer to the question of how much and yield jnds which
increase systematically with increases in the magnitude of the stimulus.
Complexity could be associated with metathetic continua, and intensity
with protothetic continua.

Some of the most challenging and difficult data to deal with from a
theoretical standpoint are shown in Figure 2. The Engle (1928) data are
rather primitive from a psychophysical standpoint. However, I consider
them good enough that they must be dealt with. For some years I thought
thatall four curves could be brought together to form an inverted U if they
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were plotted against neural intensity, and that the differences resided in
the different effects of the various substances on the neural-intensity
variable. Unfortunately for this belief, Pfaffman (1969) did two experi-
ments with squirrel monkeys. One was a two-bottle preference test, and
the other a measurement of the neural-intensity change induced by the
various concentrations of the four substances. He used different concen-
trations of substance in the two studies, and it was therefore necessary to
interpolate and extrapolate to generate the curves on the right side of
Figure 2.

Several points are obvious in the figure. The four curves do not
coalesce into a single inverted-U-shaped function, atleast when intensity
is measured in the chorda tympani nerve. Two of the curves show no
value of positive preference. Unlike the human curve, the squirrel-
monkey curve shows a concentration of sugar that is too sweet.

A very foxlike way to react to these data would be to decide that the
Wundtian hedonic curve applied to complexity as a metathetic con-
tinuum, while the protothetic function of intensity required a family of
functions ranging from the quinine curve in Pfaffman’s data to the sweet
curvein Engle’s. A Hedgehoglike way to respond would be to say that the
results might be different if neural intensity were to be measured at an
appropriate central site rather than in the sensory nerve. I have not found
a way to resolve this issue to my own satisfaction.

The Language of Experimental Subjects

There are many studies in this area of research in which the results
appear to hinge on the particular set of descriptive terms employed to
scale the stimuli. Do such terms as “’liking” and “pleasantness” mean the
same thing to experimental subjects? One approach to this problem is to
investigate the way in which the typical experimental subject associates
the usual terms employed in experimental work, but in the absence of
experimental stimuli. This has been done in a series of studies of the
semantic space of experimental subjects. In one set of studies, Walker
(1980) asked subjects to scale each of six dimensions frequently employed
in relevant research in order to determine how typical subjects saw these
terms to be related.

Figures 3 through 6 show the results of some of these studies. Figure
3 shows the relation between two major structural variables, complexity
on the one hand and a scale of relative difficulty on the other, as they were
determined in two different studies. In the absence of experimental
stimuli or tasks, these two are seen as being essentially equivalent.

Figure 4 depicts the relations seen between three evaluative or affec-
tive variables, pleasantness, interestingness, and approach-avoidance
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behavior. Experimental subjects see these three dimensions as highly

correlated.

Figure 5 shows the results obtained when subjects were asked to
relate two structural variables, complexity and difficulty, to the three
affective variables, pleasantness, interestingness, and approach-
avoidance behavior. In all six instances, including replications of three of
them, an inverted U appears. It is clear that the quest for the inverted U
has found some success in the semantic space of college students.

Figure 6 contains a somewhat surprising result. These people see the
energetic dimension, as represented by the word arousal, to be so per-

Pleasantness and
Boring-Interesting

100 —
=
i
o
60 fg
3
40 +— £
E
20 ;
A S N
0 20 40 60 80 100

Boring-Interesting

Evaluative Variables

Boring-Interesting and
Approach-Avoidance

100 —
80
60
40

20

! | | | |
20 40 60 80 100

0

Boring-Interesting

FIGURE 4

Unpleasant-Pleasant

100
80
60
40

20

0

Pleasantness and
Approach-Avoidance

I S E—

J

20 40 60 80

Avoidance-Approach

100



45

THE QUEST FOR THE INVERTED U

InNoYPIg-Aseq

| T T T T

—oc w
2

— ot m
>

—Ho09 F
g

—Hog &

— 001

aouepioay-yorolddy pueymayig-Aseq

Anxadwo))

00l 08 09  Of 0c 0
I i T T T

— 0C

or

09

yoroiddy-oourpioay

08

— 001
souepioay-yoreoaddy pue Anxsjdwo)

S 3ANOI
noy1-Aseq

001 08 09 Oo¥ OC 0
[ I T I

— ov

— 09

— 08

— 001
Funsarow-3ulog pue i ndyI-Aseg

Anxopdwo)

0oor 08 09 0Ot 0¢ 0

1 T T I

0¢

or

09

08

— 001
Junsaiog-3uuog pue Anxajdwo)

S3|QBLIBA JALIEN[BAT SNSIOA [RINIONNG

Junsauf-3uuog

Funsaioul-gutiog

noyJIg-Aseq

r T T T T

— ot M

Jdor £
&
=

— 09 w

—o08 2

— 001

wesesdun)-ueses)d pue Jmoyig-Aseyq

Anxapdwo)

001 08 09 Ot OC 0

[ I T I T

—Hor <
=
=3
[

or £
=¥
=S
a”)

0w 7
z

—08 2

— 001

weseajdun-uesesjd pue Anxajdwo)



o

<4

m [esno1y

= 00l 08 09 Or 0T O

) T T T 1
2ot
— or
— 09
— 08

001

Jouepioay-yoeoiddy pue [esnory

9 TINOIJ

NOYJI-ASeq pue [esnoly

46

jesnoly [esnoly
001 08 09 Or 0T 0 00l 08 09 Ov 07 0
[ T T I T | I T I I
z —Ho0z w = ot
2. g
(=% .
5 —or @ — oy
8 5
2 )
=] —oo 3 — 09
g — o8 — 08
< oo — 001
Sunsaau-3uLlog pue jesnoly weseajdun-1uesea)d pue jesnoly
[esnory Anxardwo)
09 or oc 0 00l 08 09 ob 0T 0
— _ T T T
0t 0c
m
74
or < o »
5
0 F n £
£
08 08
— oot — 001

SI[QBLIBA JAIIEN[BAT PUE [BINIINIG $NSIIA d119310uF

Anxardwo)) pue [esnory

weses|g-eseajdun



THE QUEST FOR THE INVERTED U 47

fectly correlated with all structural and evaluative dimensions that few if
any distinctions can be made.

There are a number of implications of these data. I shall point out
only three.

These interesting-looking data were obtained without the involve-
ment of any experimental stimuli. They therefore suggest that we take
great care to insure that we are theorizing about subjects’ reactions to
pictures or musical stimuli rather than to the language we have used in
instructing our subjects.

Second, the results in Figure 4 seem to indicate that there is little
difference between the pleasantness dimension and the interestingness
dimension. These results suggest considerable caution in implying that
the two dimensions represent functionally different kinds of exploration,
as has been suggested by Berlyne.

Third, while there are clear indications of an inverted-U relationship
between structural and evaluative variables in the semantic space of
experimental subjects, these same subjects see no level of arousal as being
too high or too great. High arousal is not associated with unpleasantness
or any other negative evaluative or affective state.

Incomplete Processing of Complex Stimuli

There can be situations in which the range of complexity values of the
physical stimulus can be quite large while the range of psychological
complexity values can be considerably restricted. This can occur when the
subject fails to process all of the material present in the physical stimulus,
especially of the more complex stimuli. A result could be an inverted U
when all of the information is processed, but an essentially linear rising
pattern when it is not. Some of the theoretical possibilities, along with the
results of an illustrative empirical study (Olson, 1977), are shown in
Figure 7.

The stimuli in the Olson study were 12 black-and-white graphic
prints from well-known artists. The prints represented a wide range of
stimulus complexity values. The subjects were instructed to study the
pictures until they were certain that they could recognize them in a later
recognition test.

The theoretical figure on the left represents two hypothetical be-
haviors. Subjects might increase their study time in exact proportion to
the complexity of the stimulus and thus generate a straight-line relation-
ship between study time and the complexity of the stimulus. Alterna-
tively, they might fail to process all the information in the more complex
stimuli leading to the curved line in the figure. The empirical curve on the
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left shows that in this instance there was a general increase in study time
as the complexity of the pictures increased.

One cannot determine from the results above whether the rate of
information processing is constant or is adjusted in response to the
amount of information in the stimulus. A rough index of information-
processing rate can be calculated by dividing the complexity value of

the pictures (C) by the study time (t) to produce a rate ((%). The middle

theoretical figure shows a hypothetical case in which processing rate is
independent of complexity and therefore constant, and a case in which
the processing rate increases as the complexity of the stimulus increases.
The empirical result shown in the middle of the lower set of figures
indicates a very substantial increase in the rate of processing information,
thus tending to refute the hypothesis that the rate of information process-
ing remains constant as shown by the horizontal line in the figure. Study
time increased with increases in the complexity of the stimulus, but the
rate of information processing increased as well.

The theoretical curves on the right show two possible relations be-
tween interestingness and complexity. The straight line would be ex-
pected if none of these graphics were so complex as to be uninteresting.
The inflected curve would indicate the beginnings of an inverted U. The
empirical curve at lower right shows no evidence of inflection and thus
indicates that none of these graphics was above the optimal complexity
level for interestingness for visual materials of this kind. It is to be noted,
however, that an inverted U was obtained from this same set of prints

when preference judgments were asked in another study. This result is
shown later in Figure 15.

In this instance, it appears fairly clear that the failure to obtain an
inverted U was not attributable to a failure on the part of the subjects to
process all the available information in the stimulus. The instructions to
study the materials long enough to provide for later recognition was
sufficient to produce an exhaustive search. Had a fixed study time been a
part of the procedure, the result might have been quite different.

Visual Complexity—Animal Studies

Figure 8 shows the results of five different studies of response to
visual complexity in animals. Each involves an array of stimuli varying in
stimulus complexity, placing the animals in choice situations and deter-
mining which they prefer, usually in terms of the amount of time the
animals spend in the presence of each. The variety of results permits an

interpretation based on the range of stimulus complexity presented to the
animal.
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For example, the upper left panel shows that animals prefer the most
complex of a set of four different patterns of three-dimensional complex-
ity created by varying numbers of baffles placed within a standard com-
partment. The animals prefer acompartment with more than three baffles
to a grey compartment or one with either one or two baffles. In contrast,
the upper right panel shows that the animals preferred a grey compart-
ment to compartments in which the walls were decorated with horizontal
(H) black and white stripes, vertical (V) stripes or a checkered (C) pattern.
The middle panel in the upper row shows an inverted U obtained when
the stimuli were combined. The figure on the lower left was obtained by
Boykin in a small pie-shaped apparatus in which the animals appeared
quite comfortable. In this study, the preferred stimulus was a wall pattern
with a maximum number of checks, 144. In the Sales study (1963) the
animals preferred a pattern with a smaller number of squares, but the
choices were made in an open-field apparatus which elicited a certain
amount of fear in the animals, adding to the complexity of the situation.
For the true Hedgehog, these results all appear to be consistent and to
reflect different portions of the inverted U.

Visual and Cognitive Complexity—Human Studies

Figure 9 shows preferences as a function of judged complexity of
visual materials. Subjects tend to prefer the more complex of the abstract
art works and the more complex of the stage-set drawings. When they
were asked to judge black-and-white graphics, something close to an
inverted U-shaped function was obtained. Black-and-white photographs
of tartan patterns yielded a decreasing preference in terms of mean liking
ratings. It seems reasonable to assume that the abstract art and the
stage-set drawings are effectively below the optimum for these subjects,
that the black-and-white graphics range below and above the optimum,
and that the tartan stimuli are more complex than the optimum. (Walker,
1980)

Figure 10 extends the application of the Hodgehog to problem solv-
ing, in this case anagrams (Boykin, 1972, 1977). Boykin’s subjects rated the
easiest problems the pleasantest and the most difficult problems as both
the most complex and the least pleasant. These data raise another prob-
lem, however. When these subjects rated problems for interesting-
ness, the familiar inverted U appeared. The Hedgehog interpretation is
that each of the evaluative terms, though highly correlated as shown in
the studies of subjects’ language, will show an optimum at a different
point on the psychological complexity dimension. The optimum forliking
or for pleasantness is lower on the scale than the optimum for interest-
ingness.
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The psychological complexity of verbal materials is most affected by
two variables, the length of the word and the relative familiarity or
frequency of experience of the words. Figure 11 contains the results of a
number of studies in which various letters, letter combinations, and
words were rated for complexity and for affective quality. The figure is to
be read by beginning at bottom left and proceeding clockwise. The figure
at bottom left indicates that, with highly familiar letters of the alphabet,
subjects show preference for letters that are rated as complex. The fitted
line represents r = .69. The letters which are rated as the most complex
and the most pleasant and interesting are also those that occur with lesser
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frequency in the English language. The figure immediately above shows
the relation between complexity and affectivity for words. The overall
correlation between complexity and affectivity for words is .43, and is
somewhat higher for frequent words (.46), and infrequent words (.51).
Longer words are rated as more complex and more pleasant and interest-
ing than shorter words, and infrequent words are given higher affective
ratings than frequent words. Thus these subjects prefer the rarer letters
and the longer and less frequent words, and they rate them as the most
complex.

The figure at the top of Figure 11 shows the results of a study of three
letter combinations. The items were selected to span the greatest possible
complexity range. It was composed of three-letter words ranging from
the most frequent to the rarest in English. To these were added nonsense
syllables and trigrams with the highest complexity ratings from other
studies. The most familiar words are rated as the least complex and their
affectivity ratings are below the optimum. The curve rises and then falls
rapidly for the rare words, trigrams, and nonsense syllables. Proceeding
clockwise, the two figures represent the results of four studies involving
nonsense syllables, bigrams, and trigrams. In each case there is prefer-
ence for those items rated as least complex, and the correlations are —.48,
—~.62, —.62 and —.69. The seven studies recorded in Figure 11 appear to
represent one large inverted U, with very familiar items rated as simple
and less pleasant and interesting, and very unfamiliar items rated as
complex and less pleasant and interesting. Middle-range items are re-
garded as most pleasant and interesting.

Thus, optimal complexity and preference postulates seem applicable
to the traditional material of verbal learning. If so, the rate of learning of
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such materials should be predictable (as demonstrated in Walker, 1980),
and it might even be possible at some point to invoke principles of
motivation in accounts of human verbal behavior.

Complexity and Auditory Stimuli

The results of the several studies shown in Figure 12 are to be
interpreted as reflecting different portions of the inverted-U preference
curve. The figure is to be read clockwise beginning at the lower left. The
first figure shows ratings of four short musical compositions composed by
Heyduk (1972, 1975). They were played on a piano and sounded like
familiar jazz compositions. His most experienced subjects showed little
liking for the simplest of these and rated the composition composed to be
the third most complex as the one they liked the most. The least experi-
enced subjects, as shown in the second figure, agreed on the optimum
but showed more liking, as expected, for the simpler compositions.

Arkes (1971) generated stimuli in the laboratory with an oscillator and
a computer. He varied stimulus complexity in chunked sets by varying
the number of chunks and by varying the number of tones within a
chunk. When the responses to these rather strange sounding stimuli are
analysed by number of chunks, there is an optimum, and preference falls
off rapidly down the right side of the inverted U. When he increased
complexity by adding tones to the chunks, the simplest stimuli were liked
best, as shown in the top figure.

The three figures on the right come from studies by Aeschbach (1975)
and by Ayres (1974, 1975). They involve ratings of two-note chords, which
were generated by an oscillator in the Aeschbach study and by a synthe-
sizer in the Ayres studies. All three of these studies show that subjects
preferred the intervals which they judged to be the simplest and most
consonant.

Preference Postulate Summary

This long list of studies that are relevant to the preference postulate
was selected and organized to indicate the breadth of applicability of the
postulate. The range of human behavior covered includes visual and
auditory perception, verbal behavior, and cognitive behavior represented
by problem solving. The applicability of the postulate was extended to
animals in studies of preference for visual and spatial complexity.

This set of studies was also selected to demonstrate three of the many
methodological problems associated with the quest for the inverted U.
The results one might expect are highly dependent on the language one
chooses to use in instructing experimental subjects, and our assumptions
concerning what the language means to subjects is not always correct. It
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has been demonstrated repeatedly that an increasing function, an in-
verted U, or a decreasing function can result from the range of com-
plexities presented to the subjects. In addition, there is some evidence
that even when a full range of stimulus complexities is presented to the
subject there may be instances in which subjects fail to process all the
information presented. Other methodological issues will be presented in
a later section of this paper.

The Learning Postulate

The learning postulate of Psychological Complexity and Preference
Theory says that, with repeated experience of a particular psychological
event, that event will undergo simplification. Simplification will manifest
itself through a reduction in errors, reduced latency of response, and
so-called improvement in other manifestations of learning. It should be
obvious that the learning postulate and the preference postulate are
closely related. The change in complexity with experience shown in the
figure on the right side of Figure 1 could result in a psychological event
being too complex to be comfortable, then simplifying to optimum, pass-
ing to the simple end of the scale and becoming boring. Thus it would
move from the right end of the complexity scale to the left end in the left
figure of Figure 1. Such effects can be demonstrated in a variety of
experience or learning paradigms with both animal and human subjects.

Animal Experience

Figure 13 shows some of the results of five different animal studies. A
basic problem with animal studies is that it is difficult to ask an animal
how complex a stimulus appears, independently of asking it which
stimulus it prefers. As a consequence, the usual practice is to construct
stimuli that appear to the experimenter to constitute a range of stimulus
complexity for the animal. If the range of stimulus complexity is suffi-
cient, the animal should show an initial preference for simple stimuli, and
with prolonged or repeated exposure it should shift its preference to more
complex members of the set.

In the left panel of Figure 13 are data from four studies of the
preferences of rats carried out by Bruce Walker (Walker, 1980). Other
aspects of these studies were plotted in Figure 8. The four studies differed
in the stimuli involved, in the length of time the animals spent in the
choice situation, and in the number of days they experienced the stimuli
involved. Averaged over five or six days, each of the curves indicates that
there was a gradual shift in preference for more complex stimuli within
any given exposure period. This effect of experience within days should
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be the result of a combination of temporary habituation effects and more
permanent effects of experience or learning. The middle panel indicates
the progressive shift in preference for more complex stimuli between
days. These effects should be attributable exclusively to learning, the
simplification of the relevant psychological events through experience, if
one assumes that habituation effects have dissipated between the daily
experiences.

When the organism does not have a free choice among responses but
must either choose to respond or not to respond, then progresive
simplification of the psychological event involved should lead to first an
increase and then a decrease in the tendency to make the response. The
panel on the right in Figure 13 is a classic example. This is a light-
avoidance response. Itis one sample from our laboratory which stands for
a large number of such curves that | have collected in order to dem-
onstrate that the true learning curve, as generated from the Hedgehog,
is one which first “improves” and then ““deteriorates’” under continued
reward (see especially Walker, 1964, 1969).

Human Experience

Similar effects of experience on psychological complexity and prefer-
ence can be shown in human behavior. Figure 14 shows the effects of 18
repetitions of one of Heyduk’s (1972, 1975) four musical compositions. It
reveals that complexity ratings fall progressively, whereas liking ratings
first rise and then fall. This is the effect one would expect if the initial
complexity value was just above optimum at the beginning. There is some
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Heyduk (1972, 1975)
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question of the extent to which these data represent a semipermanent
change, and thus learning, or reflect a temporary change, and thus
habituation. In any case, the results conform to theoretical expectations.

In many of our studies involving visual and auditory stimuli, infor-
mation has been obtained from the subjects concerning the extent of their
prior backgrounds with the class of stimulus materials. In at least one
case, subjects were selected to have different amounts of relevant experi-
ence. The data were then analysed to determine whether the experienced
subjects gave different ratings than inexperienced subjects. In most in-
stances, no differences were found that were statistically significant.
However, whenever a difference was found, it was always in the direc-
tion predicted by the theory. Figure 15 (Sinclair, 1967) is a good example.
Art students preferred more complex graphics than did law students,
who had had much less experience with such materials. There was even
some difference between the more experienced art students as compared
with the less experienced art history students. A similar effect of prior
experience can be seen in comparing the two figures based on Heyduk’s
data in Figure 12.

The effects of prior experience on the psychological complexity and
preference for verbal materials are easily shown. Figure 16 demonstrates a
high correlation between the complexity ratings of letters of the alphabet
and the frequency with which they occur in the English language.

The four sets of data in Figure 17 relate complexity ratings to either
ease of learning or to association value which is closely related to ease of
learning. The measure of learning is the mean number of items correctin a
fixed number of paired-associates trials. In each instance, the more com-
plex the item is judged to be, the more difficult it is to learn.

Effect of Prior Experience on Preference for Graphics
Sinclair (1967)
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A large number of three-letter items are compared in Figure 18 in
terms of their comparative psychological complexities. Words arerated as
less and less complex as their frequency of occurrence in English in-
creases. High-association nonsense syllables receive ratings close to the
rarest words, and trigrams are rated as the most complex of all.

These studies demonstrate the viability of the learning postulate in
its declaration that learning can be seen as progressive simplification of
the material experienced, and that there is an intimate relation between
the degree of simplification of the material and the degree of preference
for it.

SOME OBSTACLES TO A SUCCESSFUL QUEST

The pursuit of the inverted U is beset with a great many obstacles.
Earlier I made an effort to document three of them. It is not always clear
that the language of experimental subjects is the same as the language
used by an experimenter in instructing his subjects. Often the range of
stimuli presented is sufficient to tap only a portion of the preference
curve. There are some instances in which experimental subjects do not
process all the information in the complex stimuli presented to them, with
a consequent foreshortening of the range of complexity values. There are
many other problems which can stand in the way of obtaining an inverted
U in empirical data, even if that function represents the true state of
affairs. I should like to document a few of them.

Three-letter Combinations
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Motivational Problems

Considerable confusion arises because of the ambiguity in the mean-
ings of the terms intrinsic and extrinsic motivation. The motivation to
perform a task may be intrinsic to the task, intrinsic to the person but
extrinsic to the task, or it may be extrinsic to both the task and the person.
Many studies purporting to involve intrinsic motivation utilize opera-
tions which produce a complex of motives for performing a given task,
and for this reason yield results which are difficult to interpret. As a step
in the direction of clarification, I should like to distinguish three classes of
motivation that could result in the performance of the same task, but that
have different sources. I shall give these classes of motivation new names
because of the confusion involved in the use and misuse of the terms
intrinsic and extrinsic.

Autarkic Motivation

The word autarkic means self-sufficient. The source of autarkic moti-
vation is the task itself. Autarkic motivation involves performance of the
task for the sake of that performance alone, unsupported by motivation
from any other source. Behavior that is autarkically motivated will result
in what Berlyne (1960, p. 79) called intrinsic exploration. Autarkic motiva-
tion is automatic, autonomous, and spontaneous. It is intrinsic to the task
being performed.

Idiocratic Motivation

This label refers to motivation the source of which is the individual. It
is motivation characteristic of a given person. Idiocratic motivation is a
stable aspect of the personality. Its essential feature is that idiocratic
motivation is not dependent on any external source of support. The
performance of a given task can be motivated idiocratically if its perfor-
mance is seen by the individual to serve some personal motive. Behavior
that is idiocratically motivated can result in what Berlyne (1960, p. 79)
called extrinsic exploration, in which the individual seeks cues for guidance
for some succeeding response with an independent source of biological
value. Idiocratic motivation is autogenous and endogenous to the per-
son. It is extrinsic to the task performed, but its source is intrinsic to the
person performing the task.
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Extraneous Motivation

This class of motive has its source outside the individual. It is not
essential, it is not intrinsic in any sense, it is foreign. The essential feature
of extraneous motivation is that behavior which is motivated extrane-
ously will occur only when the source of that motivation is present and
operating. The behavior will cease when the source of that motivation is
removed.

The Impurity of Motiational Operations

It should be obvious from a consideration of this set of definitions
that what is purported to be activity motivated only by autarkic factors
(intrinsic motivation) in many studies in the literature is actually moti-
vated by a complex of factors including both idiocratic and extraneous
sources of motivation. It is difficult to induce a person to become a subject
in an experiment without invoking extraneous motivation. Any instruc-
tion intended to entice subjects to work on a task carries with it an
implication that the experimenter will be pleased if the subject does so
and displeased if the subject does not. If the subject works in the absence
of overt instructions from the experimenter, the subject may be self-
instructed to please the experimenter on the basis that the person is a
subject and is in a laboratory setting. Furthermore, many subjects see
such tasks as a personal challenge, thus invoking idiocratic motivation to
add to the complex.

Some theories confine the expectation of an inverted U to behaviors
motivated only by intrinsic motivation. For them this set of distinctions is
critical. In the Hedgehog an inverted U is postulated to be universal and
therefore to be expected regardless of the source of motivation. The
distinctions do, however, have practical importance. The persistent as-
sociation of idiocratic motivation with the autarkic motivation for educa-
tionally relevant tasks leads to scholarship. The persistent association of
extraneous motivation to the same tasks leads to poor academic persis-
tence.

Evaluation of Something Other Than the Intended Quality

There are circumstances in which subjects may evaluate a set of
stimuli on a dimension other than the one intended by the experimenter.
Suppose that a set of paintings is evaluated for complexity by one group
of subjects. Then suppose that another group of subjects is asked to rate
the paintings for pleasantness. Suppose that this group of raters knows
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the monetary value of each of the paintings and rates them for pleasant-
ness in terms of this value. Since they would not be rating the paintings in
terms of the intrinsic properties of the stimuli, complexity and preference
ratings would not be related.

Individual versus Group Data

Most psychological theories refer to mechanisms that operate within
an individual and to characteristics of an individual. There is an almost
universal assumption that what is true of the group is true of the indi-
vidual. Therefore, a plot of the results of group performance reflects what
goes on within each of the individuals within the group. This assumption
about the relation of group and individual results is often quite false.

Suppose we have five stimuli that vary in complexity, and we ask five
subjects to rank them for preference. If the stimuli are ordered in complex-
ity from 1to 5, it is not inconceivable that the five subjects could give us
the following orders: 12345, 21345, 32145, 43215, and 54321. Each of these
five has an optimum and an orderly decrease in preference from the
optimum. Each is either an inverted U or, in two instances, the first and
last, could be a part of an inverted U if the range of stimuli had been
larger. Yet, if we average the five ranks assigned to each stimulus, the
averages are 3.0, 2.4, 2.4, 3.0, and 4.2. The group result appears to be a
U-shaped function that would refute an inverted-U theory. Thus, the
theory would be confirmed in each of the five individual subjects and
refuted by the group results. The group results are suspect, unless they
can be shown to correspond to individual results by some means.

The Number of Experimental Stimuli

The number of experimental stimuli to be used in an experiment is
critical. In order to simplify the problem, let us assume that the theoretical
expectation is that the optimal complexity level of an individual may be
above all the stimuli in the set, below all the stimuli, or somewhere
between the simplest and the most complex. Assume further that the data
are nonmetric and consist of preferential orders given by subjects. If we
had used three experimental stimuli, which might be labeled, C, M, and S
for Complex, Medium, and Simple, then there are only six preferential
order relationships that the subjects could provide. Of these, four (C >
M>S55>M>C,M>C>S, andM > S > C) represent monotonically
increasing, monotonically decreasing, and inverted-U-shaped functions,
and are thus acceptable preference order relationships within the theory.
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Only two of the six possible orders are unacceptable. TheseareC >S >M
and S >C > M, which yield U-shaped functions which violate the theory.
Therefore, if the results were truly random, two-thirds of the results
would agree with the theory and only one-third would not. It is obvious
that it would be exceedingly difficult to test the theory with only three
stimuli, and the literature contains the reports of many studies which
employ only two values of the stimulus dimension. In that case the theory
cannot be tested at all.

Table I shows the number of possible combinations of stimuli, N/,
that arise from various number of stimuli, N. It is obvious that 3 stimuli
are infinitely better than 2, 4 are better than 3, 5 are better than 4, etc.

The techniques of analysis of ordinal data of the kind usually ob-
tained in complexity and preference research come largely from the work
of Coombs (1964), where it is largely unintelligible to me. A version which
I find somewhat easier to understand appears in Coombs, Dawes, and
Tversky (1970). Basically, Coombs refers to a preference order, such as
34215 as an I-scale. AnI-scale can be unfolded to determine whether thereis
an underlying J-scale, a unidimensional scale on which each of the stimuli
as well as the ideal position of the subject can be arrayed. Given the
I-scale 34215, one canreason that such a preference order can be unfolded
into a J-scale with the individual occupying a position between stimulus 2
and 4 and nearer to stimulus 3 than to either 2 or 4. The I-scale 34215, is an
acceptable preference-order relationship because it can be unfolded into a
J-scale. The preference order 31542 is an unacceptable preference-order
relationship because it cannot be unfolded into a unidimensional J-scale.
When a subject gives such judgments, one can only appeal to errors of
measurement, conclude that the subject is not responding exclusively to

TaBLE I. Effects of Numbers of Experimental Stimuli

Number of acceptable

Number of preference order
stimuli (N) N! relationships Percentage
1 1 1 100.00
2 2 2 100.00
3 6 4 66.67
4 24 8 33.33
5 120 16 13.33
6 720 32 4.4
7 5,040 64 1.33
8 40,320 128 .32
9 362,880 256 .07
10 3,628,800 512 .01
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the experimental dimension (in this case complexity), or that the theory is
wrong or inapplicable in the situation.

A much more elegant and detailed exposition of some of the prob-
lems of testing theories of complexity and preference using Coombs’
scaling procedures is given by Thomas (1971). It is worthy of note that
Thomas is somewhat pessimistic concerning the problem of testing
bimodal curves from ordinal data. Bimodal curves are expected from
Adaptation Level Theory (Helson, 1959) and discrepancy theories of
motivation such as those of McClelland (1953) and Hebb (1949). Thomas
shows that any result involving three stimuli can fit a bimodal discre-
pancy prediction. Thus a much larger number of stimuli would be re-
quired to verify a bimodal distribution than is required for the inverted-
U-shape, as indicated in Table 1.

The Problem of Nonmetric Data

Itis very doubtful if scales of either complexity or preference meet the
requirements of metric scales. Thatis, there is little reason to suppose that
units on either of two dimensions characteristic of a study of complexity
and preference involve equal units. The point can be illustrated even
within studies in which a physical scale is used as a dimension of com-
plexity. Let us take for an example a study in which the ubiquitous
random polygon is employed. It is typical practice to choose a set of
random polygons that vary in the number of independent sides. In a
study by Day and Crawford (1971), complexity was varied by using
random polygons of 20, 24, 28, 34, 40, and 48 sides. The results were then
plotted on a linear scale of the number of sides. The results obtained with
the 40-sided polygon were discrepant on all four of the dimensions used
in the study: simplicity, liking, pleasing, and interesting. After establish-
ing the statistical significance of the discrepancy, Day and Crawford
eliminated results for this polygon and reported results for the remaining
five figures. It is obvious that the number of sides for this set of polygons
did not form a metric scale, and in this case, judging by the ratings of
simplicity, did not even form an ordered scale.

The Occultation Effect

Occultation occurs whenever the act of determining the value of a
variable either distorts or changes the character of the event and thus
hides the true value. The occultation effect is widespread in psychology,
and usually goes totally unrecognized. A concrete example will illustrate
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the point. In psychological complexity and preference theory, the
psychological complexity of an event can be expected to decrease pro-
gressively with repeated exposure to the same stimulus. A temporary
decrease in complexity can be expected from simple habituation. A semi-
permanent decrease in complexity constitutes the learning which occurs.
In any measurement technique which requires repeated measurements
from the same subject, each judgment the subject makes represents a
different psychological event with a different psychological complexity
value, even though the stimulus remains constant. Thus, if one uses a
paired-comparison technique to order eight stimuli on a complexity di-
mension, each stimulus will be exposed a minimum of seven times by
being paired at least once with every other stimulus. Each exposure will
produce some degree of complexity reduction, and depending on the
interval between exposures and the rate of recovery from habituation
there will be a partial restoration. Depending on the character of the
individual stimuli and the amount of prior experience with them, the
amount of complexity reduction and the amount of recovery from habitu-
ation may be different. The final result is thus a mean of seven different
values for each stimulus, and represents neither the initial nor the final
value. The true psychological complexity of the event at initial exposure
has been occulted. What may originally have been the basis for an in-
verted U may now produce a quite different shape.

How Successful the Quest?

I have recounted some of the adventures of the little Hedgehog
through a jungle of data and a mountain of experiments in quest of the
inverted U. It is now time to assess the relative success of that journey.

The learning postulate appears to have been sustained without any
contrary evidence, despite the fact that it predicts such unexpected
phenomena as the rising and falling learning curve. We grow to love
moderately complex music and art, and then grow bored with that which
we formerly loved.

When the preference postulate is applied to qualitative or structural
differences between stimuli, there is no convincing contrary evidence.
Within any one class of materials, one might argue for a contrary interpre-
tation, but no alternative interpretation exists which will handle all of the
preference data from such diverse materials. We do tend to show prefer-
ence for an optimal level of complexity in art and music as well as in other
areas, and to show less preference for stimuli or events either above or
below that optimum.

Somewhere in the thicket of the intensity variable, the Hedgehog
may have sustained a grievous wound. Sugar which can’t be too sweet,
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the odor which is pleasant in any concentration, substances which taste
bad in any concentration, may require the Hedgehog to accept a family of
related functions, of which the Wundtian hedonic curve is one, in order to
handle intensity. It remains to be seen whether the wound will heal by
itself, or whether the Hedgehog will have to learn some variations on his
one trick.
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Environmental Restriction and
“Stimulus Hunger”

Theories and Applications

PETER SUEDFELD

Throughout much of the history of psychology, theorists concerned with
motivation have focused on constructs having to do with internal states.
Certainly toward the middle of the twentieth century most professional
psychologists agreed that the major sources of motivation lay either in
tissue deficits (drive-reduction theory) or in the combination of
physiological and psychic needs for various kinds of gratification
(psychodynamic theory). In both instances, the basic thrust was that a
variety of physiological processes gives rise to sets of intense stimuli that,
monitored and interpreted within the body, engage some sort of be-
havioral regulator which leads to the emission of appropriate responses.
To a degree, the stimuli are unpleasant; behavior is directed toward their
elimination, which is reinforcing. Biological concepts of instincts,
homeostasis, and general drive (D) all share this basic underlying orienta-
tion (Cannon, 1932; Freud, 1915; Hull, 1943).

Of course, most people recognized that this picture is oversimplified.
Theorists realized that intensification of stimuli is not necessarily aver-
sive, and that certain events are reinforcing even though they have no
clearly discernible drive-reducing consequences. Among such events are
sexual arousal even without subsequent copulation (Sheffield, Wulff, &
Backer, 1951), the ingestion of sweet but nonnutritive substances (Shef-
field & Roby, 1950), and the exploration and manipulation of novel
stimulus environments and objects (Harlow, 1950). It was at this point
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that research on “perceptual isolation” conducted at McGill University
under the direction of Donald O. Hebb introduced a new point of view
(Bexton, Heron, & Scott, 1954), and Daniel Berlyne’s theoretical con-
tributions began to elucidate a dramatic set of findings.

MOTIVATIONAL EFFECTS OF STIMULUS RESTRICTION

In the McGill work on perceptual isolation, internal stimulation was
presumably maintained by the satisfaction of identifiable physiological
needs. At the same time, external stimulation was supposedly reduced
through the use of immobilization, constant white noise and diffuselight,
and coverings over the hands and the body. As is well known, the
consequences of this situation during the course of two or three days
included intense negative affect, performance decrements on many kinds
of cognitive and perceptual/motor tasks, reported visual and auditory
sensations without identifiable external cause, increased desire to be
exposed to even boring and repetitive stimuli, greater persuasibility in
response to propaganda messages, and changes in psychophysiological
functioning (see Heron, 1961). Thus, the data appeared to indicate that a
lowering of both internal (drive) and external stimuli did not lead to the
quiescent, inactive state predicted by previous theories.

According to Berlyne (1960), these symptoms could be explained by
the concept of arousal potential. The argument was that the unpleasant-
ness of low stimulus levels is based on the curvilinear relationship be-
tween arousal potential, which is a function of stimulus complexity (cf.
deCharms, 1968), and the level of reticular arousal. The latter in turn is
negatively related to the hedonic positiveness of the situation. Both low
and high levels of stimulus complexity lead to increases in the state of
arousal of the reticular activating system (see Lindsley, 1961). Such in-
creases are experienced as unpleasant, and motivate the organism to
initiate attempts to restore more acceptable arousal levels. The tactic for
achieving this goal may be to move the collative properties of environ-
mental stimuli (novelty, surprisingness, change, ambiguity, incongruity,
blurredness, and power to induce uncertainty—Berlyne, 1963) toward
such moderate levels.

Naturally, this explanation was not unchallenged. Fiske and Maddi
(1961) argued that monotonous environments, both in natural situations
and in the laboratory, result in low levels of activation, which the indi-
vidual attempts to raise by seeking change and action. These authors also
emphasized the variability of arousal level over time, and suggested that
future research pay attention to such fluctuations. This formulation is
quite compatible with that of Hebb (1955), who also explained the pur-
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ported aversiveness of monotonous environments by the argument that
such environments lead to low arousal, which s affectively unpleasant, at
least until it becomes low enough to produce sleep. Schultz (1965) agreed
that low levels of stimulation lead to low arousal, which motivates the
organism to try to restore “sensoristasis” —a term analogous to homeo-
stasis, but related to a drive state of cortical arousal rather than one of
physiological need. One problem, of course, is that almost any behavioral
phenomenon may be interpreted in either direction. For example, in-
creased activity may be viewed as a sign that arousal is high and expresses
itself in the expenditure of muscular energy, just as it does when an
anxious or hungry person or animal paces back and forth. On the other
hand, the same behavior can be interpreted as a sign that the arousal level
islow, and that the behavior is being emitted in order to raise it, as when a
drowsy individual deliberately stimulates himself by fidgeting.

Compared to its rivals, Berlyne’s explanation of the phenomena
emerging from research with what is now usually called the restricted
environmental stimulation technique (REST) seems to have held up quite
well. In fact, it has held up better than the original data themselves. Many
of the latter have been nonreplicable, or at best inconsistently replicable,
and may in fact have been to some unknown degree the consequences of
procedural details and of experimenter or subject expectancy rather than
of any intrinsic aspect of stimulus reduction itself (Zubek, 1973). Recent
studies have demonstrated that REST is frequently perceived as a relax-
ing, calming, and enjoyable environment. There is even some question as
to whether the original perceptual isolation technique used at McGill in
fact leads to any reduction in stimulus level (Suedfeld, 1980). Of course, a
reduction in the collative properties of stimuli did occur beyond any
reasonable doubt, so that the variables upon which Berlyne rested his
theoretical case were indeed appropriate. They remain appropriate
throughout the entire REST literature, which has expanded to include
such widely differing methodologies as confinement in a dark, sound-
proof room, immersion in a tank of water, floating in a gel-like liquid,
immobilization in an iron lung respirator or a wooden box, and so on
(Zubek, 1969a).

The Effects of REST

Research performed in stimulus-poor environments after the early
MCcGill studies has shown a more complex picture than was painted at
first. It appears that many of the bizarre phenomena reported in the early
days may have been the consequences of some now unclarifiable combi-
nation of specific procedural, experimenter, and subject variables (see
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Zubek, 1973). For example, the occurrence of hallucinations, in the sense
of a clinically defined perceptual disturbance, is extremely rare; and
certain types of performance, including some aspects of cognitive pro-
cess, show improvements rather than decrements (Suedfeld, 1980; Zu-
bek, 1969a).

Even what has been considered the most reliable characteristic of
“sensory deprivation,” its aversive and unpleasant nature, has been
challenged by recent evidence. This was perhaps the issue on which most
people agreed in the earlier literature. Stimulus restriction was sup-
posedly experienced as stressful, tolerable for relatively short periods at
best, and a source of anxiety, boredom, and other unpleasant emotions.
In one early review, for example, this aspect of the effects was summed
up as follows:

In general, the affective response to sensory deprivation includes boredom,
restlessness, irritability, and occasionally anxiety and fear of panic propor-
tions. Descriptions of post-isolation affective states have referred to fatigue,
drowsiness, and feelings of being dazed, confused and disoriented. (Kub-
zansky & Leiderman, 1961, p. 229)

This general picture was accepted and widely transmitted by secon-
dary sources, and is still the modal description of the effects in the vast
majority of undergraduate-level psychology textbooks (Adams, 1979). It
is in fact the case that many studies have reported subjects terminating
the experiment before its scheduled end (Myers, 1969), that confined
subjects have often said that the experience was relatively unpleasant
compared to the ratings of control subjects (Myers, 1969), and that sub-
jects in REST have been shown to emit operant responses not only to
obtain stimulation but also to shorten the period of confinement (Jones,
1969; Rossi & Solomon, 1964).

But the findings are not so monolithic as they appear on the surface.
To begin with, there are significant differences among subjects, proce-
dures, and measures. Myers (1969) has shown that tolerance for REST is
very much a function of such variables as whether the dependent variable
is time spent in the condition, an operant response to modify this situa-
tion, or one of several affect scales; whether the programmed (expected)
duration is known or unknown, short or long; whether the subject is
immersed in water, immobilized, or put into a dark and silent room as
opposed to a homogeneously stimulating environment; and so on.

Subject set seems to be extremely important (e.g., see Jackson &
Pollard, 1962); and the procedures that in the early years surrounded
REST experimentation without at all being substantively related to it
(e.g., panic buttons, mysterious equipment, legal release forms) were
certainly sufficient in themselves to lead to the anxiety-laden affective
responses that were so widely interpreted as showing the effects of REST
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itself (Orne & Scheibe, 1964; Suedfeld, 1977). By the same token, more
neutral procedures lead to a great reduction in the level of stress and
anxiety expressed by participants, frequently to the point of evaluations
that are indistinguishable from those of control subjects, and evidence for
any kind of serious disturbance is minimal (Suedfeld, 1977; Tarjan, 1970).
The monotonous stimulation (homogeneous light and white noise) pro-
cedure appears to be reliably less pleasant and also less therapeutically
effective than the stimulus-reduction methods of darkness and silence.
Even the most extreme version of the latter—water immersion—has
frequently been perceived as beneficial and enjoyable by participants
with the appropriate set of expectations and orientations (Lilly, 1977).

Evidence Concerning Arousal

One aspect of this newly recognized complexity is that it turns our
attention to the issue of differential effects and responses. It has become
clear that the various techniques of implementing stimulus restriction are
not in fact interchangeable. Some of the parametric work reported in
Zubek’s (1969a) book demonstrates the range of effects that can be ob-
tained to a greater or lesser degree by using different combinations of
reduced or monotonous stimulus arrays in the sensory modalities, as well
as by varying the extent of output restriction (e.g., by immobilizing the
subject). In the argument as to what the arousal effects of sensory restric-
tion really are, the empirical evidence is inconclusive.

Performance on intellectual tasks is compatible with Berlyne’s theory
of relatively high activation level. Complex cognitive processes reliably
deteriorate, whereas simple ones frequently improve in efficiency. This
finding is compatible with data using more traditional arousal-increasing
procedures, such as electric shock and food deprivation: when arousal is
high, responses that are dominant in the subject’s learned hierarchy
become even more likely to be emitted. This phenomenon should lead to
improved efficiency on simple tasks, such as memorization and recall,
where the appropriate solution modes have been overlearned, so that the
correct approach is likely to be the dominant one. In contrast, complex
tasks (such as telling a story integrating several prescribed elements) are
not so familiar, and the lack of a clear-cut dominant solution leads to
response competition and reduced performance effectiveness when
arousal is too high (Landon & Suedfeld, 1972, 1977; Suedfeld, 1969).

One problem with this literature is that most studies draw conclu-
sions based on two, or at most three, points along the two axes (task
complexity and arousal level). For example, the effects of stimulus restric-
tion on high-level creative activity have never been adequately tested,



76 CHAPTER 4

since most experiments use tasks that cover only a small segment of the
complexity continuum. We do have subjective reports that the environ-
ment is conducive to vivid fantasy and imagery, and that some creative
artists and scientists have used the technique to generate new ideas and
cognitively explore older ones (Lilly, 1977). Whether these anecdotal
instances would be supported by systematic, objective studies, and what
implications such studies might have for the relationship between
stimulus reduction and arousal, are questions that await further research.

Along the dimension of arousal most researchers have used only a
control and a confinement condition. Obviously, in such cases no cur-
vilinear function could possibly be demonstrated to exist. A few other
studies have incorporated social-isolation groups without global en-
vironmental restriction, but it is difficult to place these along the con-
tinuum. Only a few experiments have involved other manipulations,
such as combining REST with other motivational factors, or using differ-
ent durations of confinement as a parametric variable. Another flaw in
this regard is that the level of arousal is almost never directly measured.
This is understandable in view of the difficulty of identifying an appro-
priate index of arousal, but obviously critically damaging to the effort to
establish whether arousal is in fact a mediating variable between stimulus
reduction and cognitive performance.

Noncognitive data have been quite inconsistent. For example, it
appears that subjects sleep less as time in REST increases, which may
again show increasing arousal; but this may be a function of the type and
duration of confinement as well as of individual differences, and it is also
mediated by diurnal cycles. Myers, Murphy, Smith and Goffard (1966)
reported that motor movement, obviously related to wakefulness,
showed similar variability. Restlessness went up across several days of
confinement, remaining high during the daytime but dipping at night.
Subjects who eventually quit the experiment before the scheduled end of
the session were considerably more restless than those who managed to
stay throughout the planned period. This last datum reminds us of the
finding of Vernon and McGill (1960) that eventual quitters were signifi-
cantly higher than stayers in the rate of button-pressing to view an un-
structured visual stimulus. Zuckerman and Haber (1965) also showed that
tolerance for reduced stimulation, this time measured by GSR responsiv-
ity, was negatively related to operant responding for stimulation.

Psychophysiological measures also fail to answer this basic question.
Although there is evidence that boredom leads to high arousal (London,
Schubert, & Washburn, 1978), such data do not serve to identify direct
environment-arousal links. For instance, many subjects find the REST
experience to be anything but boring. A review of the relevant studies
leads to the conclusion that REST appears to cause cortical deactivation
coupled with high peripheral arousal (Zuckerman, 1969). One of the most
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stable findings is a progressive decrease in mean alpha frequency as
confinement time goes on, but there are great individual differences in
the pattern. Furthermore, the change is not found consistently when EEG
is measured cross-sectionally rather than longitudinally, and the mag-
nitude of change varies greatly as a function of the type of sensory
restriction being employed. Studies using GSR as the dependent variable
typically show decreases in skin resistance (indicating high peripheral
arousal), but other measures, such as skin temperature, blood pressure,
metabolic rate, and a number of biochemical analyses, show no consistent
significant changes (Zubek, 1973).

These reports point to a more complicated explanation of what may
erroneously be considered a REST-arousal relationship. One possibility
is that many of the arousal data are unduly affected by whatever propor-
tion of subjects finds stimulus reduction particularly stressful. It may be
that changes in arousal are found only among this subgroup, and that
such changes are a direct result of stress. This would explain the finding
that the adverse behavioral effects of stimulus restriction are more consis-
tently related to indices of relatively high arousal than to low or normal
activation levels (e.g., Zuckerman, 1969). As we know (Suedfeld, 1980), a
negative reaction to environmental restriction may be owing to a wide
number of sources, including subject expectancy, personality variables
(e.g., sensation-seeking), and aspects of the experimental procedure
other than the reduction of stimuli. Even a relatively few highly reactive
subjects may exhibit enough change for a significant intergroup differ-
ence in arousal to be found; but any conclusion that REST itself has a
reliable affect on arousal would be unwarranted from such data.

The specific question of the arousal effects of REST cannot be an-
swered. Both behavioral and physiological measures show inconsistent
results, which is perhaps not surprising. After all, stimulus restriction
covers a great variety of specific experimental environments, durations,
manipulations, types of orientation, subject and experimenter expectan-
cies, and personality differences; and the term arousal stands for almost
as wide a variety of measures (Lacey, 1967). Although it is true that the
global relationship being sought would be a very useful one if we could
find it, the failure of the search is understandable. Perhaps the best tactic,
then, is to turn to a more focused, and possibly more useful, line of
inquiry.

The Motivational Consequences of REST

Because of the confusion about the most appropriate measure of
arousal, and in fact about whether arousal is in any meaningful sense a
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unitary concept, it seems better at least for the time being to lay the issue
aside. Instead, attention should be paid to the consequences of REST for
motivation. We may accept the principles of sensoristasis (Schultz, 1965)
and optimal levels of stimulation (Zuckerman, 1969), that there is some
moderate stimulation range or level. Deviations from this level result in
behavioral changes tending to rectify the situation. When stimulus level
is excessively low, the individual may seek several ways to increase it.
One way is to change environments. Another is to produce actual stimu-
lation in any of the sensory modalities (by talking to oneself, making
noise, moving about, etc.). A third is to exploit the residual stimulation in
the environment more effectively. This can be accomplished by lowering
sensory thresholds, by focusing more intensely on stimuli that might
normally be processed only superficially and casually, or conversely by
scanning the stimulus array more widely to attend to aspects that would
normally be filtered out. Another class of solutions is to attend to and/or
generate more of the total stimulus load internally. That is, the individual
may become aware of thoughts, emotions, and physical processes that
are normally unconscious, or intensify the level of fantasizing, intense
dreaming, concentrated thought, and emotional experience above that
characterizing processing in the normal environment (Budzynski, 1976;
Lilly, 1977; Suedfeld, 1979, 1980).

Considerable research has been performed on the motivational as-
pects of stimulus reduction. Perhaps the most widely accepted concept is
that of “stimulus-action hunger” (Lilly, 1956). The need for “action”
arises from the restriction of movement involved in most REST situations,
and probably also from the interference with feedback from one’s own
behavior which the situation imposes (Miller, Galanter, & Pribram, 1960;
Suedfeld, 1980). As has been mentioned, motor behavior tends to in-
crease over time in REST, and individuals who are the most stressed by
the reduced-stimulation environment tend to move the most (Myers
et al., 1966). These findings imply that response restriction is one of the
contributors to the motivational consequences of REST. This hypothesis
is supported by evidence that extreme immobilization even when there is
no interference with input modalities has the same effect as global stimu-
lus reduction (Zubek, 1969b), and that physical exercise can counteract
some of the negative effects of REST (Zubek, 1973).

However, most of the evidence is concerned with the stimulus-
hunger aspect of motivation. The evidence is overwhelming that REST
does increase the desire for stimulation. In the very first studies (Scott,
Bexton, Heron, & Doane, 1959), confined subjects continued to request
repetitious presentations of extremely boring material, such as excerpts
from children’s primers and old stock market reports. Such material was
avoided by control subjects. More recently, Leckart and his colleagues
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have shown that even a brief period of stimulus deprivation in a given
modality increases the subject’s operant rate for prolonging stimulation
in that modality. Leckart’s team established this phenomenon with au-
ditory (Levine, Pettit, & Leckart, 1973) and tactile (Yaremko, Glanville,
Rofer, & Leckart, 1972) deprivation and stimulation. Several studies, both
by this group and by others, have demonstrated the same phenomenon
in the visual modality (Bearwald, 1976; Drake & Herzog, 1974; Leckart,
Glanville, Hootstein, Keleman, & Yaremko, 1972; Leckart, Levine, Gos-
cinski, & Brayman, 1970).

In contrast with Leckart, who used complex visual stimuli, a series of
experiments by Jones and others (reviewed in Jones, 1969) used se-
quences of lights varying in color and tones varying in pitch. Once again,
the subjects’ desire to see a light sequence was a function of preexposure
REST duration. But Jones and his colleagues went beyond this to look at
specific stimulus variables affecting the motivational consequences of
REST. After several experiments, they drew the conclusion that the most
important variable is predictability. Maximum incentive value was as-
sociated with the least predictable sequences. Furthermore, high levels of
exposure to unpredictable sequences resulted in greater preference for
predictable ones, another finding that was constant in various modalities
(Jones, 1969; Rogers, 1975). Evidence for central mediation also appeared.
For example, satiation with visual information reduced the desire for
auditory information, and the converse was true as well. Jones’s defini-
tion of information value as the inverse of predictability has become
standard in the field. Unfortunately, the incentive value of other collative
variables was not investigated.

However, the term “information” is perhaps even more useful in
thinking about the response to meaningful inputs than in the purely
formal sense used by Jones. I have already referred to the early McGill
findings concerning information deprivation and consequent desire for
information; later research has shown that the incentive values and
positive ratings of stimuli are related to predictability and meaningfulness
in somewhat complex ways. There was one study using only two hours
of stimulus restriction, in which the relationship was the same as with
Jones’s meaningless stimuli (Rossi, Nathan, Harrison, & Solomon, 1969).
In an experiment lasting 24 hours, scrambled words that presented a
challenging cognitive puzzle were preferred to both standard meaningful
phrases and highly randomized assortments of letters (Landon & Sued-
feld, 1969). In studies of individual differences, personality variables
related to global stimulus need (Gale, 1969; Lambert & Levy, 1972) and to
more specific information orientation (Levin & Brody, 1974; Suedfeld,
1964; Suedfeld & Vernon, 1966) significantly mediated the motivational
consequences of stimulus reduction.
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Nonexperimental Stimulus Restriction

In environments of monotonous and/or reduced stimulation other
than experimental settings, such as long-duration confinement in prison
cells, hospitals, submarines, polar stations, or spacecraft, or in such less
dramatic circumstances as performing a boring and repetitious job (e.g.,
on an assembly line), performance decrements may result from stimulus
hunger (which may be conceptualized in these cases as the need for
variation, challenge, and novelty). It has been argued that impaired task
performance, interpersonal conflict, and even deliberate violence, sabo-
tage, and malingering may result (Frankenhaeuser & Johansson, 1974;
Suedfeld, 1978). Job enrichment, task rotation, work teams, and the
introduction of new and varied stimuli into the working and off-duty
environment are all methods whose goal is to avoid such adverse affects.
This can be done by introducing new social and physical configurations,
by providing higher levels of stimulation in off-duty facilities, by making
the diet and other ancillary factors more varied, or by coupling more
optimal stimulation levels with improved performance. However, most
people even in total institutions or other generally restricted environ-
ments are probably able to restore approximately optimal levels of stimu-
lation through their own efforts.

APPLICATIONS OF REST: THE USES OF STIMULUS HUNGER

Information need has been invoked in a number of studies that
explored the effects of REST on persuasibility, and more recently in
research testing the usefulness of environmental restriction as a
therapeutic technique.

Effects on Persuasion

Besides the willingness to listen to normally boring and aversive
material, the earliest McGill studies demonstrated that confined subjects,
who requested to hear propaganda messages about the reality of psychic
phenomena more frequently than controls, also came to accept the argu-
ments presented in those messages (Bexton, 1953). Similar data were
obtained by a number of other researchers (reviewed in Suedfeld, 1969,
1980). For example, Myers, Murphy, and Smith (1963) found a generally
greater desire for hearing persuasive messages (in this case concerning
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Turkey) on the part of restricted subjects. However, only the less intelli-
gent members of this group showed increased persuasibility. Suedfeld
and Vernon (1966) presented each of their messages only once, but made
the presentation of the next message contingent on stated agreement
with the previous one. REST subjects showed more compliance than
controls. Among the experimental group, subjects who were relatively
high in information orientation (conceptual complexity) were particularly
compliant, but showed no more actual attitude change than their less
information-directed fellows.

Therapeutic Uses

A large number of other studies have presented various types of
messages to patients in stimulus-impoverished environments and have
reported positive results. Improved self-concept, lower scores on clinical
scales of the MMPI, and similar changes among psychiatric patients have
been found (Adams, 1980). More successful smoking cessation, greater
adherence to dieting and exercise, better rapport and communication
with therapists, more adaptive social interaction and learning among
autistic children, and other such phenomena, have been reliably ob-
served (Suedfeld, 1980). Some of the researcher—therapists involved in
this work have proceeded explicitly from the hypothesis that clinical
progress would result as a function of stimulus hunger arising from
sensory reduction (e.g., Adams, 1980; Gibby, Adams, & Carrera, 1960).
However, the hypothesis that the therapeutic effect is in fact mediated by
this particular type of motivational arousal has not been unequivocally
upheld (Suedfeld, 1972).

There is, however, one series of studies clearly supporting the view
that stimulus hunger facilitates therapy. Here, rather than verbal mes-
sages, slides depicting snakes were shown to snake-phobic subjects. Not
only did the REST participants emit operant responses in order to see the
slides (which in the normal environment tended to be aversive), but both
verbal and behavior signs of snake fear and aversion showed significant
reductions at the end of the session. These reductions were accompanied
by appropriate psychophysiological changes (Suedfeld & Hare, 1977).
Furthermore, in agreement with Jones’s (1969) theory, positive effects
were significantly greater when the slides were presented in a random
order of verisimilitude. In contrast, increasing realism was more effective
among control subjects, in accordance with the general procedure used
by behavior therapists using desensitization (Suedfeld & Buchanan,
1974).
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Arousal and the Applications of REST

To bring the discussion full circle, alternative explanations of thera-
peutic effects of REST include the proposition that increased arousal is
the, or at least one, crucial mediating variable. The argument is that
superoptimal arousal leads to the impairment of cognitive performance,
as has already been discussed; that resistance to persuasion is one kind of
complex cognitive task; and that such resistance is therefore impaired by
REST, leading to greater persuasibility both in purely experimental and in
therapeutic settings (Suedfeld, 1972).

This hypothesis is supported by data that other sources of high
arousal increase openness to therapeuticintervention (e.g., Hoehn-Saric,
Liberman, Imber, Stone, Pande, & Frank, 1972). As usual, however, other
workers have argued that the potency of clinical techniques is increased
by low arousal (Wickramasekera, 1978). Once again we may resurrect the
familiar U-shaped function, a tactic that leaves the question of the
relationship between REST and arousal level still unanswered; or, from a
more pragmatic point of view, we may suspend the debate and carry on
with the empirical research.

SUMMARY

There is no doubt that environments that are either monotonous or
low in stimulation lead to important motivational changes in human
beings. Under some circumstances, these phenomena may have undesir-
able consequences. These changes may be summarized by the term
“stimulus-action hunger.” Alterations of arousal level may be a mediat-
ing variable. However, the data are mixed as to the direction of such
alterations, and different indices of arousal show inconsistent results.

Researchers have found that changes in the reaction to various kinds
of stimuli, and resultant effects on cognitive processes and persuasibility,
can be put to use in improving the effectiveness of therapeutic interven-
tions. A wide variety of such applications has been reported with both
children and adults, ranging from the treatment of psychotic inpatients to
facilitating self-management of behavior patterns that affect health
maintenance (Suedfeld, 1980). It is probable that the motivational shifts
caused by environmental restriction play a crucial role in such changes.
At this moment, the actual scope and potency of this technique have not
yet been established. Nor has there been any theoretical formulation that
comes even close to giving an adequate explanation of the motivational
changes mediating the findings. A more specific elucidation of the con-
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cepts of arousal and arousal potential, and the application of some of
Berlyne’s ideas about these variables and about collative stimulus factors,
may be one promising step in this direction.
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Explorations of Exploration

JuMm C. NUNNALLY

Initially let me rapidly dispense with some matters concerning human
(more generally, mammalian) exploratory activity that would not be
worth extensive discussion. First, it would be no feat at all to find long
quotations from famous men in antiquity, such as Plato or Confucius,
who bespoke the importance of exploratory activity (by the same or other
names) in man and animals, illustrated the phenomena with their obser-
vations, and stated some straightforward principles which are still at the
heart of “modern” theory on the topic.

Second, I shall not preach about a “shameful neglect” of exploration
as a topic for theory and research, because if I did I would be lying. As will
be mentioned more fully later in a brief historical summary of the last 140
years, the topic was neglected for a while; but, since about 1955, numer-
ous prominent psychologists and persons in kindred fields have sounded
the clarion call regarding the prominent place of exploratory activity in
the overall lives of men and other animals; and many researchers have
been busy since that time performing experiments, and writing exten-
sively on the topic in diverse places. This is evidenced in the bibliography
for this chapter, the more extensive bibliographies in some of the articles
listed there by myself and my colleagues, and the bibliographies
throughout this book.

Third, it would be both trite and somewhat illegitimate with respect
to the rules which govern the game of science to attempt inversely to
aggrandize the importance of exploratory activity by going into great
detail as to why such activity cannot be explained by simplistic theories of
classical and instrumental conditioning. Most typically, this attack has
been by way of mentioning activities that apparently cannot be explained
by, or that apparently contradict, the theory(s) being attacked—examples
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being as follows. Why do people rack their brains solving crossword
puzzles when they could just relax? Why would a person spend hours
searching a shoreline for interesting bits of flotsam and jetsam, when the
objects obtained are almost always of no monetary value? Why would a
person take the equivalent of a month’s pay from hard work to drive with
his family one thousand miles just to gaze at the Grand Canyon? Why
would a hungry child stave off going home for dinner while he is taking
apart and exploring each piece of a discarded alarm clock?

The fourth matter that I shall not belabor is that of giving a tight,
data-bound definition of exploratory activity. I am purposely using the
word “‘activity”” rather than the word ““behavior,” because I am as much
concerned with the covert aspects of exploration as with the overtly
observable aspects, if not more so. To escape criticism, most scientists
who fall into the trap of trying to give a brief but comprehensive definition
of a complex topic do so by couching their definition in terms at one or the
other extreme of a continuum relating to specificity versus generality. The
eventual definition either is so specific in terms of data-related language
that it gets at only a very limited aspect of the topic, or, at the other
extreme, the definition is so general and abstract that it covers everything
possible in the topic under consideration, but really says nothing that the
experimentally minded scientist can lay his hands on. Exploratory activ-
ity is not one circumscribed form of overt behavior that can be neatly
defined; rather, the term “‘exploration” refers to a variety of kindred
psychological processes that must be picked apart and studied individu-
ally. Distinctions among such activities, illustrations of them, and rele-
vant experimental methods and results will be discussed throughout this
chapter.

Before getting at the meat and bones of exploratory activity, let me
say a word about Daniel Berlyne; then, at the end of the chapter, I shall
pay a most warmly-felt tribute to this great man. Unquestionably, Dan
was the “father” of modern theory and experimentation concerning
exploratory activity. Although I admired him deeply and maintained a
long comradeship with him, we frequently disagreed, in direct conversa-
tion and in print, about theories concerning exploration and the interpre-
tation of extant experimental findings. Some of these disagreements will
become evident in the pages ahead. What I should like to mention here is
that it was only several years before his death that he and I came to realize
that, right or wrong, frequently we were talking about different aspects of
the problem. Subsequently, I shall discuss in detail a comprehensive
scheme that includes the major constructs that were important in Ber-
lyne’s theorizing about exploratory behavior, my points of view, and the
salient constructs in the theoretical positions of other people.
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SOME HISTORICAL MILESTONES IN THE STUDY OF EXPLORATORY
BEHAVIOR

Ignoring the many individuals who have made observations about
and written about exploratory behavior through the centuries, we shall
pick up the scene circa 1850, and mention briefly the impact of a number of
lines of theory and research that are epitomized by well-known propo-
nents (so well-known that no references will be required). In 1850, Gustav
Fechner was working away on the development of a new subdiscipline,
psychophysics, the goal of which was the development of scientifically
acceptable measurement methods for probing the human mind. In the
course of this work, he developed or refined numerous techniques for
gathering data (e.g., the method of paired comparisons), with simple
mathematical models for transforming the results into unidimensional
scales of measurement, and demonstrated the applicability of emerging
knowledge about statistical methods to data obtained from his own
experiments. As is usually the mark of a creative innovator, Fechner’s
technical developments during his own lifetime are not nearly so impor-
tant as the immense impact that he had on psychology and kindred
emerging disciplines. Fechner’s vision of scientifically acceptable mental
measurement and his demonstration of workable technology laid the
groundwork for modern psychometrics, which is important in the de-
velopment of both independent and dependent variables in the study of
exploratory behavior, as well as in the behavioral sciences more general-
ly.

The second reason why it is important to remember Fechner in
discussing the historical roots of exploratory behavior is that he was very
much interested in the study of aesthetics; but, unlike so many persons
going back many hundreds of years before him, he also made an effort to
do something about it through actual research. Even though his efforts in
this regard were on a rather small scale and he never found much of a
substantial nature, his work did encourage future generations to attempt
further sdentific investigations of the topic. This is important for
exploratory behavior, because aesthetics is closely related to exploratory
behavior.

At approximately the same time that Fechner was developing ““from
scratch” the field of psychophysics, Charles Darwin was gathering mas-
sive evidence for organic evolution, and trying to explain it by a
mechanism of ““natural selection.” Because of his impressive work in this
regard, it is easy to forget the much wider array of contributions that he
made as a naturalist, for example, the study of facial expressions and
other overt signs of emotion in man and other animals; also, although he
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made no frontal attack on the problem, one can find throughout his
writings numerous mentions of the phenomena that we would classify
today as types of exploratory behavior. Regarding the latter con-
sideration, he pondered why some animals spent considerable time play-
ing and exploring the environment in ways that did not obviously relate
to “survival of the fittest.”” As with Fechner, perhaps as important as his
own personal contributions was the interest that he kindled in scholars
for the study of animal behavior. During the last decades of the
nineteenth century, many gentlemen scholars became naturalists rather
than invest their energies in other scientific pursuits or the humanities. In
turn, this interest in the natural behavior of animals evolved into the
ethology of this century, one aspect of which is the study of exploratory
behavior.

Darwin had a marked influence on psychology, but this was largely
related to inspiring Sir Francis Galton and others to take the first steps
toward developing a technology of mental testing and to apply such tests
on behalf of the systematic investigation of individual differences in
human traits. Galton was very much interested in the heritability of
human traits, and, as the reader knows, he founded the eugenics move-
ment in England. Of primary interest to Galton and his colleagues (e.g.,
Karl Pearson) was the heritability of various types of mental traits. The
tests concerned very simple sensory, perceptual, and motor functions;
and the persons who followed Galton in such studies of individual
differences also worked with such simple processes up to the first decade
of the twentieth century. Then Binet, Spearman, and others began to
develop a wide variety of measures relating to richer human mental
processes. However, even to this day the study of individual differences
has had very little to say or do about intrinsic motivation or exploratory
behavior as a part thereof. (We have found some interesting correlations
among individual differences in exploration as incidental results in exper-
iments; for example, males tend to look longer at all of our stimuli than
females do.) Even in modern times very little is being done about studies
of individual differences with respect to amount and style of exploratory
activity.

Many introductory textbooks speak of Wilhelm Wundt as the first
true experimental psychologist—which, of course, one could dispute.
The man was so extremely prolific and broad in his interests and writings
that, were I to read some of the thousands of pages that he putinto print, I
surely would find something quite directly related to exploratory be-
havior; however, his actual experimentation consisted of studies concern-
ing simple sensory, motor, and perceptual functions, as, for example,
reaction time under various circumstances. Most of the persons who
worked in his laboratory (and this included many men who later became
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famous as experimental psychologists in their own right) picked up this
interest and technical know-how of “brass instrument” research rather
than following Wundt’s many other diverse interests and theories (e.g.,
he had many interesting ideas about psycholinguistics). However, there
was nothing in this form of research that directly concerned intrinsic
motivation or exploratory behavior as a subpart; and the same has re-
mained true to this day of many persons who work with simple processes
concerning memory, reaction time, sensation, elementary forms of learn-
ing, and perceptual judgment.

Partly in antipathy to the “brass instrument” approach, and the
subsequent effort to resolve conscious states into elementary compo-
nents, as typified by Titchener and his followers, there developed a
variety of forms of psychological theory which were more holistically
concerned with the psychology of how man adjusts to his environment.
This movement began in the 1880s and was identified in the early days
with such persons as Stout in England and Dewey in the United States.
During the first twenty years of the current century, there was con-
siderable research as well as psychologizing about the matter, as evi-
denced in the education-related studies of problem solving in cats and
other animals by E. L. Thorndike, studies of education by Dewey, and,
along with Dewey and others, the overall research activity of the so-called
“functionalist school”” that was centered at the University of Chicago at
the time. Much of the theorizing and subsequent research by the
functionalists (held together more by a name than a unified point of view)
was relevant to exploratory behavior and vice versa, butI have never seen
any writings specifically on the topic, and little if anything was done to
study either overt exploratory behavior or the underlying covert proc-
esses.

Circa 1920, both introspectionism and functionalism were shoved
from the scene by the behaviorist movement, which, oddly enough, was
championed by John Waltson, who did his graduate training under the
foremost of functionalists at Chicago. He advocated a psychology that
would expunge all introspective analyses and mentalistic constructs;
instead, all data must be codified as directly observable, overt behavior
(which construed broadly is a scientific must), and all theories about such
data must contain no constructs which themselves are not semantically
“tied down” directly to simple observable events (a standpoint which is
oppositional to the necessities and ultimate purpose of all science). This
hyperoperationalism dominated the scene in experimental psychology
from about 1920 until the early fifties. Only those studies were performed
that concerned simple, observable events in motor skills, sensation, per-
ception, and the “queen” of activities during this period—rat-running.

Many famous men emerged during this period of “behaviorism,”



92 CHAPTER 5

such as the greatest rat-runner of them all—Clark Hull. In this research,
there was an emphasis on all the scientific niceties of careful design,
measurement, and analysis; and many of the findings were valuable, and
served as foundation stones for more comprehensive theories and modes
of investigation later. But, in retrospect, it is hard to see how we took all
this so seriously as representing inquiries into the things that we most
want to know about human thought and action.

There were dissenters to this reductionistic make-believe: for exam-
ple, Tolman explicitly included constructs concerning intrinsic motiva-
tion in his theories of learning, and directly studied exploratory behavior
at choice points in mazes; and Kurt Lewin studied exploratory behavior,
and promoted the research of one of his doctorial students in document-
ing the now famous Zeigarnick effect, which is directly related to my own
conceptual scheme for exploratory behavior. However, all throughout
the forties and lingering into the fifties, if you were a ““real” experimental
psychologist you were following in the Watson-Hull footsteps of reduc-
tionistic hyperoperationalism (which in turn had borrowed much from
the work many years before of Pavlov).

Although there had been many dissenters to this behaviorist elemen-
tarianism, the revolt became widespread in the 1950s. Part of this was
because most of the ““rat learning”” experimentalists became disillusioned
with their own findings and their limited horizons for future experimen-
tation. (Now, the rat-runner’s paradigm is dead—it has become a source
of independent variables for people interested in various aspects of
physiological psychology.) Some of those who still clung to the ultra-
behaviorist mentality ‘“fled”” into other fields that permitted the same type
of theorizing and experimental modus operandi, such as in certain areas
of perception, memory, verbal learning, and others—nearly all of this
work being done with human beings. Some of the other ““refugees,” and
many good psychological researchers who had never been card-carrying
Hullians, opened up exciting new areas of research in human learning,
motivation, and adjustment. A concern for intrinsic motivation, and
exploratory activity as a part of it, was important in this set of new
directions in psychology.

Hebb (1955), whose reputation as a solid experimental psychologist
was immense, broke the ice by speaking of the “conceptual nervous
system.” His thesis was that the brain is an ““acting” system rather than a
“reacting” system, and he spoke of many forms of motivation that could
not be explained by simple need reduction. He mentioned many types of
intrinsic motivation that are required to explain human and animal activ-
ity. Near the same time, Dan Berlyne reawakened the field of psychology
from its dormancy regarding the importance of exploratory behavior
(e.g., 1954, 1957). In Berlyne’s 1960 book, he placed exploratory activity
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(freely interchanging the term with curiosity as the underlying motive) in
perspective with the field of psychology as a whole, made many impor-
tant distinctions that are still with us, borrowed heavily from information
theory and physiological psychology, demonstrated simple but workable
procedures of experimentation, and described the interesting results that
had been obtained to date. This is when the psychological investigation of
exploratory activity really got under way—with Dan’s 1960 book. Every-
one who is reading these pages knows the story from that point on. Many
psychologists became interested in methods of investigation, numerous
theoretical positions have appeared in print, and much research has been
undertaken. Let us turn now and look at what has happened since that
1960 milestone in terms of theory, data-gathering techniques, experimen-
tal paradigms, results, and, finally, fruitful directions for the future.

COMPONENTS OF EXPLORATORY BEHAVIOR

One of the major impediments to developing theories regarding
exploratory behavior and formulating experiments to test those theories
has been the absence of any comprehensive classification scheme for the
subprocesses involved. As is usually the case with a new scientific prob-
lem, there has been a tendency to put into one category a wide variety of
phenomena and refer to them all as constituting exploratory behavior.
Then, as is usually the case in science, several simple notions were
proposed to explain this wide variety of behaviors.

Berlyne (1960) made an important distinction, namely that between
specific and diversive exploratory behavior. The former refers to explora-
tory behavior in relation to a particular stimulus, for example, a fox
encountering a red balloon blown from a backyard to some faraway field.
Diversive exploratory behavior is concerned with seeking stimulus
change motivated by boredom with the present environment. I would
like to add a third category which involves exploratory activity and other
processes as well, namely that of searching activity. Examples are a dog
searching for a bone that he has buried, a man looking around the house
for a misplaced set of keys, and the more covert searching of a composer
for the most appropriate next notes of a song. These are important
distinctions, because, as will be seen later, these types of behavior relate
to different theoretical propositions and different types of experimenta-
tion. Other investigators have made subdivisions of these important
distinctions and have added other categories (e.g., those proposed by
Hutt, 1970).

What has been lacking in the efforts to subdivide all exploratory
behavior into meaningful categories is a temporal scheme that articulates
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the various processes in relation to one another. An attempt to do that for
some types of exploration is depicted in Figure 1. Presented here is a series
of observed classes of behaviors and correlated covert processes that are
intended to cover in a broad way the domain of what is involved in
exploratory behavior. It is proposed that throughout life there is an
endless cycle of encountering a stimulus that initiates the sequence de-
picted in Figure 1. When a different stimulus configuration is encountered
and elicits attention, the cycle starts over again, runs itself out, and so on,
endlessly. Of course, it must be recognized that such sequences interact
in very complex ways with other sequences, such as (1) cycles of sleep and
alertness, (2) socially induced patterns of activity, such as the routine
aspects of the daily life of a school child, and (3) cycles of waxing and
waning tissue needs. Also, there are many activities under the rubric of
exploration that either do not fit the scheme at all, or that do not proceed
in the stepwise fashion which is depicted. The scheme is particularly
relevant to an encounter with a novel object.

In Figure 1the presumed covert processes purposefully are shown to
overlap the various stages concerning observed behavior. Thus, the first
phase of encoding extends beyond the behavioral phase of perceptual
investigation, into the phase of manipulatory behavior. Similarly, the
phase of behavior concerning play activity goes beyond the covert pro-
cess of autistic thinking, into the covert process of boredom.

In Figure 1 not all stimuli encountered by the organism elicit
exploratory behavior. The stimulus must have certain properties (e.g.,
some type of novelty) before the proposed sequence of behaviors will be
relevant. Later in this chapter, considerable attention will be given to the
stimulus attributes that tend to instigate this temporal sequence of re-
sponses. The discussion here will use novel objects as examples of stimuli
that instigate the processes depicted in Figure 1. Examples of such novel
objects are the red balloon to a fox, a very unusual automobile for an
adult, and a box that makes strange noises when a button is pushed by a
child. On such encounters, typically the first behavior to be noted is
related to orienting. This is seen in terms of orienting receptors toward
the novel source of stimulation, for example, turning of the head toward
the object and fixation of the eyes on the object. Here orienting behavior is
meant to refer only to the first several seconds of behavior—the im-
mediate state of activation described by Sokolov (1963), as manifested in
heart rate, changes in brain waves, and other processes relating to provid-
ing an overall, immediate heightening of attention to the presence of the
object.

Following, and blending into, the stage of orienting behavior is the
stage of perceptual investigation. This would consist behaviorally of
such acts as staring at the object, circling it to obtain different perspec-
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tives, and putting an ear to a sound source. The covert processes corre-
sponding to perceptual investigation are continued attention, and, more
important, the beginning of a process of encoding. As the term is being
used here, encoding consists of a hierarchical process that concerns the
attributing of meaning to a stimulus, which will be discussed in detail
later. The first stage—heightened attention corresponding to orienting
behavior—is defined in terms of the sheer recognition of the object’s
presence. In the subsequent stage of perceptual investigation, the
heightened attention is in relation to giving meaning to the stimulus, in
the sense of identifying and categorizing the object. For example, the man
who encounters a strange automobile categorizes it as being a custom-
built vehicle made in Italy. The child who encounters a tangle of wires and
variously colored small parts categorizes it as probably being a much
abused pocket radio or something of the like. If the covert process in this
stage is not successfully terminated, subsequent behavioral stages do not
occur. This would be the situation if the early part of the perceptual
investigation evoked fear. An example would be a cat rounding the
corner of a house and meeting a bulldog that had been clothed by children
in a green hat, pink bootees, and other unusual garments. This certainly
would be a novel stimulus, but the aspects of the stimulus configuration
relating to the bulldog would be sufficient to put the cat in retreat before
any continued efforts at perceptual investigation were made. However,
as will be argued more fully later, most stimuli that evoke exploratory
behavior are capable of dominating emotional states, and thus maintain
the animal through at least the first two stages of observed behavior listed
in Figure 1.

After perceptual investigation leads to a partial encoding of the
stimulus, frequently a stage of manipulatory behavior ensues. The man
encountering the unusual automobile might circle it, noting special fea-
tures, open the door to look inside, sit down and try the gears, and
engage in other such manipulatory behavior. On first encounter with a
large ball of clay that bounced when dropped, the manipulatory phase for
a child might consist of taking the clay apart and making small pieces,
testing to see if they also bounced, smelling the clay, and making various
figures with it.

During the stage of manipulatory behavior, the covert process of
encoding continues. This in turn changes to a broader mental speculation
about the object in terms of its origin, its usefulness, its relation to other
objects in the environment, and other such distal speculations regarding
the place of the object in the overall cognitive domain of the individual.
This can be referred to as transformational thinking or “Phase II"" of
encoding.

Blending into the end of the stage of manipulatory behavior is a set of
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activities which is best referred to as play. No hard and fast distinction can
be made between these two phases, but play activity gives the appear-
ance of being far less directed toward learning about the object in any
sense, and more toward using the object for some pleasant activity. For
the child, this might consist of rebounding the ball of bouncing clay off a
wall and catching it. For the child who encountered the remains of a
transistor radio, play activity might consist of idly pulling apart the
different pieces, stacking them into groups of objects of the same color,
and subsequently tossing the pieces at a nearby bucket.

In play activity, as contrasted with manipulatory behavior, the covert
process is referred to as autistic thinking because it is not largely con-
cerned with cognizing the object in terms of elementary encoding proc-
esses or in terms of what was referred to as transformational thinking.
Rather, during this time either the organism is pleasantly distracted from
thinking about the object at all, or the object enters into fantasies. Typi-
cally, in this stage of exploratory behavior boredom begins before the play
activity ends. The play activity becomes more stereotyped and more
monotonous. The adult human, the child, or the lower animal begins to
feel ill at ease and “itchy” for new stimulus configurations and new
activities (this stage has been referred to by various authors as boredom
and/or “need for stimulus change”’).

As boredom grows in intensity, restlessness leads to searching be-
havior. The more mature the organism, the less random such searching
behavior tends to be; for example, the mature dog has learned that
something different probably is occurring in one location rather than
another. Regardless of the extent to which the search is random rather
than structured in terms of prior learning, eventually the animal encoun-
ters another stimulus which has the properties to evoke exploratory
behavior, and the sequence is reinstigated.

Obviously, the temporal sequence depicted in Figure 1 must be
augmented and further specified in many ways. First, only some objects
in the environment induce exploratory behavior. Most investigations of
exploratory behavior to date have concerned the stimulus characteristics
that initiate this sequence of activities. Second, not all objects that elicit
the initial stages of the sequence elicit subsequent stages of manipulatory
behavior or play activity. An example was mentioned previously of how a
stimulus that had cues for danger would tend to cut short this sequence.
In other cases, the stimuli that elicit the earlier parts of the sequence
simply do not lend themselves to subsequent parts of the sequence; for
example, manipulatory behavior and play activity are not possible with
an object that is out of reach. Third, the amount of time spent in each of
the successive phases, and the probability of moving from one phase to
the next, depend upon the nature of the stimulus, the other stimulus
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impingements in the environment, organismic states, maturity of the
animal, and possibly many other factors. Investigation of all these rela-
tions, however, constitutes the challenge to which researchers have ad-
dressed themselves—eventually determining the place of exploratory
behavior in relation to human behavior in general.

EXPLORATION THROUGH VOLUNTARY VISUAL ATTENTION

By far the largest number of experiments on specific exploration have
concerned some aspect of visual attention. Traditionally, most investiga-
tions of vision have concerned directed attention, in which the subject is
instructed to look at a target object and make a judgmental response of
some kind. Studies of visual reaction time to various types of words,
effects of stimulus intensity on binocular rivalry, and perceived visual
motion are some examples. In these and other traditional studies of
directed attention, the subject is usually told where to look, what to look
for, and how to respond. Allied with this important tradition of studies of
directed attention, a new subarea of research has developed—that of
voluntary visual attention (VVA).

One type of VVA experiment concerns the amount of time spent
looking at different objects within a visual field when there are no instruc-
tions regarding how attention should be distributed. In other ap-
proaches, subjects view displays one at a time, and are allowed freely to
control the time looking at each. In essence, VV A concerns “visual brows-
ing,” or the “natural” distribution of attention when the subject is not
under instructions to look at particular objects, to make judgments about
them, or to distribute his or her attention in any other prescribed way.

Studies of VVA are part of an emerging interest in exploratory
behavior that has developed over the last 20 years and has been evi-
denced by a moderate amount of research. Nunnally and Lemond (1973)
summarized the place of VVA in an overall model concerning the compo-
nents of exploratory behavior and presented a theoretical scheme for
VVA.

A very simple example from one part of a major investigation (Wil-
son, 1973) will serve to illustrate a typical study of VVA. The study
concerned the effect of the homogeneity versus the heterogeneity of
objects. In the most homogeneous display, ten copies of the same face
appeared. In the most heterogeneous display, ten different faces ap-
peared. Essentially the subject was allowed to look at each slide as long as
he elected, then push a button to move to the next slide. The dependent
variable was amount of time in seconds spent viewing each picture. As
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was expected, heterogeneous displays were viewed longer than
homogeneous displays. More complex equipment, procedures, and vis-
ual displays are employed in the studies of VVA, but in all cases the
subject controls the distribution and duration of attention.

Numerous psychometric issues have been encountered in our
studies of VVA. Many of our independent variables concern characteris-
tics of the visual stimuli, such as the effect of novelty on VVA. In earlier
studies, simple comparisons were made of drawings of a novel object
with drawings of a banal counterpart, for example, a distorted shape of a
cow as compared to an ordinary cow. In order to understand more fully
the effects of novelty and other stimulus characteristics on VVA, scales
were developed to measure degrees of the stimulus characteristic in
question. For example, we developed scales to measure novelty at five
different levels, and scales to measure physical complexity at many
different levels. The development of such scales involved numerous
psychometric issues and experiments on scaling.

MAJOR THEORETICAL CONSTRUCTS

By now there are numerous theoretical positions regarding the major
determinants of voluntary visual attention, among which are Berlyne
(1960, 1966), Dember and Earl (1957), Fiske and Maddi (1961), Fowler
(1965), and Nunnally and Lemond (1973). The author and his colleagues
began their investigations about ten years ago on the basis of a loosely
conceived cognitive point of view which emphasized the encoding of the
visual stimulus as being primarily important in determining amount of
VVA. By the term “encoding’” are meant all the subprocesses involved in
making sense out of a stimulus—detecting, identifying, recognizing,
naming, and associating the visual stimulus with other stimuli “in the
mind” of the viewer. Broadly speaking, this is referred to as a meaning-
processing point of view, which concerns the activity of subjects in attribut-
ing meaning to the stimulus regardless of its characteristics.

This essentially cognitive point of view has been opposed to a motiva-
tional point of view in a variety of experiments. The motivational point of
view emphasizes variables such as specific emotional states, general
arousal, and tedium. Both the cognitive and the motivational points of
view have much to contribute; but a rapprochement is required if VVA is
to be investigated productively. The following represents an abbreviated
version of our present point of view concerning the major cognitive and
motivational constructs relating to VVA.
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Cognitive Variables

Information Conflict

Information conflict refers to competing cues for encoding, as we
defined encoding above. An example is a drawing of a cow with the trunk
of an elephant. To a lesser extent, information conflict occurs at any place
in daily life where a visual stimulus, such as a horse standing in the lobby
of a hotel, simply does not “fit” into the scheme of what we already know
or are accustomed to seeing. Itis our hypothesis that information conflict
is a powerful determinant of VVA, and usually will dominate any other
variable that is present. Discussions of this point of view are given in
Nunnally (1972), Nunnally and Lemond (1973), and Nunnally, Lemond,
and Wilson (1977).

Number of Representational Elements

A second cognitive variable concerns the number of thinglike objects
that can be recognized in a visual display. In studies of random polygons,
itbecame apparent that people were seeing all kinds of things in what had
been intended to be random jumbles of lines that varied only in terms of
sheer physical complexity. In various psychophysical scalings of these
geometrical forms we obtained association hierarchies, naming re-
sponses, and ratings of the number of things that could be seen. Highly
reliable differences were found among the stimuli in number of things
seen, and this variable correlated highly with the complexity of the
stimuli as defined in information-theoretic terms. In randomly con-
structed geometrical forms and in some other materials used to study
complexity (e.g., dot patterns), itis best to speak of the thinglike elements
as quasi-representational, because they are much like the elements that
can be seen in ink-blot tests—that is, portions of the figures remind
people of things (e.g., a bird) rather than being directly representative of
them. Frequently these quasi-representational elements in visual dis-
plays produce some information conflict, which, according to our
hypotheses, would further enhance amount of visual exploration.

Complexity of Physical Attributes

In much of our theorizing, the major emphasis was placed on the
meaningful components of the visual stimulus as evidenced in the two
variables mentioned above, and the purely physical characteristics of the
stimuli were deemphasized. This is in contrast to some other authors,
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who rely heavily on the purely information-theoretic properties of the
stimuli rather than on meaning-processing. However, it became appar-
ent that there are some purely physical dimensions of stimuli that are
determinants of visual exploration. An example is in our extensive collec-
tion of geometrical forms, where it was found that some variance in VVA
could be explained by sheer complexity, but not by our other cognitive
variables. By sheer complexity we mean physical complexity that one can
measure in terms of length, angles, and number of parts, and that can
thus be expressed in information-theoretic terms.

Other Physical Attributes

We recognize the possibility that there are other purely physical
attributes of stimuli that may be important in determining VVA. Such
variables are symmetry, distribution of details in the stimulus configura-
tion, contrast within the stimulus, and others. For example, VVA may be
elicited by sharp borders in terms of changes from black to white or from
one color to another.

Associations, Cognitive

Part of our overall concept of meaning-processing is that amount of
VVA depends on the associates the individual has to the stimulus. Visual
displays can be investigated by the typical method of free association, and
association hierarchies can be obtained. It was hypothesized that infor-
mation conflict is present in any display where there are two or more
strongly competing associates, a hypothesis which proved subsequently
to be the case. However, there are probably many other cognitive aspects
of association that are important. For one example, the number of definite
associates should act like the number of representational elements to hold
VVA. Also, the nature of these associates should be important; for exam-
ple, the associates themselves might vary in difficulty of encoding. This
category is specifically labeled “cognitive” because later we want to
mention the importance of affectual associations on VVA.

Signal Characteristics, Cognitive

The term signal is being used in its traditional sense to refer to the
information that an object supplies about other objects or events. The
primary examples are words, as on stop signs, billboards, store fronts,
and other places. Nonverbal signals are such as stone or wood markers
used by primitive hunters to signal directions, distances, presence of
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game, or dangers that lay ahead. Berlyne (1971) presents an extensive
discussion of the place of such signals in exploratory behavior generally,
which includes VVA. Here we distinguish between the cognitive compo-
nents of such signals and the motivational components (discussed be-
low). We hypothesize that any object with signal characteristics draws
and holds VVA. For example, it seems that people are compulsively
drawn to read almost any written material that comes before their eyes,
notice arrows indicating one-way streets, or gaze at the movements of
people that signal some type of activity (e.g., many people crowding into
the door of a store). We regard these cognitive aspects of signals as
another part of the overall meaning-processing point of view about VVA.

Motivational Variables

The major motivational variables that are considered in our overall
conceptual scheme are as follows.

Arousal

The construct of arousal (or activation) is usually indexed in terms of
physiological variables, such as electrical activity of the brain, heart rate,
cortico-steroid levels in the blood, GSR, and pupillary response. Berlyne
(1971) built a theory of exploratory behavior around the concept of arous-
al. Essentially the major proposition relating to VVA is that there are
optimum levels of arousal produced by visual configurations which en-
hance amount of attention. This optimum level depends on the maturity
of the organism, various types of individual differences, organic states at
the moment, and numerous characteristics of the stimulus itself. Similar
positions have been advocated by Fiske and Maddi (1961), Dember and
Earl (1957), and others. All these points of view are discussed well by
Berlyne (1971, 1974) in relation to aesthetics.

Specific Emotions

It is hypothesized that the emotions evoked by visual stimuli are
important determinants of amount and kinds of VVA. For example, in
addition to the other variables that influence VVA, it probably makes a
difference whether the visual configuration enduces anger, joy, disgust,
sadness, surprise, or some other emotion. Effects of such specific emo-
tions on VV A have notbeen investigated to date, but will be in the future.
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Tedium

Various authors have emphasized the influence of tedium or boredom
in relation to VVA (e.g., Cantor & Cantor, 1966; Fowler, 1965). It would be
more proper to say that tedium potentially explains why a stimulus is not
afforded much VVA, or why visual exploration wanes. In its simplest
form, tedium is expressed as a direct function of exposure time to a
particular stimulus. So, the theory goes, tedium becomes conditioned to
the stimulus and obeys laws of classical conditioning as regards repeated
exposures, intertrial intervals, and extinction over a period of non-
reinstatements of tedium. Although earlier studies by the author and his
colleagues attempted to explain away any effects of tedium on VVA (e.g.,
Faw & Nunnally, 1970, 1971), in subsequent investigations (e.g., Lemond,
1973) it gradually became apparent that the concept of tedium might be
important, particularly in studies of prior familiarization of stimuli.

Signal Characteristics, Motivational

As has been mentioned, some of the variables that have cognitive
implications can also have definite motivational implications. By motiva-
tional aspects of signals we mean information that will help the individual
safeguard himself from unpleasant events and/or lead him to desired
outcomes. The sign on the highway that says “Gas and Restaurant Two
Miles Ahead” provides information of potential motivational impor-
tance. Nonverbal signals, such as cars backed up on the road ahead or
physical signs of ill health, can also have motivational implications. We
certainly hypothesize that these motivational implications of signals are
important as determinants of VVA.

Associations, Motivational

In addition to their cognitive implications, the motivational implica-
tions of visual displays potentially are important in amount of visual
exploration. For example, in a painting not only is there information to
process, numbers of objects to view, arousal, and the various other
determinants of attention, but also what is depicted in the display fre-
quently has motivationally significant associations. There maybe remind-
ers of events in childhood, a face resembling an important person in
one’s life, or an object that brings old memories that induce strong
emotions of one type or another. Itis probably the case that many of these
motivation-related associations are at low levels of consciousness, such as
cues that induce feelings relating to sex, disgust, or personal aggran-
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dizement. This is a difficult category in which to perform operationalized
research; but such motivationally-relevant associations potentially are
important in certain aspects of VVA, particularly in aesthetic preferences.

MEASUREMENT OF DEPENDENT VARIABLES IN STUDIES OF VVA

Visual exploration refers to any behavior which results in a stimulus
being fixated on, brought into view, maintained in view, or voluntarily
brought back into view after it is gone. Although the methods of investi-
gation differ in terms of formal operations, all methods present the
subject with one or more visual configurations and, by one method or
another, allow him to view the stimuli for varying amounts of time. The
major difference among methods is that in some cases the individual is
shown a number of different visual configurations at the same time on a
screen, whereas in others he is shown visual configurations serially one at
a time. Visual configurations include randomly constructed geometrical
forms, patterns of dots, drawings of novel animal-like things, drawings
of furniture or other objects, and pictures of real-life objects and social
scenes. The major methods employed in studies of VVA are the follow-
ing.

Gross Head Movements

Methods for the study of gross movements of the head involve
simultaneously exposing the subject to several stimuli and forcing him or
her to make a head movement in order to focus on a stimulus. For
example, Faw and Nunnally (1968b) presented stimuli on two viewing
screens separated by about three feet, and each child was seated in a chair
facing the screens. This forced the child to make a gross head movement
in order to bring either of the two stimuli into view. Looking behavior was
monitored through a one-way looking screen from a separate room. The
amount of time spent viewing each stimulus in each pair provided an
index of VVA. The primary advantage of this response measure is that it
can be employed in seminaturalistic settings which make visual explora-
tion “natural.”

Visual Fixations

A popular method of measuring visual fixations has been employed
by Berlyne (1958) and Nunnally and his associates (e.g., Faw & Nunnally,
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1967). The details vary, but essentially a small number of stimuli are
presented at a short distance (e.g., 60 cm) from the subject’s face. A chin
rest or other device is used to prevent gross head movements. The stimuli
are separated by enough distance to require the subject to make gross eye
movements in order to view any particular stimulus. Visual fixations are
either judged by a hidden rater (e.g., Berlyne, 1958) photographed (e.g.,
Faw & Nunnally, 1967), or videotaped (e.g., Lemond, 1973).

The primary advantage of studying visual fixations is that the proce-
dure is rather simple, and requires little understanding or physical effort
from the subject. Lemond (1973) reported an interjudge agreement of
97 % on the scoring of videotaped records of the visual fixations of adults.
Another advantage is that it is very easy to disguise the purpose of the
investigation in such a manner that the subject is unaware that the
amount of time spent looking at different stimuli is important. In post-
experimental testing, it has been found that subjects are unaware of
which parts of the visual display they viewed longer (e.g., Durham,
Nunnally, & Lemond, 1971).

Instrumental Viewing Responses

A third approach to the measurement of VVA concerns instrumental
responses made by the subject to bring a stimulus into view or to keep a
stimulus in view. This includes such responses as button pushing, bar
pressing, and lever pulling. Many different types of apparatus have been
employed for this purpose. For example, Berlyne (1957) used a tachisto-
scope to present visual stimuli to subjects. When the subject pressed a key,
a stimulus became visible for .14 second. Subjects were allowed to view
each stimulus as many times as they wished. Various types of “looking
boxes’” have also been employed, in which the subject pushes buttons to
light up different screens on a box. Each screen illuminates a different
visual configuration (e.g., Nunnally, Duchnowski, & Knott, 1967). The
data of interest in these instrumental viewing procedures are the number
of times or the amount of time the subject looks at each stimulus.

By far the most popular procedure for studying instrumental viewing
responses has been that of ““free looking time” (e.g., Leckart & Bakan,
1965). With this procedure, subjects are allowed to view a series of stimuli
one at a time through the use of a remote-control slide projector. A
stimulus remains in view until the subject pushes a button which ad-
vances the projector to the next stimulus. An example from one of our
experiments is in studying viewing time as a function of different levels of
complexity of geometric forms. Sixty slides, each containing a geometric
form at a particular level of complexity, are randomly ordered in the tray
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ofaslide projector. Subjects are shown how to operate the remote-control
switch, and are left to view the stimuli, freely distributing their viewing
time. The data of interest are amount of time spent viewing each
stimulus.

The primary advantages of studying free looking time over other
types of responses is that it is very simple and economical, and allows one
to gather large amounts of data in rather short periods of time. A potential
disadvantage of investigating free looking time is that the task may
appear rather trivial to adults. Also, children may get lost in the sheer fun
of manipulating the projector, to the detriment of any findings regarding
visual investigation. Neither of these has appeared to be a major disad-
vantage in our investigations so far.

Absolute and Comparative Measures

An important distinction is between absolute and comparative viewing
time. The use of a free-looking-time procedure is a cardinal example of
the former. Although there are subtle constraints on time spent viewing
the stimuli, the subjectis under the impression that he can spend as much
time as he likes viewing each stimulus. Thus, the stimuli are not obvi-
ously in competition with one another as regards amount of looking time.
Several other methods involving instrumental viewing responses are
measures of absolute looking time. In contrast, gross head movements,
visual fixations, and some instrumental viewing responses obviously
involve comparative looking time. This is the case in any situation where
the individual is shown two or more stimuli at the same time and the
response measure concerns the percentage of the time spent looking at
one stimulus rather than others. One might expect that there would be
important differences in VVA in these two conditions, but no important
differences have been found to date (see Nunnally & Lemond, 1973).

Instructions

The instructions given the subject have been shown to play an
important role in determining visual investigation (see Nunnally &
Lemond, 1973). For example, data frequently are different if instructions
emphasize pleasantness of the stimuli rather than remembering or
otherwise encoding the stimuli. In spite of the proven importance of
instructional sets, the specific instructions frequently are described in
scanty detail in research articles, which makes it difficult to interpret the
results of many studies of VVA.



EXPLORATIONS OF EXPLORATION 107

SELECTION, CONSTRUCTION, AND SCALING OF VISUAL STIMULI

The theoretical scheme given earlier requires the employment of a
very wide variety of visual stimuli. This is for two reasons. First, the
nature of the problem frequently dictates the type of visual stimuli that
are employed in the investigation. For example, if one is investigating
cognitive and emotional associations, copies of a wide variety of paintings
will be needed. Second, many of the independent variables concern the
characteristics of the stimuli. To investigate the effects of physical com-
plexity, for example, one must construct stimuli that vary systematically
in that regard.

Types of Stimuli Employed
Statistically Formed Displays

In some cases the visual stimuli are constructed on the basis of
probability models. This is the case for randomly constructed polygons,
dot patterns, and checkerboard patterns. Such displays are constructed
by a set of statistical rules rather than by an intentional effort to depict
representational objects. A simple example is that of manipulating the
“grain”’ of checkerboard patterns. All the patterns occupy the same
amount of space, that is, 10 x 10 inches. The grain of the figure can be
manipulated by the number of blocks into which the square is divided,
varying from only four blocks up to a very large number. Specified
percentages of blocks can be filled in either randomly or with some
probabilistic contingency restraints. An example is a coin being flipped to
decide whether each block is left vacant or blackened. There are many
types of stochastic models that can be employed to construct stimuli with
respect to some of the purely physical properties mentioned in our
theoretical scheme.

Drawings

For many purposes, it has been necessary to hire artists to construct
figures specifically related to particular stimulus variables. An example is
in our studies of information conflict. We specified for the artist the
cardinal features that an object should have at each level of information
conflict (novelty), and he drew versions of the stimuli until they met our
satisfaction. In the study of pleasantness it was necessary to have a series
of outline drawings on a 5-step continuum composed of female faces
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varying from very ugly to very pretty. (Of course all such sets of stimuli
necessarily were subjected later to psychophysical scaling studies, prior
to their employment in studies of VVA.)

There are advantages and disadvantages of employing outline draw-
ings. One disadvantage is that they are time-consuming and relatively
expensive. On some occasions it has been necessary for the artist to draw
several versions of the same picture before it appeared suitable. The
second disadvantage is that there are many kinds of stimuli that would be
prohibitively complex and would require the use of colors.

The major advantage of working with outline drawings is that one
can manipulate the particular stimulus variable in question and attempt
to hold constant possible confounding stimulus variables. For example,
there is so little detail in some of the outline drawings that amount of
detail is not likely to be important in VVA. Since they are all in black and
white, obviously colors and distributions of colors would not have an
influence. By having the pictures drawn, one can emphasize the particu-
lar feature being investigated, for example, the novel component. Also,
with drawings one can depict impossible things, as in pictures we employ
in studies of information conflict.

Posed Scenes

On a number of occasions we have photographed posed scenes, such
as a parent spanking a child or a young man and woman embracing.
These were used to investigate various affectual states. The advantage of
posed scenes over drawings is that, obviously, they are much more
lifelike, and thus may have stronger effects than outline drawings. How-
ever, posed scenes have their problems also, particularly in controlling
for unwanted and frequently unsuspected confounding stimulus charac-
teristics.

Sample Pictures from Daily Life

Studies of VVA have used many pictures of scenes from daily life,
ones that either were photographed specifically to meet some purpose, or
cropped from magazines and other printed matter. We presently are
investigating 38 categories of real-life scenes (with five pictures in each
category). The categories were formed in terms of our hypotheses about
some of the determinants of VVA mentioned earlier. In many cases we
photographed these in our environment; in other cases they were taken
from magazines.
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Works of Art

Particularly for investigations into variables relating to aesthetics it is
useful to employ photographic reproductions of works of art. One can do
this either by making slides for a very broad “sample” of paintings, or by
collecting slides with respect to specified categories of paintings which
are intended to represent one or more of the theoretical constructs men-
tioned previously.

Psychometric Requirements

Only persons who have one foot in psychometric theory and one foot
in experimental psychology can appreciate the demands that these two
subdisciplines place on one another. What sounds perfectly logical from
one perspective proves to be patently impractical from the standpoint of
the other, and vice versa. Some of the salient principles whereby these
two subdisciplines have been wedded in our research are as follows:

Multiple Levels

Theories concerning VVA speak of various aspects of looking be-
havior as being a function of certain treatment conditions or characteris-
tics of stimulus variables. The pioneering work in this area (e.g., Berlyne,
1960) primarily involved showing pictures that represented only two
levels of the variable in question. For example, a comparison would be
made of the amount of time spent looking at a picture of an ordinary
house and at a novel drawing of a house. In other instances, only several
levels of a stimulus variable were investigated, such as several levels of
complexity.

Another problem relating to number of levels concerns the range of
stimuli employed in the investigations. When we started investigating
the physical complexity of random polygons, it was not uncommon to see
reports in journal articles in which the highest level represented was 40
random sides. Now we are working with random polygons that have up
to 200 sides. A major effort on our project has been to develop sets of
stimuli that varied widely and at numerous points on the continuum of
the particular stimulus characteristic being investigated. This permits us
to make firmer, more general statements about the nature of functional
relationships.
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Scaling Data

For the development of stimulus scales, we relied on two types of
data. First, in some instances we could rely on the physical properties of
the stimuli. One example is with our random polygons, in which com-
plexity could be measured in terms of the number of random sides used to
generate the figure. Another example was in the number of different
encodable stimuli in a display, which was indexed quite simply in terms
of the proportions of elements of different kinds that were shown. Such
physical properties served directly to develop interval or ratio scales.

With most of the stimuli that we have employed, it is logically
impossible to use as scaling data any measurable physical properties. This
is illustrated with our drawings of incongruous juxtapositions of animal
parts with other elements, such as an outline drawing of a cow with
symmetrical polka dots. Actually, in information-theoretic terms, the
splotches on an ordinary cow would represent a higher level of complex-
ity than would the polka dots, but, of course, the polka-dotted cow is
responded to as being much more novel. In the outline drawings that we
employ to depict various motivational states, for example, a child receiv-
ing a spanking, there is nothing that can be measured physically by ruler,
photoelectric cell, or any other physical process that would index the
variable in question. The only way to index novelty, motivational states,
associations, and most of the important stimulus variables is in terms of
subjects’ reactions. Consequently, a large part of our research effort has
been dedicated to gathering responses to our stimuli, which then could be
employed for psychophysical scaling. These scales were subsequently
used in studies of VVA. For this purpose, we obtained subject reactions of
many kinds. We relied heavily on rating scales, as, for example, for the
measurement of pleasantness. Free associations were obtained to scale
stimuli in terms of some of the variables relating to meaning processing.
In our studies of incongruous drawings, children were asked to rank-
order the pictures within each set from the most usual to the most
unusual. In these and in other ways it not only was practicable to employ
subjects’ reactions as data for scaling stimuli, but logically there were no
other type of data that could possibly have served that purpose.

Need for Replicate Stimulus Sets

In the investigation of any variable in our conceptual scheme, it was
necessary to employ more than one set of materials in each study. In a
study of effects of sets of incongruous drawings on amount of looking
time, we typically would employ four or more different sets, each of
which involved four or more levels of novelty. Similarly, in investigating



EXPLORATIONS OF EXPLORATION m

effects of different levels of complexity as evidenced in randomly con-
structed geometrical forms, we typically employed four or more sets of
stimuli that varied on as many as six levels.

The reason for employing replicate sets of this kind is to give the
overall results a form of content generality, much as is traditionally
involved in the construction of psychological tests. We could not trust the
results that we obtained from one set alone, simply because there may
have been something peculiar about the picture used to represent a
particular level, or even about a whole set of pictures. Looking through
the literature on visual exploration over the last ten years or so, one can
find authors making much out of a particular dip in a curve or a final
downturn; but frequently these curves are based on one set of stimuli
only. One should employ multiple sets of stimuli for any variable, and
these should be scaled psychophysically before studies of VV A are under-
taken.

Need for Minimal Overlap

Our investigations require levels of stimuli that barely overlap in
terms of scale properties. A cardinal example is in respect to information
conflict. We cannot employ such scales unless nearly all subjects agree on
the way in which stimuli should be rank-ordered with respect to novelty.
Similarly, in our scales that are constructed in terms of physical princi-
ples, it is necessary to employ stimuli at each level (e.g., of complexity)
that do not overlap with other levels. Without these clean-cut differences
between stimuli at adjacent levels on each scale, we could not expect to
obtain clear results in VVA.

Floor and Ceiling Effect

In developing stimuli, we frequently encounter natural floors in
which either one is working with a logical zero point or one can not obtain
a lower level on the stimulus continuum in scales based on subjects’
ratings. One cannot obtain a polygon with fewer than three sides, or a
collection of objects less heterogeneous than one in which all the objects
are alike. Similarly, in our scales obtained primarily from the pretesting of
subjects’ reactions to pictures rather than in terms of physical properties,
we frequently found floor effects or logical zero points. For example, we
cannot draw a picture of a cow that will be rated clearly as more “usual”
than the picture of the cow that we presently employ in that set. Similarly,
in many efforts we have been unable to construct a more bizarre concata-
nation of cow, elephant, and airplane parts than the most incongruous
stimulus in that series. Logically, then, we have covered the range from
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the bottom to the top, which leaves little argument about what would
happen if stimuli were more extreme in either direction. Some of our sets
constructed in terms of physical properties have been made so complex,
or so extreme in terms of some other physical property, that it is doubtful
that any practicable increases in scale values would result in different
findings regarding VVA.

Scaling Techniques

We have found it necessary to rely on only some very simple ap-
proaches to scaling. For example, we have encountered no case in which
multidimensional scaling would have been useful. Such scaling methods
are used when stimuli are expected to differ from one another promi-
nently on more than one dimension and/or the cardinal dimensions
cannot be specified in advance. Neither has been the case in our investiga-
tions. Rather, we have worked from a hypothesis-testing model, in which
our effort is to measure each theoretical variable separately, for example,
information conflict or complexity. We make efforts to purify our
stimulus materials of any other psychological dimensions that might
intrude themselves. Also, the employment of replicate sets as mentioned
above helps to average out any confounding stimulus variables that
might by chance be represented in one of the sets but not in others.

As mentioned above, some of our unidimensional scales were de-
veloped directly from their physical properties, such as levels of complex-
ity in geometrical forms and relative homogeneity of elements of visual
displays. The numerical characteristics of the displays themselves pro-
vide sensible scales, although in some circumstances we found that the
overall nexus of lawful relations among independent variables and with
dependent variables was simplified by systematic modifications of the
intervals; for example, we found it mathematically convenient to work
with logarithmic values concerning complexity in random polygons.

For our scales based on data obtained from human impressions it was
not necessary to apply any complex scaling techniques. All the scaling
methods that have grown out of Thurstone’s law of comparative judg-
ment did notapply, because the research required nearly nonoverlapping
distributions of individual differences. Consequently, where stimuli
were based on ranking we simply used the average ranks over subjects as
though they constituted an interval scale. With scales based on ratings,
for example, 9-step scales concerning judged pleasantness of pictures, we
simply took the average ratings to form interval scales.

Not all the materials that we use in studies of VV A constitute ordered
scales as produced by the procedures described above. A primary exam-
ple is our investigation of VVA with respect to 190 pictures of real-life
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objects and scenes. In such cases, we essentially are ““sampling’” broadly
from a domain of content. Another domain in which we are studying a
broad sample of pictures is with respect to works of art. (Of course, such
“sampling”” does not precisely match the process as it is defined in
mathematical statistics.) When performing such sampling, it greatly
helps if a conceptual scheme is available for ensuring that an adequate
coverage of the domain is obtained, as in our use of 38 categories to obtain
a broad collection of 190 pictures.

ILLUSTRATIVE FINDINGS

Space permits only the summarizing of some of the most pervasive
and conclusive findings from our investigations of VVA. More extensive
summaries and numerous references to particular experiments are given
in Lemond (1973), Nunnally (1977), Nunnally and Lemond (1973), Wilson
(1973), and Nunnally, Lemond, and Wilson (1977).

Information Conflict

There is a monotonically increasing relationship between degree of
information conflict (an important type of novelty) and amount of VVA.
A typical set of pictures used in such investigations is shown in Figure 2.
A typical set of results is shown in Figure 3.

Representational Elements

There is a monotonically increasing relationship between the
number of different representational elements (thinglike objects) in visual
displays and the amount of VVA (evidence summarized by Wilson, 1973).
An example is in studying visual displays that range on the lower end to a
display containing 16 copies of the same face, varying in degree of
heterogeneity up to a display containing 16 different faces. Although the
exact shapes of the relationships are not identical, we find the same
monotonic trend between the number of different elements in a picture
and the amount of time spent in visual exploration.

Physical Complexity

There is a monotonically increasing relationship between physical
complexity (e.g., as manifested in number of random sides of a polygon
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FIGURE 2. Examples of stimuli containing various degrees of information conflict.

FIGURE 3. Relationships among four levels of stimulus novelty (information conflict) and
viewing time (from Faw & Nunnally, 1968a).

or number of random dots in a pattern) and amount of VVA. A typical set
of 4 ordered stimuli varying from 3 to 200 random sides is shown in Figure
4. A typical set of results is shown in Figure 5. The levels of complexity
shown there are 3, 10, 20, 40, and 80 random sides expressed in terms of
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FIGURE 4. Examples of randomly generated geometric forms (3,40,80, and 200 random
sides).

FIGURE 5. Relationship between stimulus complexity and viewing time.



116 CHAPTER 5

log 10. We have unpublished data showing that the monotonically in-
creasing trend continues up to 200 random sides.

Pleasantness

There is no general relationship between subjects’ ratings of pleas-
antness of stimuli and amount of VVA. Theory and research results on
this matter are discussed in detail in Nunnally, 1977. Findings with one
type of stimuli do not hold with other types of stimuli; for example, rated
pleasantness of female faces versus outline drawings of scenes showing
various types of social interactions. There has been a tendency through-
out our studies (by no means entirely consistent) for pleasant pictures to
dominate neutral pictures, but VVA with respect to various levels of
negative affect evidenced in ratings is unpredictable. There is some evi-
dence from our studies (e.g., Faw & Nunnally, 1971) that people compul-
sively stare at some types of unpleasant pictures, particularly those con-
cerning any type of human harm.

Familiarization

With various experimental approaches, numerous studies have been
performed on the effects of prior familarization of stimuli on subsequent
VVA. Itis quite conclusive that familiarization reduces subsequent VVA,
both when stimuli are subsequently viewed separately and when a
familiarized stimulus is paired in the same display with an unfamiliarized
stimulus. However, there are many puzzling features regarding these
investigations which do not fit any simple generalization beyond the
observed major effect; for example, our studies show no effects of such
prior familiarization on subsequent ratings of pleasantness, and the ef-
fects of amount of familiarization in our studies level off after only a few
seconds rather than increasing monotonically.

Other Findings

Many findings by us and others on numerous experimental treat-
ments are referenced in the summary articles mentioned above. These
include effects of various physical characteristics of stimuli, of amounts
and kinds of sensory isolation, of instructional sets, and of interposing
various types of vigilance tasks between trials of VVA. Some of the
findings from these investigations have been clear-cut, but they have not
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been replicated or studied as broadly as those in the five categories
discussed above.

COVERT ASPECTS OF EXPLORATION

Although it sometimes is arguable which is being investigated, it is
important to make a distinction between the overt aspects of exploratory
behavior and the covert, or more purely mental aspects. A look back at
Figure 1, a temporal scheme of exploratory behavior, will remind the
reader that for each overt behavior in the sequence there is a
hypothesized covert attendant process. A great deal of research has been
performed on the overtly behavioral aspects of exploratory activity, par-
ticularly specific exploration in the study of VVA, but very little actual
research has been performed on the covert components. Rather, what has
been done is to presume that certain covert processes were in operation
while stimuli were being presented in studies of VVA. In addition to the
covert processes that correlate in time with observable aspects of
exploratory behavior, some of the most interesting forms of exploration
are purely mental. In such cases, there may be no observable, external
behavior at all; but the mental processes relating to exploration may be
quite important for the individual, and quite important for scientists to
investigate. An example of specific covert exploration would be scanning
with the “mind’s eye” the scene of an automobile accident witnessed
earlier in the day. An example of covert search as a form of exploration
would be simply rambling through one’s mind as to the most logical
location of a misplaced set of keys. An example of diverse exploration,
one that is highly familiar to us all, is simply having the mind wander in
chains of free association of symbols, words, mental pictures, and related
tinges of emotion.

For the investigation of covert aspects of exploration one runs into
the perpetual dilemma that is found throughout psychology in studying
through scientifically acceptable means what goes on in the mind. Of
course the radical behaviorists claimed that this was not possible at all
(even going back to the great philosopher Kant). However, the revolt
against such radical behaviorism and the rekindled interest in human
thinking and feeling has made the rubric Cognitive Psychology quite
popular (and for some reason that I do not understand, this switch in
names solves all the problems of dealing with unobservable, mental
processes). We cannot give up on the study of human feeling and think-
ing as mental phenomena even if they do pose severe problems with
respect to the logic of science. Subsequently I shall discuss some inroads
into such investigations, but let me first illustrate the problem with some
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covert processes that have been highly important in my own theorizing
about exploratory behavior.

Meaning Processing of Incongruity

Earlier in this chapter I gave an extensive list of constructs that I and
others have mentioned as being important in the study of exploratory
behavior, some of which are rather easily tied down in terms of overt
activity, and others of which are almost wholly related to covert activity.
My major theorizing and research activity has been with respect to the
meaning processing of specific exploration of visual displays. In Figure 11
refer to this as encoding, and earlier in the text I talked about some of the
major components of encoding or “making sense” out of the displays.
Some of the separate constructs in this overall interest in meaning proc-
essing were information conflict, number of representational elements,
and others. Here let me go into some detail about the construct of
information conflict as a prelude to analyzing some of the approaches to
studying covert exploration.

Considering the many places in which information conflict occurs
and the many interesting impacts on human behavior, it is very surpris-
ing that no one (in so far as  know) has pointed out the widespread nature
of the phenomenon and attempted to state general principles concerning
the impact of information conflict on human behavior. Perhaps the
phenomenon of information conflict has been largely overlooked because
it is so very rudimentary. Animals, from protozoa to man, sense and
respond selectively to the diverse stimuli that impinge on them. Protozoa
will move from the dark to the light side of a container. Bees have a large
repertoire of specific responses to specific actions by other bees. More by
dint of learning than by wired-in proclivities, men respond selectively to
myriad stimuli in the social and in the material environment. For exam-
ple, other than for lunatics and pranksters, the greeting “Good morning”
is predictably met with a similarly pleasant reply. In all herdlike animals,
including man, at least some highly predictable stimulus-response rela-
tions are required for maintenance and survival of the herd.

In order to respond appropriately to any stimulus, itis necessary, ina
very general sense of the term, to attribute meaning to the stimulus. The
master’s whistle signals that dinner is ready for the dog. A particular
flapping of the wings signals to the bee that honey is to be found in a
specific direction. The astringent effects of a particular chemical signal to
the protozoan that he should move in the opposite direction. The crouch-
ing behavior of a timber wolf signals to a more dominant male that he
should not attack. The examples are legion, to say the least, of needs in
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the animal kingdom for appropriate responses to stimuli. This does not
mean, however, that everything in the sensorium is an object of intimate
attention, prolonged curiosity, or dread. It is probable that the vast
majority of all stimuli are simply classified as harmless, biologically ir-
relevant, highly familiar, or for some other reason uninteresting. In
connection with stimuli that do prove to be of interest and importance to
the organism, however, organisms perish or survive in terms of the
appropriateness of the responses they make. An animal cannot make an
appropriate response to a stimulus if the cues for encoding, or attributing
meaning to, the stimulus are in conflict.

There obviously are some differences in the way that conflicting
information of different kinds is handled. Information conflict is involved
in dichotic listening, where different messages are going to the two ears,
but attention in this situation apparently is very much under the control
of the subject. In contrast, the information conflict involved in binocular
rivalry apparently is influenced almost not at all by conscious efforts of a
person to keep one of two competing percepts in view. As another
example of differences in the way that different types of information
conflict are handled, there apparently is much more disturbance caused
by certain types of information conflict than by others. For example,
whereas the information conflict inherent in delayed feedback of speech
and air sickness tends to be quite disturbing to people, the information
conflict inherent in dichotic listening and the viewing of incongruous
pictures of animals tends not to be very disturbing. In spite of these
differences in the way that different types of information conflict are
handled, it is thought that there are at least two general principles that
hold for all information conflict.

The first principle, the one that I am forced to treat more tentatively,
is that, with any type of information conflict, the emotional response
varies with the degree of conflict. Mild levels of conflict are experienced as
pleasant; moderate levels of conflict are experienced as producing giddi-
ness, dizziness, and a tolerable feeling of unreality; and extreme levels of
conflict tend to produce anxiety, feelings of hopelessness, confusion, and
nausea. This principle tends to hold most fully when there is neither an
automatic nor a consciously controllable mechanism for selecting among
the conflicting cues for meaning. In binocular rivalry images flip-flop
automatically, and rarely is there a mixture of the two images. The
individual has practically no control over which image comes into view.
Apparently there is an on-off switching mechanism that prevents the
information conflict from disturbing the organism. Consequently, no one
reports strain or distress in experiments on binocular rivalry. For a very
different reason, little strain is experienced in studies of dichotic listening.
In that case, subjects apparently are quite adept at switching their atten-



120 CHAPTER 5

tion from the information coming into one ear to that coming into the
other ear. In real life situations, individuals are able largely to tune in on
one conversation or other source of sound and thus diminish the salience
of competing sources of sound. Because people can and do select from the
available competing auditory stimuli, the individual does not experience
strong information conflict or the stress that would be attendant upon it.

With most forms of information conflict, however, there is no on-off
switching mechanism to protect the organism from the impact of compet-
ing information. This is the case, for example, in response to vertigo,
weightlessness, conflicting components of verbal messages, and novelty
in the form of incongruous pictures. In such situations, itis proposed that
the degree of stress induced by information conflict varies with the degree
of the conflict. As was mentioned previously, it is hypothesized that very
mild levels of conflict actually are experienced as pleasurable. This is the
case, for example, in jokes, and in the relatively mild vertigo experienced
in carnival rides. (As is true of almost everything else, there probably are
very large individual differences, relating to age, sex, subculture affilia-
tion, and other differences among people.) The distress thatis inherentin
highly incongruous stimulations is thought to result from a general state
of vertigo, or dizziness, that attends highly conflicting information. This
certainly is the case with air sickness, and it may also be the case in less
obvious circumstances. For example, personally I get dizzy while looking
at some of the incongruous pictures of animals and other objects that we
employ in our studies of selective visual attention. Also, although people
will laugh at those pictures, they also rate them as somewhat
unpleasant—not highly unpleasant, but less pleasant than pictures of
normal objects and animals.

The second principle regarding situations that concern information
conflict—the principle that intrigues me far more than the first
principle—is that information conflict elicits and sustains attention. In the
same way that a tropism draws a moth to the flame, I propose that a
tropism draws all animals to look at, or otherwise attend to, objects or
circumstances that induce information conflict. It should be obvious why
it is biologically useful for stimuli that elicit information conflict to domi-
nate attention. One can envision the animal moving through its environ-
ment, checking out, giving meaning to, and subsequently ignoring the
stimuli it encounters. The fox wanders through its woodland domain,
encountering a familiar rock, passing a tree, chasing but failing to catch a
rabbit; but suddenly here is something new—a red balloon bobbing
through the trees, bouncing off rocks, and bursting with a loud bang.
Now the balloon lies limp on the side of a boulder. The fox is faced with a
welter of information conflict. All birds fly, but they do not make a loud
sound when they land. Big round things do not suddenly become small,
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limp things. In this and in other ways the fox is experiencing considerable
information conflict. The fox would attend very acutely to the balloon,
and if the information conflict was not too much for him to stand he
would continue to investigate until most of his curiosity regarding the
object was satisfied.

An experience of my own may help to illustrate the tropism that I
have hypothesized regarding the attention-getting properties of incon-
gruous stimuli and the related covert processes. One day while walking
near my office I encountered what appeared to be a Rolls Royce station
wagon. The front end of the vehicle was unquestionable a Rolls Royce,
and the rear end of the vehicle was a gawky, highly unusual looking
wooden aspect of a station wagon. This represented a high degree of
information conflict for me because (1) the awkward looking rear end of
the vehicle was in strong contrast with the classic lines of the front part of
the vehicle, and (2) whereas 1 obviously was looking at a Rolls Royce
station wagon, at the same time I felt sure that Rolls Royce had never
routinely manufactured station wagons. The information conflict in this
situation was sulfficiently strong that I could not take my eyes off the
strange contraption. [ am sure that my attention was sufficiently drawn to
the object that a good friend would have passed by unnoticed. Had the
vehicle not lumbered off, I probably would have gaped at it for some time.
My “mental’ attention to the object persisted after it passed over a nearby
hill. I could not get the incongruous object out of my mind until Imade up
a little story for myself, most probably highly erroneous, regarding the
origin of the vehicle and its presence outside my office. My little story
concerned how an English country gentleman had wanted something
special in which to bring guests from a nearby train station to his baronial
estate, and how he had requested that the Rolls Royce company design
and construct a special vehicle for the purpose. Then, having satisfied
myself that someone could have had such a vehicle constructed in Eng-
land, I compulsively went on to make up further stories about how the
vehicle got to Nashville, Tennessee. Viewing the incongruous vehicle
had set up a tension in me, one that would not lessen until I resolved the
information conflict, even if the resolution was more fantasy than fact. I
refer to such activity as tropistic, because it is highly motivating and
end-directed in the same way as other animal tropisms are.

THEORETICAL POSITIONS REGARDING COVERT ASPECTS OF
EXPLORATION

Many of the constructs mentioned previously that are thought to be
important in determining extent of VVA and perhaps other forms of
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specific exploration are either partly or wholly “in the mind”’ rather than
in terms of overt activities. A primary example is the possible influence of
specific emotions while exploration is under way; another consists of the
associations that occur during that period. Exploration in the form of
covert search, for example, looking for misplaced keys, may occur while
the person is sitting inert in an armchair and not doing or saying anything
that can be observed. Similarly, the mental ramblings that constitute
diverse exploration, “in the mind,” need not be accompanied by any
consistent observables.

Thelist of constructs described previously spawns numerous specific
hypotheses that are ripe for testing. Also, these constructs and other
covert, cognitive, and affective variables combine into more complex
theoretical positions regarding exploratory behavior. A simple example
was illustrated previously of the hypothesized tendency of people to
“make up a story” to explain an incongruous stimulus or message. The
validity of the hypothesis is then “checked out” by overt exploratory
behavior and covert thinking about the plausibility of the hypothesis.
Frequently this first hypothesis is formed in a split second, because
humans have a tropism for not only paying attention to incongruous
stimuli but for resolving them quickly into something meaningful. If as is
usually the case the first attempt at encoding does not meet with what is
seen and thought, then a second hypothesis is formed and subsequently
“checked out.” A chain of such hypothesis formulations and testings
goes on until either the object is made to fit in a meaningful way into what
the person knows about the world, or his principles concerning reality are
altered to incorporate the incongruous object. (Of course, this simple
theoretical illustration is very similar to other cognitive theories concern-
ing learning and perception, for example, Piaget’s concepts of assimilation
and accommodation, Broadbent’s concept of template matching, and other
cognitive theories.)

Many theoretical principles could be given regarding covert search
activity, which would represent the purely mental counterparts of overt
theories of problem-solving—in mentally searching for the lost keys, the
person could employ the problem-solving heuristic of retracing his steps
mentally to the places that he had gone since the last location in which he
was sure that the keys were in his possession. This aspect of the search
activity would be joined with considerations regarding those places in
which it would have been appropriate to remove the keys. By homing in
this way with subsets of principles regarding probabilities as to where the
keys might be, the search could be narrowed to several locations which
would be inspected overtly (and if the keys were not there, the hierarchy
of converging mental operations in the research would start over).

As a theoretical point of view underlying diverse exploratory be-
havior, such overt behavior has been theorized to be motivated by bore-
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dom (or tedium). This should be manifested in verbal reports of boredom
and restlessness, and in physiological arousal corresponding to the “itch-
iness” that is hypothesized to be involved. One could elaborate this
theoretical scheme considerably.

The foregoing are meant to be bare-bones examples of the pos-
sibilities of building rather elaborate theories regarding the covert aspects
of all forms of exploratory behavior; but the purpose of the examples is
not to offer elaborate explanations in the limited space that is available
here, but rather to illustrate the theoretical developments that could
emerge—if only adequate methods of gathering scientifically acceptable
data with respect to the related forms of mental activity were currently
available for the purpose.

Data-Gathering for Covert Exploration

As many authors have discussed it (e.g., Nunnally, 1978), the gather-
ing of scientifically acceptable data is tantamount to measurement. Of
course, there is a hierarchy of measurement in terms of the amount of
information supplied, ranging from lowly categorical data of the form of
present-absent to the ratio scale at the top of the hierarchy. Viewed in this
way, the major problem of studying covert aspects of exploratory activity
is to adequately measure variables that permit theories to be tested.
Before going into some of the particular methods that have been tried to
date and some that I will advocate for the future, it is well to recognize that
nearly all scientists have contented themselves with the need for rather
indirect measurement in most research. Actually, nothing other than the
measurement of length is done purely in terms of ostensive characteris-
tics, thatis, one can actually see whether one stick is longer than another.
The zero point on the scale can be seen as the empty space at the lower
end of a ruler; and the equality of intervals may actually be observed by
sawing the inch-long wooden strips into pieces and examining their
equality visually. Unfortunately, no other characteristic in nature can be
fully justified as measuring what it is supposed to measure; and no other
scale except length permits one to see directly the scale properties, in this
case a ratio scale. Even weight is measured indirectly with a balance or
other devices. Most measures in the physical sciences are much further
removed from the actual attribute being measured; for example, the
Fahrenheit thermometer, the Richter scale for earthquakes, and the pollu-
tion index given by the nightly TV “weatherman.” The situation is much
the same in psychology—most methods of measurement only indirectly
quantify the attribute in question, and the degree of intuitive convincing-
ness without additional supporting evidence varies considerably from
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measure to measure, as, for example, measures of reaction time as op-
posed to measures of “rigidity.”

Because many newly developed measures do not convincingly quan-
tify what they are purported to quantify, it is necessary to validate such
methods, by procedures that are familiar to most behavioral scientists
(see Nunnally, 1978). In particular, those measures that are rich in
explanatory power for the formulation of theories require a rather com-
plex type of construct validity, which can either be explicated in terms of a
ponderously proper formal logic or simply kept in mind as a necessary
type of commonsense accruing of circumstantial evidence regarding how
well a proposed measure works in practice. Looked at in either way, this
boils down to the extent to which a measure “acts” as it should in
situations where the results of experiments relating to the construct
follow from highly agreed-on principles, and when the new measure
proves valuable in explaining experimental results in the domain of
inquiry where it was intended to be employed. All this applies to the
development of adequate measurement methods for the covert aspects of
exploratory behavior, and the problems here are no easier or no worse
than they are in many other areas of psychology and kindred sciences
where questions regarding human thoughts and feelings are at issue.
However, far too little has been done to develop the measurement tools
that are needed for testing existing theories of covert aspects of explora-
tory behavior and, in turn, encouraging the development of much more
comprehensive theories in this regard. Following are some of the types of
measures that either have been used for this purpose or could be used in
the future.

Measurement Methods for Covert Exploration

Unfortunately, many theories regarding covert concomitants of vari-
ous aspects of overt exploratory behavior and purely covert exploratory
behavior are very difficult to affirm or deny because of the paucity of
scientifically acceptable methods of measuring the variables involved in
the theories. Of course, this is not an idiosyncratic problem for the study
of exploration, but rather it is a problem that is common throughout all
aspects of psychology and kindred fields that concern covert processes.
Following are some methods that we currently employ or could employ in
the future.

Physiological Measures

Many psychologists have a real “hang-up” on the possibility of using
physiological measures as a mind-reading machine. Attempts of this kind
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have been made with respect to the covert aspects of exploratory activity,
but with scant success. Among the measures that have been employed
while subjects viewed stimuli that varied in terms of one or another
characteristic are heart rate, GSR, EEG, pupillary dilation, and others. If
the reader will glance back at Figure 1, concerning hypothesized covert
activities relating to their overt counterparts in specific exploration,
hypotheses can be formulated regarding the physiological concomitants
of the various stages. However, the actual use of such physiological
measures in VVA has proved to be very “messy”” and has produced very
little of substance. All such measures tend to be very volatile and easily
influenced by artifacts. For example, GSR tends to decrease throughout
the experiment no matter what the subject is viewing. With respect to the
orienting response, Sokolov argued that heart rate increased, but most
American psychologists find that heart rate decreases during this period.
Whereas earlier it was thought that pupillary response was bipolar, in the
sense that dilation occurred in viewing pleasant pictures and constriction
occurred with respect to unpleasant pictures, this proves not at all to be
the case. What was found instead was that any stimulus that activated
(aroused) the person caused dilation—pictures of pleasant or unpleasant
objects, physical strain as in lifting weights, and the purely mental strain
of performing complex arithmetic problems. The EEG is of little use in
most studies of VVA, because the transduced waves “go flat” when the
subject is alerted by viewing stimuli that are novel or interesting in any
other manner. Efforts to use autonomic measures and products of the
central nervous system to index particular emotions (e.g., anger, disgust,
and happiness) have utterly failed.

The only place in which physiological measures have proved useful
is in the indexing of overall activation (or arousal). For example, pupillary
response has proven to be an excellent measure of arousal. Because Dan
Berlyne and others have placed such a heavy emphasis on arousal as a
covert process underlying exploratory activity, it is useful to employ some
of these physiological measures to investigate the theories. For example,
when subjects are viewing one picture at a time in the study of VVA, it is
rather easy with some of our equipment to measure simultaneously pupil
size. Although physiological measures may be useful for studying overall
states of arousal, there is no evidence now and very little hope on the
horizon that physiological measures will ever by useful for determining
the content of what people are feeling and thinking.

Association Methods

One very important approach to getting at the covert processes that
are involved in exploration is through changes in association toward the
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explored object or event from before to after the encounter. If my overall
meaning-processing point of view is correct with respect to what occurs
in exploratory behavior, then one would make numerous predictions
regarding changes in association hierarchies as a function of the explora-
tion. We usually make studies of association as part of the indexing of
stimulus characteristics of visual displays. Our most typical approachis to
have the individual list up to ten ideas that come to mind while looking at
the display as it is projected on a screen. This formation of association
hierarchies is done prior to our subsequent investigations of looking
behavior, and with different subjects than are included in the latter. Such
association hierarchies have proved very valuable to us in selecting
stimuli that vary in terms of the extent to which there are highly
agreed-on representational elements in the display. For example, in
studying randomly constructed geometrical designs, purely by accident
one of the designs will have a rather obvious appearing birdlike object
present which most of the subjects will see. Thus one finds a rather
“steep”’ association hierarchy with the word bird appearing as the
foremost associate. In other circumstances, no salient thinglike object is
present, and consequently the association hierarchy is rather flat. Al-
though we mainly have employed such association hierarchies to index
stimuli prior to investigating VVA, we have begun to investigate changes
in such hierarchies as a function of viewing behavior. If our meaning
processing point of view has credibility, then predictable changes should
occur in these association hierarchies. For example, if there is a birdlike
object that occurred perchance in the random construction of geometrical
forms, then the number of associations in that regard should increase as a
function of VVA. In addition, highly idiosyncratic associations should
drop out after the stimuli have been viewed.

Rating Methods

Associations can be investigated either by the typical method of
association or by a more structured approach, such as the Semantic
Differential or other rating methods (see discussion in Nunnally, 1978).
The use of the SD in that respect would not only allow one to investigate a
very wide variety of associations, but would also force the subject to
respond with respect to some dimensions that have proved quite elusive
in previous research. Such uses of Semantic Differential and other rating
methods would be particularly useful with respect to the study of specific
emotional reactions to visual stimuli, which have proved quite difficult to
measure in any other way. This could have a very important place in the
study of specific emotions generated by viewing works of art.
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Content Analysis of Verbalization

As we move from more to less structured techniques, there is an
important place for the study of the manner in which both adults and
children freely explore objects that vary in terms of the characteristics
discussed previously (e.g., incongruity, aesthetic value). The principle is
quite old, namely the subject is required to describe his thoughts while
viewing a stimulus. Methods of content analysis can be developed that
require either the simple counting of words of a particular kind or judges’
ratings of expressed feelings. Although the study of such impressionistic
reactions of subjects has been out of style for many years, it has come to be
realized that we were overly compulsive in castigating data that are either
directly informative or that suggest hypotheses for subsequent investiga-
tion. A quick example will suggest what I mean in this regard. I frequently
have asked students to recall some incident in which they witnessed an
apparently quixotic event. Many of them have told me that momentarily
they made up anillogical rationale for a seemingly incongruous event; but
after rechecking the matter, discovered that the mistaken incongruity was
not there. Such intuitive analyses of individuals’ responses to apparently
incongruous situations have led me to the postulation of a type of drive or
“tropism” for resolving information conflict. I think that other intuitive
analyses of free verbalizations regarding exploratory activity would pro-
vide valuable hypotheses for future testing as well as being informative in
their own right.

A TrBUTE TO DAN

Daniel Berlyne had the courage to speak cogently about exploratory
activity and other aspects of intrinsic motivation during a time when
psychologists were gradually escaping from a long slumber of hyper-
behavioristic nonsense. Dan fitted the term ““gentleman scholar”” as much
or more so than anyone I have known. He would have felt perfectly at
home in the company of such great gentleman scholars of the past as
William James, Sir Francis Galton, and Charles Darwin. Very few persons
manage to be so intellectually gifted yet so humbly kind. Like me, many
persons have profitted from Dan’s writings and friendship. I have carried
that friendship on to study many aspects of intrinsic motivation; but there
simply is no one to replace him—we have lost a leader.
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6

Arousal, Intrinsic Motivation, and
Personality

H. J. EYSENCK

AROUSAL AND MOTIVATION

The notion of intrinsic motivation, and the associated concepts of colla-
tive properties of stimuli and the arousal potential which they mediate,
have played a large part in the thinking of D. Berlyne (1969, 1971). Think-
ing along these lines began with Wundt (1874) over a hundred years ago,
and his famous Figure 141 (p. 558) illustrates the way in which the
argument linking arousal potential and intrinsic motivation has pro-
ceeded. Figure 1 reproduces Wundt’s diagram. The logarithmic ascend-
ing line represents E (Empfindung: subjective experience) as a function of
R (Reizstirke: stimulus strength). The abscissa marks the point where E
becomes conscious (at pointa), and at heighty (pointm on the abscissa) E
reaches its maximum, regardless of further growth of R. Wundt then goes
on to say that we can represent the dependence of hedonic tone onR in
terms of the stippled curve. He represents positive hedonic tone as lying
above the abscissa and negative hedonic tone as lying below it, and shows
that maximum hedonic tone is reached at a medium strength of R, as
point c. At point e (the indifference point) positive hedonic tone changes
into negative hedonic tone. Thus, increasing stimulus intensity from zero
values of E first increases, then decreases, hedonic tone.

Berlyne took issue with the interpretation of R in purely physical
terms of intensity; he prefers the termarousal potential, by which he means
to refer to all the properties of stimulus patterns that tend, on the whole,
to raise arousal; he defines it as the “psychological strength of a stimulus
pattern, the degree to which it can disturb and alert the organism, the
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FIGURE 1. Wundt's (1874) original arousal-hedonic tone curve (redrawn). See text for explana-
tion.

ease with which it can take over control of behaviour and overcome the
claims of competing stimuli” (1971, p. 70). The term refers to properties of
stimuli, and not to their effects on the arousal system; this leaves us with
the unsolved problem of how to quantify the arousal potential objectively
and uniquely. Fiske & Maddi (1961) use the term “impact” instead of
“arousal potential”’; they define it as ‘the property of the stimulus which
affects activation level” (p. 18), and analyze this property into three main
classes: intensity, meaningfulness, and variation.

Berlyne has attempted to rephrase Wundt’s hypothesis in modern
physiological and neurological terms. He starts out from a consideration
of Olds’s work on the primary and secondary reward system and the
aversion system (Olds & Olds, 1965), suggesting that, although the pri-
mary reward and punishment systems are antagonistic to each other (in
the sense that the latter, if activated, inhibits the former), and though
stimulation of either system produces signs of increased arousal, the
secondary reward system is more or less identical with the trophotropic
or dearousal system, in the sense that its activation coincides with de-
arousal. The suggestion is that the secondary reward system produces
rewarding effects indirectly, by inhibiting the aversion system, which, in
turn, disinhibits the primary reward system. Activation of the secondary
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rewarding system produces reward by releasing the primary rewarding
system from inhibition. Thus, one of the brain mechanisms involved
produces reward when arousal is lowered after rising to an uncomfortably
high level, and the other works through arousal increase rather than
arousal reduction, and comes into play when arousal is raised to a moder-
ate extent. The former mechanism, Berlyne suggests, depends on the
secondary reward mechanism; the latter, on the primary reward
mechanism.

Berlyne arrives at a Figure similar to Wundt’s by making two as-
sumptions. One is a Gaussian distribution of the firing thresholds of the
neurons involved in the primary reward and the aversion systems. The
other is that the average threshold for neurons is higher in the aversion
system than in the primary reward system. From these assumptions he
deduces a situation rather like that in Figure 2, where the horizontal axis
represents arousal potential, and the vertical axis represents degree of
activity (number of neurons excited) in the primary reward and aversion
systems. The solid curve represents the way in which activation of the
primary reward system varies with arousal potential. The broken curve
does the same for the aversion system. The two curves are drawn in
opposite directions because the two systems are antagonistic. The
aversion-system curve is displaced to the right to take account of the
assumption that it takes more arousal potential to activate it. Finally, the
figure incorporates the assumption that the distance between the base
line and the asymptote is greater in the aversion curve (Y,) than in the
primary reward curve (Y). Taking the algebraic sum of the two curves
gives the Wundt curve in Figure 1.

Berlyne adds one refinement to his figure. Between the points
marked X, and X, arousal will be mild enough to fall within the pleasant
range, but nevertheless high enough to activate the aversion system
partially. Consequently, anything that then reduces arousal and thus
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FIGURE 2. Berlyne’s (1971) attempt to deduce arousal potential as a function of the activity of
the primary reward and the aversion systems (redrawn). See text for explanation.
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inhibits the aversion system should add to the pleasure that is already
present, by disinhibiting the primary reward system further. Berlyne
discusses sexual activity and aesthetic pleasure in this connection.

THE SYSTEM AND ITS PROPOSITIONS

This theory of arousal increase and decrease as intrinsic motivation
through hedonic tone changes will be taken up again later on; it is part of a
wider setting to which we must turn next. The general conceptual frame-
work to be used has been proposed by Fiske & Maddi (1961), and although
there has been much experimental work done in relation to the proposi-
tions which they put forward, this has tended on the whole to strengthen
their model. In the following paragraphs some of their propositions will
be presented in paraphrased form; this is done in order to integrate the
use of terms such as ““arousal’” with that adopted throughout this chapter.

Proposition 1 is: An organism’s level of arousal varies directly over time
with the total impact of current stimulation.

Proposition 2 is: For any task, there is a level of arousal which is necessary
for maximally effective performance. This is simply a statement of the
Yerkes—-Dodson Law (Broadhurst, 1959) and Hebb’s (1955) inverted-U
relation between drive and performance; it also brings together Pavlov’s
law of strength and his law of transmarginal (protective) inhibition. These
propositions are general in nature; we now come to propositions which
are relevant to the concept of intrinsic drives.

Proposition 3 reads as follows: The behavior of an organism tends to
modify its arousal level toward the optimal zone for the task at hand. As Fiske
and Maddi point out, since the behavior of an organism provides stimula-
tion, behavior can modify impact and alter arousal level. When con-
fronted with a task, the organism can maximize the effectiveness of its
performance by taking advantage of this potentiality. This capacity of an
organism to modify its level of activation makes a major contribution to its
flexibility, adaptability, and efficiency. However, as Proposition 4 tells us:
In the absence of specific tasks, the behavior of an organism is directed toward the
maintenance of arousal at the characteristic or normal level. In the absence of
specific motivation requiring the performance of some specific task, the
organism is still active. This activity can be viewed as motivated in the
sense that the organism is faced with the need to maintain the level of
arousal normal for its particular stage of wakefulness. Hebb and
Thompson (1954) have expressed a similar view when saying that or-
ganisms “act so as to produce an optimal level of excitation” (p. 551), and
Leuba (1955) similarly stated that ““the organism tends to acquire those
reactions which, when overall stimulation is low, are accompanied by an
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increasing stimulation; and when overall stimulation is high, those which
are accompanied by decreasing stimulation” (p. 29). Similarly, Berlyne
(1960): “‘For an individual organism at a particular time, there will be an
optimal influx of arousal potential. . . . The organism will strive to keep
arousal potential near its optimum” (p. 194). The picture is rounded off by
Proposition 5, which tells us: Negative affect is ordinarily experienced when
arousal level differs markedly from normal level; position affect is associated with
shifts of activation toward normal level. The concept of characteristic level of
arousal thus has relevance for affect; marked discrepancies from this
norm are associated with negative affect, whereas positive affect accom-
panies or follows the process of reducing such discrepancies.

AROUSAL, PERSONALITY, AND HEDONIC TONE: LEMMA I

These five propositions require to be supplemented by two further
propositions the evidence for which has been accumulating since the
publication of the Fiske and Maddi book. The first proposition relates to
the systematic relation of personality to level of arousal (Eysenck, 1967); it
may be worded thus: The habitual (resting) level of extraverts is significantly
lower than that of ambiverts, which, in turn, is significantly lower than that of
introverts. There is ample physiological evidence for this proposition
(Eysenck, 1978). We shall not here go into detail on the nature of this
evidence, but shall rather explore the implications of the proposition,
taken in conjunction with the other propositions already listed. We shall
refer to this proposition as the personality postulate.

Our seventh and eighth propositions refer to circadian rhythms of
arousal (Blake, 1971). Proposition 7 states: Arousal levels show a circadian
rhythm, arousal increasing from morning to evening. This is a very clear trend
which can be monitored, as, for example, through measurements of body
temperature. And the final proposition states: Introverts have a higher level
of arousal than extraverts in the morning, but their rate of increase during the day
is less than that of extraverts, so that late in the evening extraverts have a higher
level of arousal than introverts. The work referred to showed that changes in
body temperature, which provided the initial suggestion for this proposi-
tion, mirrored the performance on various tasks of extraverts and intro-
verts during the day quite neatly, and ““could therefore be considered a
reasonably valid indicant of variations in arousal, and in resultant levels
of efficiency, in both types” (Blake, 1971, p. 145). (The terms extraversion
and introversion are used in many different senses; they are used in this
chapter in the psychometrically and experimentally validated sense given
them by Eysenck, 1967, and Eysenck & Eysenck, 1969.)

Propositions 6, 7, and 8 indicate that the other propositions cannot be
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properly tested, or used for applied purposes, without taking into ac-
count such factors as personality and time of day. As most experimental
work in psychological laboratories is carried out at times which precede
the switchover time (afternoon), we have far more data on that part of the
circadian rhythm which favors introverts, and hence we shall concentrate
on proposition 6; the final two propositions will only be mentioned in
passing. We shall first of all consider Figure 3, which brings together
proposition 6 and proposition 3; it should be compared with Figure 1,
being in essence an extension of Wundt's original insight. Figure 3 relates
level of stimulation on the abscissa (“impact” in Fiske and Maddi’s terms;
“arousal potential” in Berlyne’s terms; not Wundt’s simple R concept!) to
hedonic tone on the ordinate (Eysenck, 1963). The broken line parallel
with the abscissa indicates the indifference level, with the area below
being characterized by negative hedonic tone, and the area above by
positive hedonic tone.

The solid curved line indicates schematically the relationship in-
volved; O.L., denotes the optimum or preferred level of stimulation for
the population. Levels of stimulation higher or lower than this reduce the
positive hedonic tone, and if departure from O.L., is too marked, the
curve cuts the indifference level and hedonic tone becomes negative.
There is one obvious departure from the Wundt curve; very low levels of
sensory stimulation are considered not, as in his case, indifferent, but
actively aversive. The work on sensory deprivation, boredom, and “‘sen-
sation seeking”’ suggests that too low levels of sensory stimulation can be
as aversive as too high levels, and consequently it is felt that this change
from the Wundt/Berlyne picture is fully justified. The curve is skewed in
order to indicate the obvious fact that it is easier to increase level of
stimulation beyond the indifference points, and into the aversive region,

POSITIVE
HEDONIC
TONE

NEGATIVE
HEDONIC
TONE

@ oL, OL, OL ¢ ®
LEVEL OF STIMULATION
Medium

LOW HIGH
[Sensory Deprivation) [Pain)

FIGURE 3. Eysenck’s (1963) diagrammatic representation of the relation between arousal
potential and hedonic tone, with particular reference to personality differences in arousal.
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than to do the same for decrements in stimulation, and that the range is
greater on the right side of the diagram than on the left. In reality, the
skew should probably have been much more marked, but from our point
of view this is not an important point in so far as the demonstration of the
personality theory is concerned.

Separate curves are drawn for introverts and extraverts, to take
account of proposition 6. Introverts have high resting levels of arousal,
and hence need little stimulation to produce their optimum level (O.L.,);
extraverts, on the other hand, have low resting levels of arousal, and
hence need a good deal of stimulation to produce their optimum level
(O.L.g). In accordance with this argument, the curve for introverts has
been displaced toward the left, that for extraverts to the right; the actual
distances involved are of course purely notional. Consider now points A
and B on the level of stimulation dimension. Given the amount of stimu-
lation symbolized by A, introverts would be located at a point A; on the
ordinate, extraverts at point A, and ambiverts (or random samples of the
population) at point A,. Thus, introverts would react with a positive
hedonic tone to this level of stimulation, extraverts with a negative tone,
and ambiverts would be near the indifferent point. Conversely, at pointB
we would find that extraverts (B;) would show a mildly positive hedonic
tone, ambiverts would again show indifference (B,), but introverts would
suffer discomfort or pain (B;). Thus, outwardly (objectively) identical
levels of stimulation would produce quite different hedonic tones (and
consequently behavior) in extraverts, ambiverts, and introverts. With
particular reference to the diagram, we can see that introverts would
tolerate sensory deprivation better, extraverts pain. The experimental
evidence is in line with these predictions (Eysenck, 1967, 1978).

Among other deductions from the general theory, we may list justa
few. It has been deduced, and verified, that extraverts like women with
large breasts, introverts women with small breasts (Eysenck & Wilson,
1978a.) (The argument is that large breasts are more arousing than small
breasts.) It has been deduced, and verified, that extraverts prefer brighter
colors, introverts duller colors (G6tz & Go6tz, 1975). It has been deduced,
and verified, that extraverts opt for strong visual and auditory stimuli,
introverts for weak stimuli (Weisen, 1965). These and other experiments
(see Eysenck, 1978) suggest that our first lemma results in large numbers
of testable deductions, many of which have been tested and supported by
the empirical results.

AROUSAL AND DRruGs: LEmMa 11

Eysenck (1963) has suggested that experimental changes in arousal
level through the administration of drugs might be used to test the
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predictions mediated by the general theory under consideration, and
much work has been done to substantiate this prediction (Eysenck, 1967.)
Here we shall consider just one recent (unpublished) experiment to
illustrate the possibilities of this approach. This study, carried out by K.
O’Connor, used extraverts and introverts as subjects, selected according
to their scores on the E.P.Q. (Eysenck Personality Questionnaire;
Eysenck & Eysenck, 1975), and nicotine, administered through the smok-
ing of a standard cigarette, under standardized conditions, as the stimu-
lant drug. According to hypothesis, a stimulant drug should increase
cortical arousal, and hence have an introverting effect. The index of
arousal chosen was the CNV (contingent negative variation), or “‘expec-
tancy wave’’; this is a slow negative-going potential elicited when the
subject is expecting or preparing for a forthcoming event. In the experi-
mental paradigm, a preparatory signal (S,) is followed by a second signal,
S, which informs the subject that he should now press a button, or
whatever the agreed performance may be. Usually there is a1 sec interval
between §, and S,, but a 4 sec interval may be preferred, as the longer
interval of anticipation allows clearer separation of waveform compo-
nents, the earlier components relating to alerting and the later to
information-processing aspects of the CNV. Both intervals were used in
the experiment.

Figure 4 shows the predicted results. E and I denote extraverts and
introverts, respectively. 5.S. and R.S. refer to sham smoking and real
smoking conditions; under the S.S. conditions the subject “smokes” an
unlit cogarette, and hence absorbs no nicotine. According to hypothesis,
the I; ;. condition is near the arousal peak, and hence shows a strong
CNV which becomes smaller when arousal is increased under the I 5.
condition. The E ¢ condition is at a lower point of arousal, and hence
smoking shifts the CNV nearer to the high arousal part of the curve. The
actual positions indicated should of course not be taken too literally.

AROUSAL POTENTIAL

FIGURE 4. Predicted effects on CNV of smoking (R.S. = real smoking; S.S. = sham smoking)
in introverts and extraverts.
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The results, for both the 1 sec I.S.I. and the 4 sec I.5.1., bear out
predictions with considerable fidelity. During sham smoking, introverts
show greater CNV's than extraverts; smoking increases the CNV for ex-
traverts and decreases the CNV for introverts, so that under the smoking
condition extraverts have greater CNVs than introverts. In the 4 secl.S.1.
condition, the EC (alerting component) shows results similar to those for
the 1 sec I.S.I. condition. As regards the LC (information processing
component), this is clearly elevated for the smoking extraverts and low-
ered for the smoking introverts. These results too follow prediction very
closely.

We may conclude that these results, taken together with those of
many other experiments, support the psychopharmacological lemma
(Eysenck, 1967); examples of such other work are the studies by Gupta
(1974) on figural aftereffects, Franks and Trouton (1958) on eye-blink
conditioning, and Martin (1960) on adaptation.

EXTERNAL MANIPULATION OF AROUSAL: LEMMA 111

It is possible to manipulate cortical arousal by manipulation of sen-
sory input; thus, white noise, delivered over earphones, would serve to
increase arousal, in much the same way as stimulant drugs would in-
crease arousal, although by a different route, and using a quite different
mechanism. Two experiments will here be discussed, one dealing directly
with a measure of arousal, and the other with a perceptual task, namely,
sensory thresholds. The first experiment was carried out by Frith (1967) as
part of our general research program. Critical flicker fusion was used as
the reaction measured; this has been shown physiologically to be an index
of cortical arousal in cats and humans. C.F.F. was studied under condi-
tions of noise and quiet in extraverts and introverts, and the expectations
tested are shown in Figure 5. According to the diagram, we would expect
improved performance in the C.F.F. task under noisy conditions in the
extravert group only, with little change in the introvert group; had the
noise level actually been increased well beyond the level used, then we
might have expected a decline in performance of the introvert group.
Going even beyond that level, we should ultimately find a decrement in
performance even for extraverts. The predicted interaction effect (per-
sonality X noise level) was actually found, at an acceptable level of
significance, and the mean C.F.F. values demonstrated that the direction
of the observed difference was as predicted.

The other studies to be noted in this section are Shigehisa & Symons
(1973) and Shigehisa, Shigehisa, and Symons, (1973.) These studies were
concerned with the effect on sensory thresholds in one modality of
sensory stimulation in another modality. Shigehisa performed two exper-
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FIGURE 5. Hypothesized relationship between the extent of arousing factors, personality,
and performance on the C.F.F. (critical flicker fusion) test. (After Frith, 1967.)

iments; in the first he varied the intensity of visual stimulation and
studied the effects on auditory thresholds, and in the second he varied
the intensity of auditory stimulation and studied the effects on visual
thresholds. As results were similar in both experiments, only the first will
be discussed. His prediction can best be illustrated by a diagram (Figure
6), which shows on the abscissa differing and increasing amounts of
visual stimulation (in ten ascending steps), and on the ordinate auditory
thresholds, with high thresholds at the top and low at the bottom. The
theory tested predicts that sensory stimulation in one modality will in-
crease cortical arousal, and hence lower sensory thresholds in other
modalities. However, there would not be any purely linear decrease, in
view of the inverted-U relation; at some stage transmarginal inhibition (to
use Pavlov’s useful concept) would set in and reverse the relationship.

This reversal should occur at a relatively low level of sensory stimula-
tion for the high-arousal introverts; at a somewhat higher level for the
intermediate ambiverts; and at a relatively high level for the low-arousal
extraverts. These relationships are indicated in the figure, which of
course is purely diagrammatic; the results actually came out very much as
predicted. When the alternative experiment was carried out, that is,
when auditory stimulation was employed to change visual thresholds,
the same result was obtained. Shigehisa has carried out several other
experiments, always obtaining results favoring the hypothesis illustrated
in Figure 6, and we may conclude that this lemma too has been empiri-
cally supported.
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FIGURE 6. Dependence of auditory threshold (ordinate) on intensity of visual stimulation
(abscissa), for introverts, ambiverts, and extraverts. Diagrammatic representation of results
reported by Shigehisa and Symons (1973).

TAsk AND AROUSAL: LEMMA IV

If conditions external to the task (e.g., white noise) can modify the
arousal level of the subject, and accordingly his performance, it should be
possible to specify conditions of the task itself which would also have
predictable consequences in so far as arousal level and performance are
concerned. The most obvious example is the set of tasks referred to as
vigilance tasks, that is, monotonous tasks requiring long-maintained high
arousal when the stimulation provided is minimal (Mackie, 1977). Such
conditions are known to lower arousal, and low arousal leads to errors of
omission and commission which should discriminate between introverts
and extraverts toward the later stages of the task performance. Usually
performance is perfect or nearly perfect at the beginning of the task,
which is typically very easy; itis the lowering in arousal consequent to the
boring continuation of the stimulation involved which produces the
errors, and, according to hypothesis, this lowering should proceed more
quickly in extraverts than in introverts.

A whole series of studies has been published supporting this lemma.
Davies, Hockey, and Taylor (1969), Keister and McLaughlin (1972),
Krupski, Raskin, and Bakan (1971), Thackray, Jones, and Touchstone
(1974), and Tune (1966) are only a few of the many authors who could be
cited. Krupski et al. (1971), for instance, used a signal detection task and
correlated errors of commission with a variety of physiological and
psychological measures; the correlation with extraversion was .33, and
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the correlation with several indices of arousal (all derived from the GSR)
was between —.3 and —.4. Thus, high arousal correlated negatively with
the commission of errors, extraversion positively; this is precisely whatis
predicted. Vigilance tasks are among the most reliable measures of ex-
traversion in the whole literature.

Vigilance tasks illustrate the point that low arousal leads to poor
performance, and high arousal (up to the point where transmarginal
inhibition sets in) to good performance. Some tasks, such as eyeblink
conditioning, contain a task-related stimulus which produces changes in
arousal level, namely, the UCS; one would predict that with less intense
stimulation (weak UCS) introverts would perform better than extraverts,
but that with (transmarginal) intense stimulation (strong UCS) extraverts
would perform better than introverts. This hypothesis has been tested by
Eysenck and Levey (1972), and the results are shown in Figures 7 and 8.
The former shows the rate of eyelid conditioning for introverts, am-
biverts, and extraverts under conditions of weak UCS, and the latter
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FIGURE 7. Eye-blink conditioning in extraverts, ambiverts, and introverts under weak
intensity UCS conditions. (After Eysenck & Levey 1972.)
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FIGURE 8. Eye-blink conditioning in extraverts, ambiverts, and introverts under strong
intensity UCS conditions. (After Eysenck & Levey, 1972.)
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shows the rates of eyelid conditioning of these three groups under condi-
tions of strong UCS. It will be seen that, though the ambivert group is
intermediate under both types of conditions, there is a switchover for the
E and I groups, very much as predicted.

Many more examples of the influence of task conditions on perfor-
mance, acting through the arousal-introversion paradigm, will be found
in the literature (Eysenck, 1978). Thus, for example, Eysenck (1971) has
shown that we may regard a typical intelligence test in part as a measure
of vigilance; he predicted and found that, although introverts and ex-
traverts showed no difference in performance at the beginning or toward
the middle of the test, the extraverts showed a significant decline toward
the end. This is typical of the universality of task-related changes in
arousal level; the motivational properties of these changes are only too
frequently neglected in orthodox experimental designs.

AROUSAL AND MEMORY: LEMMA V

In order to apply the arousal and personality propositions to the
memory field, we need connecting theories which can specify concrete
predictions. Two of these will be briefly mentioned, and some results
discussed. The first link between propositions and deductions is Walker’s
(1958) action-decrement theory. According to this view, psychological
events establish a perseverative trace lasting for some length of time,
during which long-term memory is laid down. During this consolidation
period there is a temporary inhibition of retrieval (“action decrement”’)
which preserves the trace and protects it against disruption. It is further
assumed that high arousal has the effect of producing a longer lasting
active trace, with the result that high levels of arousal should lead to
greater long-term memory, but a larger initial inhibition of retrieval.
Howarth and Eysenck (1968) tested the derived deduction that introverts
should have poor immediate recall, but should show reminiscence and
much better recall after a lengthy period of time, whereas extraverts
should show good immediate recall, but poor retrieval after some ex-
tended period of time. Figure 9 shows the results of the experiment;
clearly the predicted crossover has occurred after around 5 min. Each
pointin the graph is the mean score of 11 subjects, and of course no subject
was used more than once. The recall task was a paired associates test,
with a maximum score of 14.

The other link is provided by an hypothesis due to Broadbent (1971),
and in a physiological form to Walley and Weiden (1973). In a grossly
simplified form, this hypothesis states that a crucial characteristic of an
aroused CNS is that it devotes a higher proportion of its time to the intake
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FIGURE 9. Mean recall scores of extraverts and introverts at the recall interval stated. (After
Howarth & Eysenck, 1968.)

of information from dominant sources than does the unaroused system.
M. W. Eysenck (1977) has argued that a large number of deductions can be
made from this hypothesis regarding the retrieval of information by
extraverts and introverts, and has conducted a series of experimental
studies which, on the whole, have verified these deductions. He sum-
marizes his conclusions as follows:

Extraverts show more rapid learning than introverts on difficult tasks, such as
those involving response competition; extraverts tend to recall better than
introverts at short retention intervals, whereas the opposite is the case at long
retention intervals; and extraverts retrieve information faster than introverts
from episodic and semantic memory. Furthermore, there are clear parallels
between the results obtained by investigators concerning themselves with
arousal and learning and those dealing with introversion-extraversion and
learning. There is some important link between introversion-extraversion and
arousal. . . . areasonable assumption is that the optimal level of physiolog-
ical arousal is lower in introverts than in extraverts. (p. 218)

AROUSAL AND SOcCIAL BEHAVIOR: LEMMA VI

It is one of the more potent aspects of the system of motivation
here under discussion that it extends well beyond the experimental
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laboratory, and into the social lives of individual extraverts and intro-
verts. Links with social behavior are either direct, as when the low arousal
typical of the extravert triggers off sensation-seeking, risk-taking and
stimulation-producing behavior, or indirect, as when introverts form
more easily, more quickly, and more strongly the conditioned responses
which are the causes of neurotic symptoms on the one hand, and
socialized behavior on the other (Eysenck, 1977; Eysenck & Rachman,
1964). Introverts, according to this paradigm, are predisposed to neurotic,
extraverts to antisocial (criminal) dysfunctions; there is much evidence to
support these predictions. The social side of the extravert, on this
hypothesis, can be explained in terms of the strong arousal produced by
other people; such arousal is not welcomed by the introvert, already in a
state of arousal compared with the extravert. The impulsivity of the
extravert would be explained in terms of the lessened power of the cortex
to exert a proper control over the lower centres; introverts, with their
strongly aroused cortex, show more control and less impulsivity.

Sexual behavior in particular has been studied in some detail in
connection with the set of propositions detailed in the opening para-
graphs of this chapter. Eysenck (1976) predicted that extraverts would
have intercourse earlier than introverts; that they would have intercourse
more frequently than introverts; that they would have intercourse with
more different partners; that they would have intercourse in more differ-
ent positions than introverts; that they would show more varied sexual
behavior outside intercourse; and that they would indulge in longer
precoital love play than introverts. All these predictions were verified at
satisfactory levels of statistical significance, and in several different
studies in the United States, the United Kingdom, and Germany. We
may accept the proposition that differences in sexual behavior among
human beings are to a predictable extent mediated by differences in
arousal, linked with the personality dimension of extraversion-
introversion.

Going beyond these varied applications of our paradigm to social
behavior, we may even extend it to the development of social attitudes
and value judgments (Eysenck & Wilson, 1978b). Tough-minded at-
titudes are more frequently found in extraverts, tender-minded attitudes
in introverts. This mediation through personality factors may explain
why, like other aspects of personality, social attitudes are strongly deter-
mined by genetic factors (Eaves & Eysenck, 1974). The determination of
social conduct and social attitudes, in so far as they are not influenced
directly or indirectly by biological factors, may be attributed to evaluative
conditioning (Martin & Levey, 1978); cognitive theories in this field have
not received much experimental support.
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SUMMARY AND CONCLUSIONS

In this chapter an effort has been made to argue that the biologically
determined, innate differences in resting arousal level constitute intrinsic
motivating factors which, directly or indirectly, produce personality
differences (extraversion-introversion), which in turn mediate many
different types of behaviors. These differences go well beyond differential
reactions to collative properties of stimuli, and powerfully influence
social behavior as well as reactions in the laboratory. An attempt has been
made to spell out a series of propositions which constitutes the general
background of the system here developed, and then to derive a series of
lemmas which can be experimentally tested; some of the resulting labora-
tory investigations have been briefly discussed, and found to give posi-
tive results on the whole. We conclude that it is possible to develop a
rational, testable system of propositions in the field of intrinsic motiva-
tion, and that such a system extends into many areas of experimental and
social psychology. The system has a firm biological underpinning, and
relates psychophysiological concepts to psychological behavior patterns.
Further development of the system seems eminently worthwhile.
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Subjective Uncertainty and Task
Preference

KLAUS SCHNEIDER AND HEINZ HECKHAUSEN

INTRODUCTION

Humans as well as other animals face the problem of orienting them-
selves to their environment. Action potentialities of all living beings are a
function of the objective opportunities of the environment as well as of
the behavioral limitations of the living being. Both have to be explored
(Lorenz, 1969). The adaptive value of a behavioral disposition to explore
both the environment and one’s own possibilities is not so evident as in
such “homeostatic drives” as hunger and thirst. Thus the tendency to
explore was generally not considered an original motive by students of
animal and human motivation in the first half of this century.

At the time when Daniel Berlyne started his lifelong study of
exploratory behavior of humans and animals the prevalent mode of
theorizing was not at all sympathetic to such a biologically oriented point
of view. All the more then we should be grateful to him, in that he not
only took seriously what he called “ludic behavior,”” but also demon-
strated creative ways to do experiments and to theorize in this area of
motivational research.

Starting from a different tradition, students of achievement motiva-
tion also studied a kind of self-exploratory behavior in achievement-
oriented situations. Although similar concepts, such as subjective uncer-
tainty (cf. Atkinson, 1957), were discussed in both areas, the programs
were done in “splendid isolation”” from each other. The point we want to
make here is that both, the phenomenon of exploring the world as
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studied by Berlyne and his students, and the phenomenon of exploring
one’s own performance potentialities as studied by students of achieve-
ment motivation, can be explained most parsimoniously by using Ber-
lyne’s informational way of theorizing.

EXPLAINING TASK PREFERENCE IN THE LEWIN—ATKINSON
TRADITION

When individuals have a choice among several levels of a skill task
varying in difficulty, they prefer tasks of an intermediate level. The
phenomenon has been observed both in level-of-aspiration studies and
in risk-taking studies by Lewin and associates, and more recently by
students of achievement motivation (cf. Atkinson & Feather, 1966; Heck-
hausen, 1967; Lewin, Dembo, Festinger, & Sears, 1944). The explanation
given for this behavior by Lewin and associates (Lewin et al., 1944) and
Atkinson (1957) is based on the assumption that valences of success and
failure are weighted by the probabilities—success probabilities (P;) and
failure probabilities (P;)—that the individual assumes for these outcomes.

According to these models, valences of success and failure (antici-
pated positive and negative affects after success and failure) are
monotonic functions of the perceived difficulty: the lower the subjective
success probability, the higher the positive valence of anticipated future
success and the lower the negative valence of anticipated failure. Hence,
weighted valences of success and failure reach a maximum anywhere in
the intermediate difficulty range, depending on the exact form of the
functional relation between P, and valences (cf. Schneider, 1973). Accord-
ing to Atkinson’s more specific model, this relationship is a linear inverse
relationship: Va, = k(1-P,) and Va, = k (—P;). Therefore the maximum of
weighted valences of success and failure has to be predicted at a P, of .50.
The constant term k stands for a dispositional personality variable in
Atkinson’s model, that is, motive strength. Valences are assumed to be
functions of the achievement motives, the motives to seek success (M)
and to avoid failure (M), as well as of the difficulty-dependent incentives
of success (I;) and failure (I;). The complete formulas for expected val-
ences of success and failure therefore are functions of motives, incentives,
and subjective probabilities. In the following discussion we shall deal
only with weighted (expected) incentives of success (EI,) and failure (EI):
() EL, = (1-P,) x P, (2) EI; = (=P,) x P;whenP; and P;add t0 1.0. Adding a
constant, which represents the difference between M, and M;, does not
change the maxima and minima of these functions.

Consequently, success-oriented subjects should prefer an inter-
mediate difficulty level, whereas failure-oriented subjects should avoid
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this difficulty level and preferably select tasks that are either very easy or
very difficult.

However, it has been found that failure-oriented subjects normally
show only a somewhat reduced. preference for intermediate task diffi-
culty levels compared with success-oriented subjects. Besides this,
success-oriented subjects do not maximize positive affect by selecting
only tasks of intermediate difficulty, but do a kind of matching instead,
that is, they generally prefer intermediate difficulty levels, but select
easier and more difficult tasks as well—although in decreasing numbers.
This problem has been hushed up so far by students of achievement
motivation.

Finally it was found that success-oriented subjects select task-
difficulty levels where objective and also subjective success probabilities
are lower than .50 (cf. Heckhausen, 1968; Schneider, 1973). The most
preferred difficulty levels were those where one trial out of three was a
success.

In order to explain this consistent deviation from the prediction of the
model, Heckhausen (1968) proposed a revision of the model, which
shifted the maximum of weighted success incentive into the more difficult
range and the maximum of weighted failure incentive into the easier
range. This can be achieved by several possible modifications of the
inverse linear relationship between P, and I;, as assumed in Atkinson’s
model.

In three studies (Schneider, 1973) in which subjects were free to select
among nine difficulty levels of a psychomotor task it was found that the
rank-preference order of groups of success- and failure-oriented subjects
could be better predicted with such an asymmetric modification of the
model than with Atkinson’s original model (cf. Table I).

SUBJECTIVE UNCERTAINTY AND TASK PREFERENCE

In the task used here, subjects had to push a steel ball through a gap
of nine different widths at the end of the table (Schneider, 1973, p. 126).
They were given 10 practice trials at each width, their objective prob-
abilities being written on a blackboard in front of them. Subjective prob-
abilities were assessed post-experimentally (in some experiments before
the free choice of difficulty levels, to check for sequence effects). Predic-
tions were given either in respect to one further trial at each gap (P,) orin
respect, to 10 trials (P,,). A previous study had shown that motivated
“biasing up” of objective probabilities is different with these two re-
sponse modes (Schneider, 1972). However, after subjects had extensive
practice before estimating their success probabilities, both scaling tech-
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niques yielded quite similar results. P, estimates were used in order to
compute theoretical values of expected incentives of success and failure
according to Atkinson’s original formula and according to a revised
formula. Assuming that the relationship between P, and incentives was
downwardly concave, power functions [I; = (1-P,)* and I; = (—P;)*] were
postulated.

In all three studies, both success-oriented subjects and failure-
oriented subjects showed a clear preference for task-difficulty levels
where subjective success probability was lower than .50. Maximal prefer-
ence was found at difficulty levels where subjects believed their chances
tobe between .30 and .40. At the same difficulty levels, however, subjects
needed maximal time to predict success or failure by saying “‘yes” or
“no.” Thus, group-preference orders of task-difficulty levels could be
predicted as well with mean decision times (DT) as with the revised
asymmetric model.

Figure 1 illustrates the results of the first of these studies. After 10
practice trials at each difficulty level, decision time in predicting success
or failure for each difficulty level was measured. Decision time (DT) was
measured in these studies without the knowledge of the subjects. To
achieve this a screen was lowered in front of the gap. The subject raised
the screen by pushing a button in the middle of a panel at the front end of
the game table and then predicted success or failure by pushing either one
of two buttons (labeled ““yes” and ““no”) at either side of this panel.

Free choice behavior was assessed by giving subjects the possibility
of choosing 15 games at any difficulty level they wanted. Free choices
were allowed after the procedure in which decision time was measured.
Subjective probabilities were measured post-experimentally. Subjects
estimated their chance of success out of one trial (P,,) or out of 10 trials (P,,)
for every difficulty level.

Subjects in this study were 45 first-year male college students. Heck-
hausen’s TAT measure (Heckhausen, 1963; cf. Heckhausen, 1968) had
been given first in group sessions. As success- and failure-oriented sub-
jects behaved alike in these three studies, their data were pooled in Figure
1.

Figure 1 demonstrates that subjects tended to select gap 3. At this
difficulty level their objective success probability was .23 on average and
their mean estimated subjective success probability was still .32 (P,;) and
.35 (Py;). The maximum of the weighted success incentives computed
from objective success probabilities is therefore to be found at difficulty
level 6, and even the maxima of the more appropriate ones, based on P
estimates, are to be found at difficulty levels 5 and 4, depending on the P,
measure. However, the maximum of averaged DT and the 50% criterion
of the distribution of yes answers is to be found at the most preferred



SUBJECTIVE UNCERTAINTY AND TASK PREFERENCE 153

N
=3
|

&
|

5
I

~
|

PERCENTAGES OF CHOICES
>
|

A
“r

-R)
SR

s
N
3

.18

EXPECTED INCENTIVE SUCCESS (Rx(l

100
@ 90 3.6
g
260 3.4
g
70 22
- ®
W0 304
% 50 28 g
[
z
40| 2.6
S 8
§ 30 2435
w
§ 20 2.2°
10 2.0

I S Y T T T

1 2 3 4 5 6 7 8 9
DIFFICULTY LEVELS (GAPS)
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incentives of success, computed from objective probabilities for success (OP,), and from
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Incentives of success were computed according to Atkinson’s formula: P, x (I-P;). (Data
from Schneider, 1973, Chapter 4, Exp. I.)
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difficulty level 3. The same results were found in the following two
studies, in which high-school students, aged 16-18, served as subjects.
Table I shows Kendall rank-correlation coefficients among the three
predictor variables and group preference order for all three studies.

Several authors have successfully used DT as a behavioral measure
of subjective uncertainty (cf. Cohen, Hansel & Walker, 1960; Crandall,
Solomon, & Kellaway, 1955). Thus, an alternative to an asymmetric
revision of Atkinson’s model seemed to be adequate, based on the as-
sumption that subjects prefer task-difficulty levels where the outcome is
perceived as maximally uncertain. Following Berlyne’s (1960) interpreta-
tion of preference for intermediate difficulty levels in skill situations, and
a related phenomenon, the preference for intermediate probabilities in
chance games (Edwards, 1953, 1954), Schneider (1973, 1974, 1977) as-
sumed that individuals select intermediate difficulty levels at skill tasks in
order to receive maximum information in respect to their task compe-
tence. Maximum information can be ascertained at intermediate difficulty
levels, where subjective uncertainty in respect to task outcome is greatest
and where success and failure cannot be explained by task ease or task
difficulty (Weiner, Frieze, Kukla, Reed, Rest, & Rosenbaum, 1971;
Weiner, Heckhausen, Meyer, & Cook, 1972).

TaBLE I. Kendall Rank-Correlation Coefficients Between the Expected Incentive

Values of Atkinson’s Original Model, an Asymmetric Modification, and Mean

Decision Time (DT) as Predictor Variables and Group Preference Functions for
Difficulty Levels.

Atkinson  Asymmetric

Study Subjects® model model DT
Experiment I 4511ma1e HS>FF .72 .79 .83
college FE>HS —.50 —.78 67

students
Experiment II 4}1\5 r}rlw\leh | HS >FF .29 .44 .53
igh school  pr' e -39 -.67 .56

students
Experiment III i? r:a]ehoOl HS>FF 46 92 .86
gh sc FF>HS —.60 -.92 .86

students

“Subjects were divided into success-oriented and failure-oriented subjects at the respective medians of
the distributions of “Netto-Hope” score of Heckhausen’s achievement motive TAT (Heckhausen, 1963;
cf. Heckhausen, 1968).
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The reduction of maximal uncertainty, built up and reduced in a
short while, is also a thrill, thatis, a positive affective experience (Berlyne,
1960)—and this positive affective experience holds for skill as well as for
chance games. So we think that the affective component and not the
informational component of uncertainty reduction is the common ele-
ment in skill and chance situations and can explain similar findings in
both situations, whereas achievement-motivation theory is only valid in
situations where individuals have some control on task outcome (Lewin
et al., 1944).

Information Search in Achievement Situations

The ultimate goal of selecting intermediate difficulty levels in
achievement-oriented situations, as conceived here, is information con-
cerning one’s own task competence. Experimental analysis of behavioral
and experiential phenomena do not allow for an easy decision for or
against such an assumption, because ultimate goals very often are not
experienced by subjects themselves. In an evolutionary perspective,
however, the functional value of such a goal can be shown. Lorenz (1943,
1969) has convincingly argued that an innate tendency to explore the
environment as well as the potentialities of the organism (“self-
exploration,”” Lorenz, 1969) must have been of a high adaptive value in
the evolution of species living in large and variable habitats, most promi-
nently among them rat and man.

The immediate cause for the search for competence information,
however we believe, is subjective uncertainty; in this case, self-created
subjective uncertainty. The state of self-created subjective uncertainty in
a context of playful behavior, as well as the sudden relief from it, is
experienced as a positive affect (Berlyne, 1960), and may guide the be-
havior of subjects as well by its cue function (this is the game you should
play!) as by its positive feedback function (this is the game which gives
fun!). Unlike comparative concepts, subjective uncertainty as an
explanatory concept has the advantage that in principle three classes of
indicators can be assessed (Berlyne, 1960, 1966): (1) the experience of the
subjects of their state of uncertainty; (2) behavioral conflict indicators as
decision time; and (3) peripheral and central physiological indicators (cf.
Higgins, 1971; Sutton, Braren, Zubin, & John, 1965).

So far only a general assumption has been made. However, the
model can be supplemented easily by an individual-differences
hypothesis, which has been around in achievement-motivation research
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FIGURE 2. Mean frequencies of feedback search in 3 difficulty conditions for success- and
failure-oriented subjects (HS > FF and FF > HS). There are 20 subjects in each of the 6
conditions. (From Butzkamm, 1972.)

from its very beginning (McClelland, 1961). Success-oriented subjects can
be characterized by an eager search for valid competence feedback,
whereas failure-oriented subjects tend to avoid such feedback—at least
under circumstances where their self-evaluation is being threatened
(Schneider & Meise, 1973).

A similar individual-differences hypothesis was proposed on the
basis of an attribution-theoretical reinterpretation of achievement moti-
vation by Weiner and associates (Weiner et al., 1971).

Butzkamm (1972) tested the individual-differences hypothesis by
giving subjects a chance to ask for performance feedback after each series
of quantity-estimation trials. Randomly distributed numbers of dots were
shown for brief periods with a slide projector, objective difficulty being
varied so that three difficulty levels resulted: high difficulty (objective
success probability approximately 10%), medium difficulty (50%), and
low difficulty (10%). Subjects had to estimate the number of dots, and
could ask for immediate performance feedback. Figure 2 shows the mean
numbers of performance-feedback search. Subjects were 80 male high-
school students, 12-16 years of age. Whereas success-oriented subjects
had on an average the highest request at the intermediate difficulty level,
failure-oriented subjects tended to avoid the intermediate range. The
difference between success- and failure-oriented subjects at this difficulty
level is significant (p < .001).

Therefore an informational interpretation of incentives in
achievement-oriented situations appears to be an attractive, that is,
heuristically valuable, alternative to Atkinson’s affect-maximation
theory. However, there remains a puzzling fact in these studies. Accord-
ing to commonsense considerations (cf. Brim, 1955) as well as to the logic
of Shannon’s and Weaver’s calculus for objective uncertainty “H,” sub-
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jective uncertainty should be maximal where the subjective probabilities
for both possible events (exhausting and excluding events!) are equal. Yet
equal subjective probabilities for success and failure were found in these
studies to be one or even two difficulty levels higher than where maxi-
mum DT was measured.

Different Indices of Subjective Uncertainty

A series of studies was planned in order to find out why these
different indices of subjective uncertainty diverge in an achievement-
oriented context. In these studies, a further index of subjective uncer-
tainty was assessed—confidence in one’s prediction of success and failure.
In addition, the informational value of task outcome at every difficulty
level was estimated by subjects in two studies, and the importance of the
four causal factors for success and failure of the Heider-Weiner causal
attribution scheme was ascertained in two other studies.

All studies were done with first-year male and female students; no
individual-differences measures were given, as the general relations had
to be ascertained first. The same psychomotor task was used as in the first
study mentioned above (see p. 151), and the same general procedure was
followed.

Figure 3 shows the relationship found between DT and confidence
(C) in the first of these studies (Schneider, 1974, Exp. 1). Confidence
estimates were given orally after the subjects had predicted success or
failure by pushing one of two buttons. To help subjects in giving this
estimation, a bipolar 21-step scale (“No,” “100,” 90,” . . . “0,” . . .
“90,” “100,” ““Yes”’) was displayed on the wall in front of the subjects.

Mean confidence estimates were symmetrically related to mean DT
(Figure 3a), although the relationship was not exactly linear (Figure 3b).
On the average, subjects had their lowest confidence estimates at the
same difficulty levels where they needed the longest time to predict
success or failure. However, they needed more time at higher difficulty
levels than at lower ones, even when their mean confidence was roughly
similar. The apparent reason is that subjects tended to predict success
even when their chances were very low, but did not predict failure in
cases where chances for success were high (Figure 3a) as much. Predic-
tion of improbable success took subjects longer, whereas the prediction of
very likely success could be done in a short time. The point biserial
correlation coefficients between the prediction of success and DT conse-
quently move from positive to negative from the highest to the lowest
difficulty level (DL) where failures are still predicted (DL 1 to 6: .43, .24,
.33, —.21, —.41, and ~.41;7 4504 = £.33, one-sided). The overprediction of
success at the more difficult range influences DT more than confidence.
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FIGURE 3. (A) Averaged decision times (DT) and confidence estimates (C) and percentages of
yes answers (yes %) at the 9 difficulty levels of the task. Objective success probabilities
(OP,) are given in brackets in respect to all difficulty levels. (B) The average decision times
as a function of the averaged confidence estimates. Numbers of difficulty levels are given in
brackets. Subjects were 26 male and female first-year students. (From Schneider, 1974, p.
154-155.)
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The correlation coefficients between mean DT and C estimates as
well as between H values based on subjective probability estimates are
shown in Table II for this and all following studies. The relationship
between confidence and DT was generally high, yet not higher than the
relationships found between confidence and P-based uncertainty mea-
sures. Only the relationships including DT were generally lower.

The most straightforward reason for the lower relationships between
DT and the other indicators of uncertainty may be found in the fact that
DT, the way we measured it here, had alow internal consistency. Internal
consistency was estimated by an analysis of variance technique (Winer,
1962). Only the estimated reliability coefficients for the means of mea-
surements were acceptable for all three variables (Table III). P, estimates,
however, are most reliable.

Although the overall relationships between P, based uncertainty
measures are even higher than those between confidence estimates and
DT, the fact remains that mean DT and mean C indicate maximum
subjective uncertainty at higher difficulty levels than P;-based uncer-
tainty measures.

Schneider and Posse (1978a,b) tried to explain this divergence of
different response modes of subjective uncertainty in a Lewinian
framework:

1. In skill-oriented situations expectations of future outcomes are
generally optimistic, thatis, individuals anticipate more success than may
be warranted in view of the history of success and failure a person has had
with a task.

TABLE II. Product-Moment Correlation Coefficients between
Averaged Decision Time (DT), Averaged Confidence (C), and
Averaged P,-Based Uncertainty Measures (H).

Study N« DT vs. C DT vs. H Cvs.H
Schneider
(1974)
Exp. I 26 —.84 .47 -.78
Exp. II 32 —-.86 .76 -.97
Schneider &
Posse (1978a) 27 -.91 .93 -.96

Schneider &
Posse (1978b)
Exp. I 21 —-.87 .64 —-.88
Exp. II 20 —-.78 .60 -.93

“Subjects in all studies were first-year male and female psychology students.



160 CHAPTER 7

TaBLE III. Internal Consistency Coefficients for Mean Measurements (r,) and
Single Measurements (r,) of Subjective Probability (P,), Confidence (C), and
Decision Time (DT).

e T

Study P, C DT P, C DT
Schneider
(1974)
Exp. I .99 .96 .83 .89 47 15
Exp. II .99 .95 .83 .87 .37 13
Schneider &
Posse (1978a) .99 91 92 .83 .27 .30
Schneider &
Posse (1978b)
Exp. | .99 .95 .75 .90 .50 13
Exp. I .99 .90 .74 .85 .29 12

2. In all studies with the psychomotor task used here it was found
that subjects gave P, estimates which were 10-15% higher than their
objective success probabilities, especially in the intermediate and easy
range. Figure 4 shows the typical results from one study. Similar results
have been reported with other tasks by Howell (1972) and Langer (1975).

3. P, estimates do not indicate the complete extent of overconfi-
dence in a skill-oriented situation. The divergence between the direct
indices of uncertainty, DT and C, and P,-based uncertainty H, dem-

10

M E AN SUBJECTIVE PROBABILITIES
8 8 8§ 3 3 3 8 8

3

FIGURE 4. Averaged P,, and P, estimates in relation to averaged objective probabilities of
success. Subjects were 45 male college students. (From Schneider, 1973, p. 134.)
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onstrates that individuals are still more optimistic in such a situation
than they disclose by their P, estimates. Such optimism holds for skill
tasks only. In a similarly structured chance game, we measured the same
indices of uncertainty. Figure 5 shows mean decision times in predicting
the critical event and the proportions of estimates in this prediction as
well as the means of estimated confidence in the prediction and the
means of the estimated probabilities of the critical event at all positions.
No biasing of expectancies in the middle range of the objective probability
scale is shown here. Maximum DT and minimum confidence were to be
found at subjective probabilities between .50 and .60 (Figure 5).

In this study (Schneider & Rieke, 1976) subjects had to predict a
random event. Two rows of pairs of bulbs, yellow and green, were
arranged horizontally. Subjects had to predict the occurrence of the
yellow light. The objective probability of this event increased in equal
steps from .10 to .90 from the first to the ninth position. After 10 learning
trials at every position, subjects had to predict the critical event once again
at every position. Decision time was measured and confidence assessed
concurrently. The perceived probabilities of the event at the 9 positions
were also scaled.

Alternately, true expectancies in skill situations may be still 10-15%
higher than stated P, estimate, at least in the intermediate difficulty
range.

FIGURE 5. Averaged decision time (DT), confidence estimates (C) and percentages of yes
answers (yes%) and subjective probabilities (SP) of the critical event at nine objective
probability levels of a chance game. Subjects were 17 male and female first-year students.
(From Schneider & Rieke, 1976.)
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DT and C estimates are probably less influenced by reality constraints
against being overconfident than P, estimates are, because only the latter
can be checked later with additional trials. Furthermore, the expression of
overconfidence of DT and C estimates was facilitated by the fact that in
most studies success had to be predicted with pushing a button labeled
“yes” and failure by pushing a button labeled “no.” Also, subjects were
allowed to play one game after every prediction, whereas P, estimates
were given postexperimentally. Changing both conditions in two of these
studies shifted the maximum DT and the minimum confidence in the
direction of that difficulty level, where subjects estimated their success
probability on the average of .50 (Schneider & Posse, 1978a, 1978b, Exp.
2): However, the overall relationships between DT, C estimates, and
P,-based uncertainty measures were no closer in these studies than in the
former ones.

The Prediction of Individual Preference Orders

The more optimistic true expectancies and the state of subjective
uncertainty created by them and expressed in DT and confidence are
obviously the basis for the subjects’ choice behavior, and not the stated P,
estimates. Thus, the rank correlations between mean DT and/or mean
confidence and group-preference order are, except in one study, closer
than the relationships between group-preference orders and the subjec-
tive uncertainty H, and Atkinson’s expected incentive of success variable
(Table V).

In spite of this, individual preference orders, deduced from the
distributions of 15 (or in some studies, 10) choices each subject was given,
could not be better predicted with the two direct and apparently more
genuine indices of subjective uncertainty, DT and C, than with the P;-
based uncertainty values. This is not so astonishing in view of the lower
reliability coefficients of DT and C as compared with P, estimates. To
summarize the results of five studies, in which all three variables were
assessed under similar conditions, individual preference order could be
predicted better than by chance (p <.05) in 22% of all cases (N = 126) with
DT, in 35% with C estimates, and in 32% with P,-based uncertainty
measures.

The perceived information value of task outcome for one’s own task
competence which was asked in one study (Schneider & Posse, 1978a) did
not predict individual preference functions better than either C estimates
or P;-based uncertainty measures. The medians of the distributions of
the Kendall rank-correlation coefficients in this study (N = 27) were .56
for information value and .51 and .58 for confidence and subjective
uncertainty respectively; significant rank correlations were 44%, 44%,
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TABLE IV. Kendall Rank-Correlation Coefficients of Group and Individual
Preference Orders with Subjective Uncertainty and Expected Incentive of
Success, Respectively, (H/EL), Confidence (C), and Decision Time (DT).

Group preference Individual preference
orders” orders
Study HIEI, C DT HIEI, C DT
Schneider
(1974)
Exp. I 22 -.67 .47 15(15%) —.27(19%) 11(15%)
Exp. II .83 -.78 1.00 .49(44 %) —.39(41%) .30(13%)
Schneider &
Posse (1978a) .83 —.67 .56 .58(58%) —.51(44%) .42(44 %)
Schneider &
Posse (1978b)
Exp. I .50 -.78 .78 .25(19%) —.44(29%) .20(14 %)
Exp. I .56 —.44 .83 .31(25%) ~.43(40%) .30(25%)

“In the case of group-preference orders, averaged predictor variables were used to compute
rank-correlation coefficients; in the case of individual preference orders, the given coefficients
are the medians of the individually computed rank correlations between individual preference
orders and the single measurement of the predictor variables. Besides the medians percentages
of significant (p<.05) individually computed Kendall coefficients in each study are given in
brackets.

and 48%, respectively. Mean information values had a maximum at gap
2, the second highest difficulty level. The product-moment correlations
between mean information values and the indices of subjective uncer-
tainty were high (1. DT: .88; 2. C: —.91; 3. H: .96). However, the reliability
of this variable was lower than for P, estimates (r, = .93;r, = .33). Ina
later study with the same task (Schneider, unpublished observations)
mean information values were monotonically related to task difficulty. In
both studies, some subjects estimated the information value of task
outcome with increasing task difficulty increasingly higher, whereas
others estimated information value highest atintermediate task-difficulty
levels. Although we believe that information on one’s own task compe-
tence is the ultimate goal in choice behavior, it is unlikely that this variable
regulates behavior, as individuals vary so much in how to evaluate
information.

OTHER STRATEGIES IN TASK SELECTION

C estimates as well as P;-based uncertainty measures do not do
better than predict roughly one-third of all individual cases significantly.
This does not seem very much. One may wonder whether the reduction
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of uncertainty is the only strategy individuals use in selecting task-
difficulty levels. Observing the actual choice behavior of the subjects in
our setup revealed that quite a number of them behaved in a similar way
as has been described as the typical behavior in a level-of-aspiration
paradigm (Lewin et al., 1944).

Many of our subjects started with medium or even very easy tasks,
moving up to more difficult tasks when they were successful, and staying
or even dropping back when they failed. This happened in spite of the
fact that subjects had considerable experience with task-difficulty levels
before they could select a task on their own. Although selecting tasks of
intermediate difficulty would be the best strategy in order to learn one’s
own task competence in such a case (cf. Schmidt, 1966), subjects may rely
on a second-best strategy, that is, moving stepwise from the easier to the
more difficult task, and trying again as long as one succeeds at least once.

In order to test this hypothesis, a study was run in which subjects
(first-year psychology students) were allowed to select task-difficulty
levels on their own from the beginning. They were allowed to play 50
times in the difficulty levels they had chosen themselves. In one condi-
tion, subjects received the standard instruction, just telling them they
could play where they wanted. In the second condition, they were asked
to select tasks in such a way that they would learn as much as possible
about how good their competence was for this task. In this condition,
subjects generally started with easy tasks, as predicted, and moved
stepwise to the more difficult ones. The distribution of individually com-
puted Kendall rank-correlation coefficients between the rank order of
trials (1 to 50) and the increasing numbers of task-difficulty levels had a
median of .52 in the standard situation, and .83 in the situation where
learning was stressed (p < .10).

In summary, we have to conclude that the selection of task-difficulty
levels in a free-choice and achievement-oriented context is an expression
of several overlapping strategies. From an informational point of view,
subjects select all difficulty levels in a stepwise manner, starting with the
easiest and going to the most difficult, and show a preference for inter-
mediate task-difficulty levels, where competence information is
maximum and success and failure must not be devalued because success
is not ascribed to task ease and failure to task difficulty (Weiner et al.,
1971). The stronger hypothesis of Weiner and associates, that subjects
prefer intermediate task difficulty because at such levels success and
failure are attributed most strongly to internal causal factors (ability and
effort), could not be supported by our experimental paradigm (Schneider
& Posse, 1978a,b,c). Among the four causal attribution factors (ability,
effort, task difficulty, and luck) only task difficulty differentiated between
task levels as an explanation for success and failure. Such an attribution to
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entities (task-difficulty levels) instead of to persons (ability and effort)
should be obtained, according to Kelley’s (1967) covariation model. The
feedback information our subjects received was highly consistent (re-
peated trials within each task-difficulty level), highly distinctive (between
task-difficulty levels), and without any information whatsoever about the
performance level of other subjects (low consensus information). Such
information of cause-and-effect covariation should (and did) lead to an
attribution of success and failure to entity and not to person (cf. Heck-
hausen, Schmalt, & Schneider, 1978).

In so far as a situation without social-comparison norms is the typical
achievement-oriented situation, at least in early years (cf. Veroff, 1969),
the attribution model cannot be used in explaining achievement be-
havior. The fact that individual preference orders could be predicted as
well with task-ease and task-difficulty attributions as with C estimates
and P,-based uncertainty measures (Schneider & Posse, 1978a,b) was
owing to the fact that subjects showed a clear preference for the higher
difficulty levels (DL 1 and 2), where subjective uncertainty, as indicated
by C and P, estimates, was not higher than at the easier difficulty levels 4
and 5. This can be understood as a consequence of that second strategy of
going stepwise from the easy to the difficult games and remaining only as
long as one succeeds at lower difficulty levels.

The assumption of two overlapping main strategies in choice be-
havior in a skill-oriented situation can also explain the fact that subjects
do not maximize either subjective uncertainty or expected incentive of
success, but match the proportions of their choices to the strength of these
assumed predictor variables (see p. 57). Although they have a tendency
to prefer maximum uncertain outcomes, they also sample all difficulty
levels.

The informational interpretation of choice behavior in an
achievement-oriented context proposed here should not be misunder-
stood as an absolute antimodel to an affectional interpretation. First
P,-based uncertainty H in two outcome situations is numerically identical
with the expected incentive variable of Atkinson’s original model.

Even if we give priority to cognitive processes and variables as those
variables which control subjects’ choice behavior, affective determinants
cannot and should not be excluded. Such affects may be effective as well
in the sense of Berlyne’s notion of affective uncertainty reduction as in the
sense of Atkinson’s concept of anticipated success and failure affects by
sustaining or bringing to an end certain behaviors. Besides this, in the
longer perspective, a stabilizing effect of such emotions on achievement
motives was supposed (Heckhausen, 1972). The absolute dissociation
between information (without affect) and affect (without information) is
an armchair distinction. Neither self-experience nor neurophysiological
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results support such a distinction (Arnold, 1970). Among psychologists,
Daniel Berlyne has cogently laid open inherent relations between infor-
mation and affect, and has demonstrated to motivation theorists a way of
theorizing in which justice is done to phenomenological, behavioral, and
physiological observations.
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Experiential Roots of Intention,
Initiative, and Trust

J. MCVICKER HUNT

Intention, initiative, and trust have been considered to be developmental
products of the first two years of living in human infants by widely
disparate schools of thought. Since evidences of plasticity have
weakened the traditional belief that early development is essentially
predetermined in course and rate by heredity, an influential role in it may
properly be attributed to experience, and especially early experience
(Hunt, 1979a). It is common to call this influence “environmental.” Yet it
is the functioning of the infant organism rather than the environment per
se which modifies the course and rate of its development. Environmental
circumstances are only indirectly of influence as they serve in the control
of an infant’s functioning. Recent evidence has turned up hitherto un-
suspected evidences of specificity between kinds of experience and the
kinds of developmental achievements affected (see Hunt, 1977). These
evidences of such specificity make it important for both the science of
developmental psychology and the technology of early education to
know as definitely and accurately as possible what kinds of experience are
important for the various developmental achievements. The substance of
this paper has been suggested by an unexpected consequence of an
intervention in the infant rearing at an orphanage in Tehran (Hunt,
Mohandessi, Ghodssi, & Akiyama, 1976). This intervention was planned
to foster vocal imitation and, through it, language achievement (Hunt,
1979a). When the intervention turned out to produce also radical im-
provements in initiative, mood, and trust, it, combined with other new
findings in the literature, suggested a need to revise my formulation of
the role of intrinsic motivation in early psychological development.

J. MCVICKERHUNT - Department of Psychology, University of Illinois, Champaign, Illinois
61820. The research reported in this paper was supported by grants (MH-11321 and MH-
K6-18567) from the Public Health Service.
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Perhaps an equally appropriate title for this paper would be “’Intrin-
sic Motivation and the Genesis of Intention, Initiative, and Trust.” It is
highly fitting that this discussion should appear in a book organized in
the honor and memory of Daniel Ellis Berlyne, for probably no one has
contributed more to this innovation in the theory of motivation than has
Dan Berlyne. His investigation of the motivational influence of what he
has termed “collation”” has the two aspects of comparison and synthesis. It
was to a considerable degree the findings of Berlyne’s experiments that
encouraged me to take seriously the idea that there might be a fundamen-
tal system of affect and conation, in a classical sense, within cognition. In
modern terms, this is to say that there must be a system of motivation
within the discriminated and coordinated meanings of perceived events
and of plans for which the modern term is information processing.

I must admit that the findings from Berlyne’s (1960) beautifully de-
signed experiments influenced my thinking about such motivation more
than did his theorizing. Because we shared a faith in Hull's (1943) drive
theory when most of his experiments were done, I took the findings
seriously. Despite the evidences of the importance of Berlyne’s “collative
variables” on emotional arousal, his own theorizing focused on his
concept of “arousal potential.”” By adopting this concept, he was able, at
least in language, to make his findings consonant with drive theory.
Thus, he failed to go on to the view that it is the meanings that control
emotional arousal and motivate actions (see Hunt, 1963a, 1971a,b).

Even though Berlyne became very much concerned about the struc-
ture of thought (1965) and the significance of curiosity in education (1971),
his focus continued to differ in yet another way from mine. His experi-
ments focused on the immediate antecedents of collation for the learning
process. Also, his theorizing concerned the intrinsic motivation of the
developed individual, rather than the role of intrinsic motivation in the
process of development, which has been my own focus. It saddens me
that Dan Berlyne is no longer available for consultation and discussion. I
am glad for an opportunity to contribute to this volume in his honor and
his memory.

In this paper, I wish to synopsize (1) the way I have previously
conceived of how motivation inheres in information processing and ac-
tion, (2) my formulation of how such motivation figures in psychological
development, (3) the evidence for the unexpected outcome of the inter-
vention in the child-rearing practices at the orphanage in Tehran origi-
nally planned to foster the development of vocal imitation and language
acquisition, (4) the evidence from other investigators which lends mean-
ing to my own serendipitous findings, and finally (5) the change
suggested by these findings in my hypothesis about the role of early
experience in the development of intentional behavior, initiative, and
trust in human infants.
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MOTIVATION INHERENT IN INFORMATION PROCESSING

The idea of a system of intrinsic motivation, or motivation inherent in
information processing and action, originated in evidence showing the
limitations of what in the 1950s had become a traditional drive theory.
This theory had its beginnings in the attempt of Descartes to explain the
behavior of animals. For Descartes, the forces which move the bodies of
animals were external stimuli, and they remained so until Claude Ber-
nard’s (1859) discovery of disturbances in the homeostasis of the internal
milieu as springs of action, but they continued to remain extrinsic, at least
to cognition and action per se. The drive theory of recent tradition came to
us through the writings of Sigmund Freud. Freud put the irrationalism of
Schopenhauer into his concept of Trieb, and synthesized with it some-
thing akin to Bentham’s ““hedonic calculus” in his aim of action through
the functioning of the ego. Beginning with his The Interpretation of Dreams
(1900/1938), in his Three Contributions to the Theory of Sex (1905/1938), and his
classic paper entitled ““Instincts and Their Vicissitudes” (1915/1950), Freud
put together the essentials of drive theory. Freud’s term Trieb got trans-
lated into English by A. A. Brill (1912) as “instinct,” and it is Woodworth
(1918) who appears first to have introduced the term “drive.” What are
essentially Freud's motivational conceptions became cornerstones of
Hull’s (1943, 1952) neobehavior theory, which was applied to social learn-
ing by Miller and Dollard (1941), and to the theory of personality de-
velopment by Mowrer and Kluckhohn (1944) and Dollard and Miller
(1950). The publications within this tradition include the writings of
Kenneth W. Spence (e.g., 1956), ]. S. Brown (1953), 1. E. Farber (1954), and
atremendous list of papers on experimentalinvestigations testing aspects
of Hull’s theory.

According to this traditional drive theory, organisms become active
only as they are driven by the strong stimuli originating from pain, from
the organismic needs of hunger and thirst, and from the innocuous
stimuli which had previously been associated with such strong drive
stimuli. Such stimuli produce arousal in the brain-stem reticular forma-
tion (see Lindsley, 1951; Pribram, 1958). Behavior is supposed to be insti-
gated with the onset of aversive stimuli which have produced arousal,
and it stops with the cessation of such stimuli. According to the theory,
moreover, the cessation of such arousal is rewarding, and those actions
which lead to drive reductions are reinforced. It should probably be noted
that Freud (1905, 1915) included sexual arousal among the aversive drives
because the orgasm terminates such arousal. This was clearly an error,
because sexual arousal is inherently pleasurable. Moreover, as the inves-
tigations of James Olds (1955) have shown, even direct stimulation of the
septal area, a subcortical structure in the middle of the brain which has
much to do with both olfaction and sex, will reinforce actions. Such
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dissonant facts, however, are tangential to the message of this paper.
Although drive theory is a conceptual edifice of many dimensions and
complexities of structure, and many of the propositions comprising the
edifice show rather nice correspondence with observables,' the central
presumptions that organisms should become quiescent in the absence of
drive and that what reinforces patterns of action is their capacity to reduce
drive have severe limitations.

It was evidence dissonant with these fundamental propositions of
drive theory that suggested the need for reformulations. Evidence dis-
sonant with the proposition that organisms will become quiescent unless
driven by pain, the threat of pain, hunger, thirst, or sex is fairly volumi-
nous (see Hunt, 1963a). A few illustrations will serve here. The apparent
delight that young animals and children take in highly active play has
long been obvious to observers (see Groos, 1896/1905). After surveying
reports of such observations, Beach (1945) arrived at the conclusion that
young animals are most likely to exhibit playful activities in the absence of
painful stimulation, threats of pain, homeostatic need, or sex. Harlow,
Harlow, and Meyer (1950) observed that “monkeys would learn to unas-
semble three-device puzzles with no other ‘drive” and no other ‘reward’
then the privilege of unassembling it.” In another study, moreover,
Harlow (1950) found that two monkeys worked repeatedly at unassem-
blying a six-device puzzle for ten consecutive hours, even though they
were quite free of painful stimulation, and were well-fed and well-
watered. At the tenth hour of testing, Harlow reported that they were still
“showing enthusiasm for their work”” as Harlow went home to dinner. As
a final example, consider one that involves human subjects. In the now
famous McGill studies of stimulus deprivation, students who were well
fed, free of pain and strong stimulation of any sort, and without any
allusions to sex, refused to remain quiescent in a room where stimulus
variation was minimized, even though they were paid the then munifi-
cent sum of $20 a day (Bexton, Heron, & Scott, 1954; Heron, Doane, &
Scott, 1956).

Such evidence has suggested to some the idea of an exploratory
drive or need for stimulation, but such attempts to explain the behavior
are purely circular (see Hunt, 1963a, p. 41ff). It suggested rather that there
must be one or more systems of motivation which are inherent in infor-
mation processing and action. Various investigations have produced
evidence which points toward the nature of these systems. For instance,
Pavlov early noted the capacity for abrupt changes in the characteristics of
ongoing receptor input or of encounters with unexpected things in famil-

' Elsewhere I have described the way in which drive theory has answered each of the eight
questions that I have found to be implicit in theorizing about motivation (see Hunt, 1963a,
1965, 1971a).
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iar circumstances to elicit the “what-is-it?”” reflex or the “orienting re-
sponse” (Razran, 1961). In human beings, moreover, abrupt changes in a
wide variety of receptor inputs have been known to elicit indications of
arousal ever since the galvanometer was first utilized to measure the
conductivity of the skin (see Landis, 1932). The irrational fears of chim-
panzees are evoked by “familiar things in an unfamiliar guise” (Hebb,
1946; Hebb & Riesen, 1943). A basis for anxiety has been suggested in the
inconsistency or dissonance of perceived evidence about self with one’s
self-concept (Kelly, 1955; Rogers, 1951). Leon Festinger (1957) formulated
a cognitive theory of motivation with considerable explanatory value out
of such “cognitive dissonance” generalized. Thus, on the one hand,
abrupt changes and discrepancies between the constructions of reality
already established and the information from encounters with reality can
be disagreeable.

On the other hand, in an extended series of studies beginning in
1950, Berlyne (1960) found not only that rats will explore areas new to
them if only given an opportunity, but that the more varied and numer-
ous the objects within the region to be explored, the more persistently the
rats explored it. Berlyne also found that variations in innocuous receptor
inputs will not only instigate and sustain looking or listening, but such
collative variables as novelty, incongruity, and complexity will reinforce
learning behavior in both rats and human beings. In a similar vein,
Montgomery (1955) and Montomery and Segall (1955) showed that rats
will learn actions merely for an opportunity to explore unfamiliar terri-
tory; and Premack (1965) has evaluated this to a fairly general principle by
contending that making an opportunity for an activity high in an or-
ganism’s hierarchy contingent upon engaging in an act lower in the
hierarchy will reinforce the latter. Such evidence suggests that lesser
degrees of discrepancy between information encountered and ready-
made constructions is hedonically attractive.

From the kinds of evidence in the two foregoing paragraphs, it
seemed that positive interest and concern for information and action
must be a matter of an optimal degree of discrepancy in something which,
for lack of anything better, I called ““incongruity.” “Incongruity” was my
term for this discrepancy between the information available in observa-
tions of situations and expectations, beliefs, and understandings already
construed out of past experience. It was to be a generic construct for all
Berlyne’s various “collative’” variables. It was to cover both action and
information processing. Yet, from rereading the paper (Hunt, 1963a), it
seems clear in retrospect that I got the term “incongruity” from the
Test-Operate-Test-Exit (TOTE) model (Miller, Galanter, & Prigram,
1960), which concerns discrepancies between the existing state of affairs
and that intended. In a mistaken attempt to generalize it, I also attempted
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to make incongruity fit Helson's (1964) theory of the “‘adaptation level.”
Such was the urge for generality, apparently, that this mistaken attempt
to generalize was made despite the evidence reviewed of two separate
sets of anatomical thalamocortical systems in the brain. When Rose and
Woolsey (1949) discovered these separate systems, they termed them
“intrinsic”’ because they lack fiber tracts connecting them with either
receptors or effectors. Thus, they correspond to what Hebb (1949) termed
the ““associative” portion of mammalian brains to differentiate them from
the “sensory” portion with connections to receptors. The paper also
made use of Pribram’s (1960) argument that these systems constitute the
central neuroanatomical counterparts of the components required in
computers to permit programming for the solution of logical problems
(see Newell, Shaw, & Simon, 1958).

One of these “intrinsic” systems, the posterior, consists of fibers
connecting what have been termed the association areas of the brain
posterior to the central sulcus, that is, those of the occipital, parietal, and
temporal lobes, with the pulvinar nucleus of the thalamus and also with
the brain-stem reticular formation which is especially involved in emo-
tional arousal (see Lindsley, 1957). The other such system, the frontal,
consists of fibers connecting the frontal lobes with the dorsomedial nu-
cleus of the thalamus. Cutting the fibers of the posterior system interferes
with the recognitive intelligibility of receptor inputs, and this suggests
that the posterior intrinsic system is concerned with information process-
ing per se and with the energization evoked by encounters with abrupt
changes of input and with the unexpected. Cutting the fibers of the
frontal system, on the other hand, results in deficiencies in the formula-
tion of plans and the ordering of information to test the meaning of
incongruities between such dispositional states and expectations based
on past experience and recent perceptual impressions (see Pribram, 1960).
Thus, with the essentially established existence of an anatomical basis for
these two separate systems, one for information processing and the other
for the executive functions based on intentional behavior, it should have
been clear that no single generic construct such as “incongruity” could
serve adequately for discrepancies between the organizations of action
and the perceptual and conceptual constructions established from past
experience, on the one hand, and for the demands upon coping or upon
recognition and understanding, on the other hand.

In fact, the single construct of “incongruity” failed to serve ade-
quately even within the domain of information processing. The idea that
there might be something akin to a Helsonian “adaptation level” for
“incongruity” of neutral hedonic value with moderate discrepancies from
it in both directions having positive hedonic value (after the Haber, 1958,
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“butterfly curve”’; see Hunt, 1963a, p. 74) turned out to be quite wrong. A
study by Unikel (1971) one of my own students, demonstrated that once a
given level of perceptual complexity becomes hedonically neutral, only
increases in it are attractive. Similar evidence for rat subjects has been
reported by Dember and Earl (1957). It should be noted that as the level of
complexity beyond that which has become neutral increases, the positive
hedonic value becomes negative. This exemplifies what Dan Berlyne
(1971) referred to as “inverted U-shaped functions continually cropping
up . . . [for which] it is by no means clear that those who talk about
U-shaped functions are always talking about the same one” (p. 191).

Suffice it to conclude here that the system of motivation inherent in
information processing may be expected to differ from that inherent in
action, and that fifteen years after “incongruity’”” was proposed, a generic
construct for the nature of the discrepancy between the achieved and the
encountered still appears to be premature.

RECOGNITIVE FAMILIARITY AS THE ORIGIN OF INTENTIONS

Even though the newborn human infant exhibits spontaneous
movements, there is no evidence that these are intentional acts in the
sense that the infant anticipates the effect or outcome of its movements.
These movements have been observed, by Piaget (1936/1952) and others,
to include sucking, grasping, looking, listening, vocalizing, and moving
the limbs and body, but to most observers they not only occur without
evidence of any anticipation of outcome, but appear to be essentially
independent systems. Skinner’s (1953) behavior theory, with emphasis
on what is most directly observable, has termed those movements “‘oper-
ants,” and has been concerned with the contingent effects that reinforce
them and thereby increase the frequency of their occurrence. Piaget, on
the other hand, with less concern with immediate observables, has been
concerned with the modifications in the structures of behavior that come
about through the accumulative effects of experience in what he terms the
invariant processes of “accommodation’’ and ““assimilation.” Although I
have never doubted an important role for heredity in the developmental
process also, the focus of my own investigations has been concerned with
the influence of experience on development, and with the importance of
various kinds of experience for the rate of development in specific be-
havioral organizations. From the literature, and especially from Piaget’s
(1936/1952) observations of the development of his own three infants, and
from observing our own infants, I came to believe that intentional be-
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havior, defined as behavioral organizations in which the infant clearly
anticipates the outcome of his action, seldom or never appears until
human infants are nearly six months of age. Thus, even though the
newborn may have the system of connections between frontal lobes and
dorsomedial nucleus of the thalamus for intentional action, I presume
that it must take half of the first year of postuterine life to get this system
programmed.

The experiences that appeared to be important for this programming
were those described by Piaget (1936/1952, 1937/1954) and by the
ethologists for the following behavior they termed “imprinting” (see
Hunt, 1963b, 1970; Lorenz, 1937). The important causal aspects of these
experiences appeared to be on the side of information processing.
Ready-made at birth is the “‘orienting respose” to changes in the intensi-
ty, increase or decrease, or quality of receptor input. Orienting responses
lead, as Piaget (1936/1952) has described, to the coordinations between the
several motor systems, so that “something heard becomes something to
look at,” “something seen becomes something to grasp,” “‘something
grasped becomes something to suck,” etc. This I described as the first
form of intrinsic motivation.

The second form came as many things became recognizable through
repeated perceptual encounters. Recognition appeared to be a perceptual
source of pleasure evidenced by the smile of recognition (Piaget, 1936/
1952, p. 71) and by looking longer at familiar visual patterns or sounds
than at those unfamiliar and novel (Greenberg, Uzgiris, & Hunt, 1970;
Hunt, 1965; Weizmann, Cohen, & Pratt, 1971; Wetherford & Cohen, 1973).
The pleasurableness of what is becoming recognizable appeared to be a
special case of Hebb’s (1949) theory that “’sensory conditions are called
pleasant, then, which contribute to the current development in the cere-
brum” (p. 232). The fact that the earliest of acts clearly intentional ap-
peared to consist of efforts to regain or to gain perceptual contact with
what has become recognizable through repeated encounters led me to
what I now consider the mistaken inference that intentional behavior is a
direct effect of the achievement of perceptual recognition.

Within information processing, as distinct from intentional behavior,
the orienting response continues to appear to me to be the original form,
the attractiveness of what is recognizable the second form, and the
attractiveness of what is new and novel within a familiar context the third
form. I continue to suspect that, as repeated encounters with the objects,
persons, and places within an infant’s life space occur, a learning set that
“things should be recognizable”” develops. It is probably this ““set” that
comes to motivate longer looking at novel patterns than at familiar ones
(see Greenberg et al., 1970, and the other studies cited above ).
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AN UNEXPECTED OQUTCOME OF AN INTERVENTION IN
INFANT-REARING

When situations encountered yield information expected, that in-
formation constitutes established knowledge. Yet it is from the unex-
pected that one learns, for it indicates that the beliefs about reality on
which the expectations are based are in some way wrong. When an
intervention in the rearing practices at a Tehran orphanage (see Hunt et
al., 1976) designed to foster vocal imitation and language unexpectedly
resulted in spectacular increases in initiative and trust, it provoked a
rethinking of the role of intrinsic motivation in early psychological de-
velopment (Hunt, 1963b; 1965, 1971c).

The program of successive interventions in the rearing of infants at
the Orphanage of the Queen Farah Pahlavi Charity Society in Iran was
originally undertaken to test my hypothesis about the kinds of experience
that would foster psychological development as measured by the Piaget-
inspired ordinal scales of Uzgiris & Hunt (1975). The subjects in this
program were five groups of foundlings (termed “waves”) who were
selected, because they were without detectable pathology, from those
available at the Municipal Orphanage of Tehran when they were less than
a month old. The strategy of the research was longitudinal in the sense
that the development of foundlings in each wave was assessed every
other week during their first year, and every fourth week thereafter, with
Uzgiris-Hunt scales. For the first wave of 15 foundlings, the only inter-
vention consisted of the repeated examining. These were the controls.
We avoided the use of simultaneous control and treatment groups for a
combination of strategic and ethical reasons (see Hunt et al., 1976). The
second wave of 10 foundlings got an intervention consisting of audio-
visual enrichment. At the beginning, the nature of this intervention was
dictated by the hypothesis outlined above, that variations in input would
activate the orienting response and thereby sustain the interest and
alertness of the infants. The inputs provided consisted of tape-recorded
music and mother-talk that came on and off. Later, the infants were
provided with an intentional means of obtaining this music and mother-
talk by tugging on a plastic bracelet attached by a spring to a switch that
turned on the speaker attached to the side of the crib. The visual portion
consisted of mobiles, each with four dangles hung at appropriate dis-
tances above the eyes of the infants as they lay on their backs in their cribs.
The dangles could be activated by body shaking. Unfortunately, this
attempt at audiovisual enrichment proved abortive because the then
resident director of the project failed to maintain the apparatus in operat-
ing condition.
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The third wave of ten foundlings received untutored human enrich-
ment which consisted of a reduction in the infant-caretaker ratio from
something in the order of 30/3 to 10/3. As a control for tutored enrichments
to come, the caretakers for the infants in this third wave were allowed to
do whatever came naturally.

A fourth wave of 20 foundlings received the audiovisual enrichment
originally planned for the second wave. In the meantime, however,
evidence that the prevalence of noise, and especially vocal noise, that is
irrelevant to an infant’s spontaneous actions, had been found to show
negative correlations with infant development (Wachs, Uzgiris, & Hunt,
1971). This prompted us to drop the first kind of audio “enrichment”
consisting merely of tape-recorded mother-talk and music that came on
and off without the infant’s voluntary control. For this third wave, the
apparatus was kept in working order, and the execution followed the
plan quite well.

The intervention to be emphasized here, however, was that for the
fifth wave of 11 foundlings which consisted of human enrichment in
which we taught the caretakers what to do. This intervention was
launched after it had become evident that the controls and those in Wave
I had failed to achieve expressive or even receptive language by the time
they were nearly three years old. Badger’s teaching guides for infants
learning (1971a) and toddler learning (1971b) were translated into Farsi,
the language of Persia.

The Badger programs, when used with the caretakers in a day-care
program for the infants from uneducated parents of poverty at the Parent
and Child Center of Mt. Carmel, Illinois, served to advance the mean age
(73 weeks) in infants born to these uneducated parents of poverty, some
25 weeks ahead of the mean age (98 weeks) at which the top step on the
scale of Object Permanence was obtained by 12 home-reared children
from predominantly professional families at Worcester, Massachusetts,
but unfortunately left the mean age (114 weeks) at which the former
attained the top step on the scale of Vocal Imitation 20 weeks behind that
(94 weeks) at which this landmark was attained by the latter (see Hunt,
Paraskevopoulos, Schickedanz, & Uzgiris, 1975; Hunt et al., 1976). This
serendipitous finding of a discrepancy of nearly a year in the age of
attaining the top steps on the scales of Object Permanence and Vocal
Imitation, which are ordinarily attained at about the same age by home-
reared children from educated families, illustrates the specificity in the
kinds of experience which foster development along the separate
branches (see Hunt, 1977). This finding also demonstrated a need to
improve the Badger programs with experiences calculated to foster vo-
calization, vocal imitation, and language.

In view of my belief that the phonological aspect of language comes
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about through vocal imitation, this serendipitous finding suggested the
need to augment the Badger manuals with instructions for the fostering of
vocal imitation. The instructions added followed my hypothesis concern-
ing the developmental epigenesis in intrinsic motivation. On the pre-
sumption that familiar sounds would first interest infants, the caretakers
were instructed to imitate the spontaneous vocalizations of the infants in
their charge. The aim was to get interactive vocal games going. The
caretakers were also instructed to initiate such games by vocalizing
sounds that they had heard their infants make repeatedly. Getting a
response in kind from an infant constitutes what Piaget (1936/1952) has
termed “‘pseudoimitation,” and is the critical reaction for Step 4 on the
Uzgiris—Hunt Scale of Vocal Imitation. Once an infant had been heard to
vocalize repeatedly several different sounds, the caretakers were to in-
troduce a new game of “follow the leader.” In such games, they were to
utter one of the sounds in the infant’s repertoire. When the infant man-
ifested pseudoimitation by repeating it, and the interchange had gone
through several repetitions, the caretaker was to shift to another of the
familiar sounds from the infant’s repertoire, and get a vocal interchange
going on this new sound, and then to a third and a fourth. Gradually, the
caretaker was to reduce the number of times that each successive familiar
pattern was to be repeated in such interchanges, and to approach getting
the infant to follow immediately from the modeling of one pattern to
another and to another. Once the infant had acquired facility in this game
of “follow the leader,” the caretaker was instructed to introduce new
vocal patterns from the Persian language, new in the sense that she had
never heard the infant make them. The caretaker was to utter these
unfamiliar sounds repeatedly as the infant, through successive approxi-
mations, came closer to the sounds modeled.

Such vocal games were to be part of the caretaker—infant action
during each stint of bathing, dressing, feeding, toileting, etc. Once an
infant had begun to copy the sounds of novel phonemes, the caretaker
was instructed to include in each stint of caretaking experiences designed
to foster the beginning of naming, or semantic mastery. The procedures
described are based on the assumption that semantic mastery can be
fostered by heightening the palpability of the experiences of the objects to
be named. On the assumption that the most palpable experiences would
be parts of the body touched by washcloths during bathing, I instructed
the caretakers to say, “Now, I am going to wash your ear.” As the
caretaker’s vocal emphasis on the word ear occurred, she was to have her
washcloth make contact with the anatomical ear. The choice of ear may
not have been the most fortunate, because it is invisible to the infant. In
the development of gestural imitation, which is based largely on visual
experience, an infant imitates gestures involving visible parts of the body
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well before beginning to imitate parts that are invisible (see Uzgiris &
Hunt, 1975, pp. 182-185). In choosing the ear, I neglected this fact. I might
better have chosen for the start of my paradigm such visible parts of the
body as the hand, the arm, the leg, the knee, and the foot.

This is as far as explicit instructions in the fostering of vocal imitation
went, except for the instruction to talk about the caretaking operations as
they conducted them. Were I to repeat the experiment, I would add a
request for the caretakers to touch various parts of the infant’s body and
ask, “What is this?”” I would also suggest that they ask of each infant in
their charge such questions as whether he or she might need to go to the
toilet, which of two or three games he or she might wish to play, which
food he and she wish to eat first, etc.

Results

The results of this intervention as obtained with the Uzgiris-Hunt
Scales have come in terms of the means and standard deviations of the
ages in weeks at which these foundlings of Wave V attained an inter-
mediate step and the top step on each of the scales as compared with the
means and standardizations for those of the earlier four samples or
“waves” (see Huntetal., 1976, pp. 200-201). Suffice it here to indicate the
general nature of these findings. Each successive wave, except Wave II
that got the abortive attempt at audio-visual enrichment, attained the top
steps on these scales at average ages younger than did the infants in all
preceeding waves. Reducing the infant-caretaker ratio to 10/3 permitted
those for the infants in Wave III time for more than the most necessary
care. At one year of age, these infants were substantially ahead of those in
Waves Iand Il in the mean age of sitting and standing while holding on to
the rails of their cribs, but they were not advanced at all on any of the
Piaget-inspired scales. The caretakers had used the extra time to carry the
infants in their care about and put them in strollers. Being carried about
enabled them to use their balancing mechanisms. Presumably it was this
use that advanced the ages at which they sat up. Experience in strollers
enabled them to put weight on their legs, and the combination of these
two experiences advanced the age of standing. But such advances in
posture and locomotion occurred without these infants showing any
gains over those in Waves [ and Il in attaining steps on the Piaget-inspired
scales.

The audiovisual enrichment provided for the infants in Wave IV
enabled them to attain the intermediate steps on the Uzgiris-Hunt Scales
at mean ages considerably ahead of those of Waves I and II, also well
ahead of those in Wave III who got the untutored human enrichment. It
was, however, the infants in Wave V who showed by far the greatest



INTENTION, INITIATIVE, AND TRUST 181

gains in mean ages of attaining the top steps on all the Uzgiris-Hunt
scales. In fact, on five of the seven scales, they attained the top steps at
somewhat earlier ages than did the home-reared infants from predomi-
nantly professional families of Worcester, Massachusetts. Even so, they
were substantially behind the Worcester children in attaining the inter-
mediate steps. In fact, they were only slightly ahead of those infants in
Wave IV who got only the audiovisual enrichment in attaining the inter-
mediate steps. When one compares the infants of Waves I and II with
those of Wave V, who received the tutored human enrichment, in mean
ages of attaining the top steps on the seven scales, these differences range
from 34 weeks to 87 weeks. The mean of these mean differences for the
seven scales is 65 weeks. This transforms to a mean of approximately 47
points of IQ ratio. Since performance on composites of Piagetian tasks
show high correlation with performances on standard tests of intelligence
(Humphreys & Parsons, 1979), this gain of 47 points of IQ ratio probably
approximates what would have been found with a standard psychomet-
ric test.

Even more dramatic is the difference between the foundlings of
Wave I and Wave II from those of Wave V in the attainment of language.
This shows on the scale of schemes for relating to objects. Whereas only
one of the foundlings in Wave I and only one of those in Wave II ever
spontaneously named an object before they were 169 weeks of age, all 11
of those in Wave V spontaneously named objects, and did so at an
average age of 90 weeks, which is only four weeks later on the average
than this landmark was attained (86 weeks) by the home-reared infants
from predominantly professional families in Worcester. In fact, when
these infants of Waves I and Il were between two and three years of age,
they used their voices only for crying and yelling in anger. Moreover,
they showed no appreciation of the meaning of even the simplest of
verbal requests, although many of them showed an appreciation of these
requests in gesture. When, for instance, I invited them to approach me
(one at a time), about half would come hesitatingly, but the other half
would screw up their faces in tearful fear and withdraw further. Either
reaction implied an appreciation of the meaning of the gesture (see Hunt
et al., 1976).

The foundlings in Wave V, on the other hand, greeted me when I
entered their playroom for the first time by saying ‘“‘Hello” in unison at a
signal from one of their caretakers. Before being shown to the playroom, I
had been held inordinately long for the customary tea ceremony in the
office of the directress. It turned out that the delay was occasioned by an
effort to get these infants of Wave V, then between 17 and 22 months of
age, to say in unison “Hello, Dr. Hunt.” That was too much. The care-
takers and examiners had to settle for “Hello.”

Perhaps the contrast of Wave V with Waves I and Il in both language
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and initiative can best be communicated with vignettes of individual
behavior. After “Hello” had been said, Cambiz, the oldest of the found-
lings in Wave V, surprised me with an exhibition of initiative and trust by
requesting with both speech, which I could not understand, and gesture,
which I could understand, to be picked up. None of those in Waves I and
Il had ever shown anything like this behavior. As Cambiz resisted being
put down when the chief examiner invited me to the examining room, I
carried him along. Through the window opposite the door of entry was a
sprayer. Cambiz immediately began an excited utterance of ““ab, ab, ab.”
Ab is the Farsi word for water. This was a beautiful example of spontane-
ous naming as well as initiative.

As the chief examiner was demonstrating that Shabnam, then
somewhat less than 18 months of age and the youngest of the 11, could
imitate the names of all of the infants in the group, she came to Yaz. I had
no opportunity to see Yaz, because she was adopted and taken away from
the orphanage the week before I arrived for this last planning visit.
Shabnam had been uttering clear approximations of the names modeled.
As the examiner uttered the name, ‘‘Yaz,” however, Schabnam twisted in
my arms, reached and looked toward the door, and said, ““Yaz rafteh.”
This is a sentence meaning, ‘“Yaz gone.” No one had deliberately
schooled her in such sentence construction, yet she reflected in speech a
state of affairs of which she had full appreciation. Suffice it here to add
that every one of these 11 infants in Wave V showed semantic mastery of
the parts of their bodies, their garments, and other things involved in the
caretaking operations by naming them in response to the question,
“What is it?”” asked by me in my best imitation of the Farsi. No attempt
was made to test their receptive vocabularies, but their naming vo-
cabularies were of the order of at least 50 words, and one of the older
infants showed perfect semantic mastery of the elementary abstraction of
colors by naming the reds, yellows, greens, and blues pointed to in
pictures along the wall. Several others also showed imperfect semantic
mastery of colors (see Hunt, 1979b). When one considers that only abouta
quarter of the four-year-olds in Head Start programs show semantic
mastery of the elementary abstraction of colors (Kirk, Hunt, & Lieber-
man, 1975), this must be considered no mean achievement for
orphanage-reared foundlings. These linguistic achievements, however,
were expected from the tutoring given the caretakers in fostering vocal
imitation and semantic mastery. On the other hand, the degree of success
was beyond expectations.

What was quite unexpected was the effect of this intervention on
facial expression, and on the behavioral evidences of initiative and trust.
Unfortunately, no scales or metrics exist for measuring such phenomena.
Nevertheless, the coritrast was exceedingly sharp. It was sharpest in the
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domain of action. It would be great to have got sound cinemas of the
interactions between the children in these contrasting groups with adults
in standard situations. Unfortunately, this was not planned and would
probably have been unfeasible. I can, nevertheless, report what I ob-
served. The children of Waves I and II wore glum expressions, initiated
no interactions with adults and seldom with other children, failed to play
with toys, and tended to be wary or withdrawn from anyone but their
accustomed caretakers. The children of Wave V, on the other hand,
regularly initiated interactions with adults, preoccupied themselves with
activities of their own choice, and exhibited an interested approach to-
ward any adult who came within view or earshot. Although Cambiz was
somewhat more forward than others in demanding that I pick him up the
first time he saw me, all of the others endeavored to show me what they
were doing or could do. Moreover, all those in Wave V readily under-
stood such verbal requests from their caretakers as had been tried with
the children in Waves Iand II. They all approached me without hesitation
when a caretaker or examiner suggested verbally that they should. When
I spread my arms and motioned one of them to come, none hesitated to
comply with my gestured request.

Although sound cinemas with which to document these statements
are lacking, I did take color snapshots of the children. Those of Waves I
and II had to be taken without flash to avoid frightening them. When I got
out the slides in order to identify children in Wave V whose language
behavior I wished to discuss, I noted the tremendous contrast of their
facial expressions with those of children from Waves I and II. Figure 1A
shows four of the children representative of Waves I and II for contrast
with four others (Figure 1B) from Wave V.

The glum or distressed expressions of the children from Waves I and
IT are obvious. The most attractive expression that I can find among my
pictures of the children in Waves I and Il is that of the child on the bottom,
right in Figure 1A. This picture was taken while I was vocalizing my
imitation of cooing sounds in an attempt to elicit pseudoimitation. This
accounts for his expression of mild interest, which differed from that
when [ was simply talking to him in adult fashion. It is of interest that I do
not recall his name or those of any children in Waves I and II, but I readily
recall the names of nearly all those in Wave V. Children who are unre-
sponsive and lacking in communication skills seem to acquire no identity.

The happy, interested expressions of the four children in Wave V
contrast sharply with the glum expressions of those in Waves Iand II. The
top, left picture in Figure 1B is Cambiz. Note his enthusiasm in striking
the ball hung from a ring in the ceiling. In the same group, the top, right is
Parvis. Note his interested preoccupation with the stacking toy. The
bottom, left in this group is Monee. Note the evidence of initiative in his
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FIGURE 1A. Waves I and 1II.

gesture of request or demand of the adult standing by. The bottom, right
is Shabnam, the youngest one, when somewhat less than 18 months old,
who turned in my arms when the examiner modeled the name, “Yaz,”
and said in Farsi, ““Yaz gone.” Note her unsolicited wave to me as I took
her picture.

You will probably agree that these infants from Wave V are much
more attractive than those from Waves I and II. If so, you may be
interested to know that your judgment was confirmed by several child-
less couples of Tehran who chose seven of these eleven foundlings of
Wave V for adoption. Of the 57 foundlings who served in the preceding
waves, only two were ever adopted, and these two were adopted before
they were six months old because they were pretty babies. These seven
were adopted because they were attractively responsive two-year-olds.

My inclination is to attribute the attractive characteristics of the
children in Wave V to the nature of the intervention designed to foster
vocal imitation, and, indirectly, language. But another factor deserves
consideration. The caretakers of Wave V developed a bond of affection for
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FIGURE 1B. Wave V.

the infants in their charge not evident in the caretakers of those in Waves I
and II nor in the caretakers of those in Wave IIl where the infant—caretaker
ratio (10/3) was not much higher than that for Wave V (2 or 3/1). The
caretakers of Wave V claimed that they could not love an infant to whom
they gave birth more than they loved those in their care. Evidence of the
validity of their claim came in the tearful signs of separation grief follow-
ing the departure of each child with its adoptive parents. To what degree
caretaker affection rather than their imitative responsiveness to the vo-
calizations of the infants in their charge is responsible for their attractive
characteristics is a moot question. My inclination to favor the importance
of the imitative responsiveness that they were taught gets some support
from other evidence to be summarized.

There is yet another nagging question. Did the caretakers of Wave V
develop the strong bond of affection for the infants in their charge simply
because they were responsible for only the two or three in their charge?
Or was the bond a result of their interacting imitatively and intimately
with them? Consider the other evidence.
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OTHER RELATED EVIDENCE

Other related evidence has helped to construct the still hypothetical
meaning of these unexpected effects of the interventions designed to
foster vocal imitation and language. One kind consists of the correlations
of measures of rearing conditions in homes, ones which control the
imitate, proximal experiences of infants, with measures of their develop-
mental advancement. Some of these are both negative and substantial,
and their nature is theoretically instructive. For instance, when ““thereis a
high level of adult activity in the home,” or when ““mother and infant go
visiting almost daily,” both presumably bases for mothers being inatten-
tive and unresponsive to their infants, the correlations with assessments
of development in several branches range from —.39 to —.82. Such
negative correlations are already present at age seven months, and con-
tinue to exist through testings at 11, 15, 18, and 22 months with a modified
version of the Uzgiris-Hunt scales (Wachs et al., 1971). In other words,
when no one responds to the spontaneous actions of infants, they show
retardation in the development of Object Permanence (—.6), the De-
velopment of Means for Obtaining Desired Events (—.39), the Develop-
ment of Gestural Imitation (—.59), Vocal Imitation (—.46), Object Rela-
tions in Space (—.49), and Schemes for Relating to Objects (—.46). Similar
evidence of damage to the rate of early development from the unrespon-
siveness of the social and inanimate conditions have appeared in other
studies (see Bradley & Caldwell, 1977; White, 1978; White & Watts, 1973).

Conversely, the degree of prevalence of conditions indicative of the
responsiveness of human beings and materials to the spontaneous ac-
tions of infants correlates positively with developmental advancement.
For instance, in the study by Wachs et al. (1971) positive correlations with
level of development occurred in the case of ““Child given training in one
or more skills,” “Home contained an adequate supply of small manip-
ulatable items that child is allowed to play with,” and ‘“Mother spon-
taneously vocalizes the names of objects examined by child in observer’s
presence.” A condition in which “Father helps take care of the infant”
also showed a positive correlation with development in several branches,
as might be expected if prevalence of responsiveness helps to hasten the
rate of development. These correlations are of substantial size; they range
from +.35 to +.76 with most of them between +.4 and +.6. Especially
interesting are the findings from a study by Yarrow, Rubenstein, and
Pedersen (1975) in which assessments of home conditions, based on two
three-hour periods of observation, were correlated with measures of
psychological development with the Bayley scales. Among the highest of
the correlations found (+.58) was that between the responsiveness of the
inanimate materials available to the infants with their persistence of
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goal-striving at age six months. It is of interest that ordinary paper turns
out to be the most responsive of inanimate materials. Paper not only
changes in visual shape, but makes crackling sounds as it is manipulated.
Such immediate and direct perceptual effect of manipulation clearly
serves to interest young infants, and helps to explain why infants are
often less interested at first in a toy received as a present than in the paper
in which it was wrapped.

Several theoretical interpretations of this behavioral phenomenon
have been made. If one wishes to emphasize only the immediate observ-
ables, one may say with Skinner (1938, 1953) that the perceptual feedback
reinforces the manipulative action. Persistence in manipulation is also,
however, a function of the perceived feedback; if it is aversive, the
manipulative action stops. Since neither changes of shape nor crackling
have any obvious hedonic value in themselves, one can well say with
Robert White (1959) that it is “a sense of having an effect’” or “‘effectance”
that is pleasant. Here the hedonic value appears to be a function of the
immediateness and directness of the effect. Thus far, only the effect on
persistence in manipulative action is being considered. To explain the
positive correlation of developmental advancement with the prevalence
of such experience, I believe it wrong to say that this is a mere product of
the reinforcement. With repeated encounters with paper an infant comes
to express delight, and may be seen to move toward the paper with active
hands. The child anticipates the effect that he or she can have the joy
therefrom. Anticipation is a subjective term; it can only be implied by the
nature of behavior, but it can readily be explained by the fact that the
central brain processes constituting the memory of such events run off
faster than do the events. It is the anticipation which is learned, and it is
this anticipation that motivates the approach to paper, or what not, that
has been encountered with interesting effect earlier. In at least a limited
sense, the child intends to recapture the earlier experience. He or she will
try the means first used, namely, manipulative action. If the expected
effect does not come, then he or she will modify the action. It is thus that
infants whose mothers or caretakers are slow in responding to the efforts
of their infants to elicit their attention learn to cry louder and louder. That
fact that infants learn what will elicit their intended consequence helps to
confirm the implication that it is failure to attain the anticipated conse-
quence that motivates continued action and modifications in the form or
intensity of that action. This corresponds to the TOTE model (Miller,
Galanter, & Pribram, 1960).

The nature of another negative correlate of infant development is
also instructive. It consists of highly prevalent auditory input, and particu-
larly human vocal input, which is irrelevant to the infant’s functioning. In
the study by Wachs et al. (1971), the examples of this negative correlate
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included “High sound level in the home,”” and ““Television on most of the
time.” For these conditions, negative correlations with assessments of
development are already evident by seven months of age. At ages of 18
and 22 months, they range from —.37 (with Vocal Imitation) to —.81 (with
Foresight) and are substantial for all branches of development involving
appreciations of meaning. Also, that home condition described as “child
never restricted,”” which indicates lack of adult attention to whatever the
infant does, shows a high negative correlation (—.64) with the measure of
development of Vocal Imitation and negative correlations between —.4
and —.5 with the development of Foresight and of Means of Obtaining
Desired Events, at age 22 months. Conversely, conditions suggesting that
the parents have interacted vocally and instructively with their infant
show substantial positive correlations with assessments of both Vocal
Imitation (+.4) and with such indications of developing understanding as
Foresight (+.7).

With vocal noise prevalent and irrelevant to an infant’s developing
expectations and interests, his or her inclination to orient and attend to
adult speech might well be expected to become habituated or extin-
guished. Receptor inputs to which the orienting response is weak serve
poorly as either conditional stimuli or cues in learning (Maltzman &
Raskin, 1965). Since irrelevant vocal noise tends to be considerably more
common in homes of the uneducated poor than in those of the educated
middle class, it is hardly surprising that children of the former aged 4 and
5 years have proved to be less attentive to and understanding of adult talk
and less discriminative of vocal patterns than children of the latter (see
Hunt, 1969, pp. 202-214). Moreover, there is evidence that this inimical
influence on early development persists through the high-school years.
In a cross-lagged panel analysis of cognitive measures for four grade
levels, a correlation (+.73) of a measure of listening and comprehension
at grade five with an intellectual composite at grade 11 stood out (Atkin,
Bray, Davison, Herzberger, Humphreys, & Selzer, 1977). Such evidence
highlights the importance of vocal communication in intellectual devel-
opment, leading to knowledge and intellectual skills with motivation to
know and learn. Now, in retrospect, these relationships of irrelevant and
relevant vocal noise to development lend credence to the idea that it is of
importance for the events responsive to an infant’s action to be not only
contingent in time, but of a piece with his or her expectations. Events
responsive to an infant’s actions, if one is concerned with only the
immediate observables, may seem to reinforce those particular actions,
but, what is more important, they give rise to expectations, intentions,
and plans that generate goal striving. As the anticipated outcomes of
actions are elaborated, they become the basis for initiative, and as they
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include collaborative assistance from adults and peers, they become trust.
As, for instance, repeated encounters with objects, persons, and places
made those within an infant’s life space recognizable, the infant comes to
expect that the things he encounters should be recognizable. This expec-
tation, or learning set, becomes a kind of goal, so that novelties evoke
prolonged scrutiny. Such learning sets appear to be ubiquitous in de-
velopment. One has long been evident in the acquisition of the semantic
aspect of language. From associating heard vocal patterns with a number
of perceived things, an infant achieves the “rule” or “set” that “things
have names.” Achieving this set leads him or her to ask, sometimes ad
nauseam, “What's that?”’ in a variety of ways. If the thing’s name is the
child’s goal, supplying it or them will temporarily stop the asking. When
such questions begin, the rate of vocabulary building takes off at a rapid
rate (see McCarthy, 1954).

But the process appears to continue indefinitely. As children form
rules or sets that constitute “epistemic’”” understandings, they, as do
mature men and women of science, encounter information through
either perception or language that is dissonant with these under-
standings. It was Nathan Isaacs (1930/1974) who first pointed to children’s
“why’” questions as epistemic quandaries in which they call for help in
their attempts to cope with their puzzlements. There are, of course,
“whys”’ that are merely delaying tactics, but many are serious. Isaacs has
suggested, and I am inclined to agree, that the fate of children’s “why”’
questions is highly important for both intellectual development and self-
esteem. If adult responses to children’s “whys” lead them to more accu-
rate understandings of the operations of things and people, these under-
standings constitute intellectual development. If a child’s “why’”" ques-
tions are taken seriously, it gives him a sense of confidence in his own
thought and a sense of self-worth. If the answers encourage the child to
investigate for himself, they encourage his curiosity. For the domain of
what has been termed discipline, moreover, itis worth noting that honest
and candid treatment of children’s ““why”” questions opens the channel of
communication to include discussions of ethics, sex, values, and the
meaning of life. If the answers are honest, are within the grasp of the
child, and involve no hidden agenda of arbitrary control, parental disci-
pline becomes a matter of discussing the consequences of choices and
courses of action in terms not only of the objective but also of the subjec-
tive feelings of all concerned. Parents may thereby become consultants on
living for their young.

Such evidence and considerations suggest that it is the responsive-
ness of both inanimate materials and human beings to children’s spon-
taneous actions that is important for their development of intentionality,
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initiative, and trust. The affection on the part of parents and caretakers is
probably only indirectly of importance, in that it helps to guarantee their
responsiveness and understanding of the child’s efforts.

The First Appearance of Intentional Behavior

Piaget (1936/1952) did not observe the first signs of goal anticipation in
the behavior of his own three children before they were somewhat more
than four months old. The first examples consisted of ‘“procedures” to
gain or regain perceptual contact with “interesting spectacles.” Even
though I was assembling the evidence against it (Hunt, 1961), the idea that
the rate of psychological development is genetically predetermined still
influenced my thought. Because Piaget’s children would presumably be
among the genetic elite, I inferred that the initial appearance of inten-
tional behavior would be early for them, so that age four or five months
would beits lower limit. Because the “interesting spectacles”” were largely
those recognitively familiar through repeated encounters, I inferred that
intentional action was initiated by recognitive familiarity. Thus, despite
my knowing that separate anatomical equipment must exist at birth for
action as well as for information processing, this inference led me to infer
that information processing is the source of intention. With evidence that
the beginnings of intentional behavior may, under proper conditions,
appear much earlier than age four or five months, and with the con-
sideration that it is the repeated experience of producing an effect that
leads to the anticipation of that effect and acting to obtain it, it becomes
clear that the source of intentionality resides in the effects obtained
through action itself.

The evidence that the beginnings of intentional behavior appear
much earlier than age four or five months has come from three sources:
first, the investigations of learning processes in newborn infants (see
Lipsitt, 1966, 1967); second, studies of the precocious neonatal capacities
of infants (see Bower, 1974; Haith & Compos, 1977; Meltzoff & Moore,
1977); and third, recent investigations of the neonate~mother relationship
by a number of pediatricians (Brazelton, Tronick, Adamson, Als, & Wise,
1975; Papousek & Papousek, 1977; Schaffer, 1977; Trevarthen, 1974, 1977).
The work of Lipsitt and his collaborators has shown that newborns show
something akin to what Skinner has termed “operant conditioning”
during the first four or five days of postuterine life. From the theoretical
interpretation of the effects of persistence in actions that have effects, or
are “reinforced,” this evidence of early operants suggest that the begin-
nings of intentionality are early indeed. The investigations of perception
and cognition seem to have uncovered evidences of precocious neonatal
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capacities that are still a matter of debate. It is the evidence of the third
type from the pediatric investigations of the neonate-mother relationship
that helps most directly to indicate the theoretical significance of the
unexpected findings from the orphanage in Tehran for the origins of
intention in action.

This latter evidence has come from evaluative studies of the effects of
the new practice of leaving newborns with their mothers continuously
during their stay in the lying-in hospital. This new practice is a radical
break with the tradition of keeping newborns in cribs in a mass nursery
except when they are nursing. There is suggestive evidence that the new
practice fosters maternal attachment to their young in a surprisingly
enduring fashion (Klaus, Jerauld, Kreger, McAlpine, Steffa, & Kennel,
1972), and also gives the infant a “cognitive head start” (Papousek &
Papousek, 1977). This evidence is also changing the conception of the
neonate-mother relationship. In place of a one-sided chain of mother
actions and infant reactions, this evidence suggests reciprocality of in-
teraction. It has led to such metaphorical terms as ““communication,”
“conversation,” “‘dialogue,” and “dance” (see Brazelton et al., 1975;
Schaffer, 1977; Trevarthen, 1974, 1977; Uzgiris, 1978). In cinematic rec-
ords, neonates at ages as young as two or three weeks have shown
differing patterns of interaction with their mothers than with inanimate
objects. With their mothers, they show cycles of interaction in which they
act and then hesitate, apparently waiting for a maternal reaction (Trevar-
then, 1974, 1977). With inanimate objects, they act on the object persis-
tently. The hesitation in the neonate’s interaction with its mother
suggests the beginnings of intentionality in the sense that the infant acts
with anticipation of its mother’s reaction.

This evidence suggests that in the course of as few as two or three
weeks of intimate, responsive interaction with their mothers infants
acquired fairly generalized anticipations of maternal reactions to their
spontaneous acts. It is, I suspect, these anticipations of maternal re-
sponses which motivate the infant’s actions and the hesitations. In so far
as I know, no one has made any studies of such infant behavior as a
function of maternal imitative responsiveness. Would actions followed
by hesitations occur in infants whose mothers did not react imitatively to
their infants” spontaneous movements and vocalizations? My guess is
negative. A major share of mothers, when they are not otherwise preoc-
cupied, appear to be inclined to imitate the expressions and vocalizations
of their infants. By virtue of their similarity to the neonate’s action,
imitative responses are inclined to have the positive hedonic value of
recognitive familiarity. This provides the neonate with a pleasureable
effect of its actions. This comes about because memorial records of se-
quences of infant action and mother’s imitative response would presum-
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ably be established in the neonate’s brain. Since these memorial records
typically run off faster than the sequences of events, they would lead to
anticipation of the mother’s imitative reaction. The anticipated maternal
reaction would establish the goal-standard of the TOTE unit (Miller,
Galanter, & Pribram, 1960), and thereby provide the beginnings of inten-
tionality. This hypothetical scenario is readily testable, although, to the
best of my knowledge it has not been properly put to test. A related
attempt in our laboratory by Schickedanz (1974) failed. It consisted,
however, of an attempt to test Watson’s (1967) hypothesis of an acquired
set to discern contingencies between actions and effects by looking for
progressively fewer reinforced acts to achieve the criterion of acquisition
in successive operants.

Now let us consider the nagging question about the source of the
deep caretaker affection for foundlings that was present in those of Wave
V but absent in those of Wave III. The evidence that having their new-
borns left with them in the lying-in hospitals fosters mothers” affectional
attachment for them suggests that it may be the opportunity afforded for
intimate and uninterrupted interaction that is important. Once mothers
return home from the hospital, a myriad other obligations typically inter-
fere with such interaction. In such intimacy, it is probably in coming to
recognize patterns of infant action and becoming able to elicit some of
them that affection develops. At the Iranian orphanage, the caretakers of
Wave V probably developed affection for the foundlings in their charge
through imitating their cooings and babblings. The instructions for such
imitating served to foster an intimacy that was not called for in the
caretakers of Wave III, where they were allowed to do whatever came
naturally. Had each caretaker had charge of three specific infants, there
would have been greater likelihood of intimacy and the development of
affection, but each having responsibility for all 10 combined with the
tradition of casual care at the orphanage mitigated against such intimacy.
Apparently carrying the infants about and putting them in strollers fos-
tered less intimacy of interaction than imitating the infant’s cooings and
babblings to get vocal games going. A capacity to elicit predictable re-
sponses from the infants appears to be highly rewarding and endearing.
Itis highly rewarding to a mother, and also to a father, as I can testify. It is
of interest that women of the poverty sector who have participated in
training for parenting which enables them to elicit predictable responses
have very commonly acquired a new level of ambition, improved their
skills, and become leaders in their neighborhoods (see Badger, 1972;
Klaus & Gray, 1968). Such evidence suggests that the motivational conse-
quences of such experiences for adults as well as infants is quite broad.

Papousek and Papousek (1977) have emphasized the “’cognitive head
start” that they find following early establishment of conversationlike
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interaction between mother and neonate. Learning to anticipate maternal
reactions early would be expected to lead to early achievement of the
landmarks in the development of gestural and vocal imitation, and par-
ticularly that of “‘pseudo-imitation.” This is Piaget’s term for infants’
responding in kind to familiar patterns of gesture or vocalization when
these are modeled by another person. It is an intermediate step on the
Uzgiris-Hunt scales of both gestural and vocal imitation. Vocal pseudo-
imitation was achieved at a mean age of eight weeks by the home-reared
infants from predominantly professional families in Worcester, Mas-
sachusetts (see Hunt et al., 1976), where presumably mothers would be
fairly highly reactive to their infants” vocalizations. On the other hand,
only about two-thirds of the infants of Waves I and II ever achieved this
landmark, and they at an average age of 90 weeks (SD = 29 weeks). Even
those of Wave V failed to achieve it until their average age was 38 weeks
(SD = 7 weeks), yet such is the plasticity in early development that all of
the foundlings of Wave V achieved the top step on the scale of Vocal
Imitation at an average of 93 weeks (SD = 5 weeks), and this average is
one week younger than this landmark was achieved by the home-reared
infants from predominantly professional families in Worcester. Presum-
ably, by having caretakers trained to foster vocal imitation and without
the conflicting obligations of household and social duties of middle-class
mothers, the infants of Wave V were enabled to make up for their earlier
retardation even though those of the professional families had the advan-
tage of earlier intentionality.

Establishing intentionality early permits an infant to become a
somewhat independent and active agent in his own development. The
importance of intentions in motivation and in learning is supported by
abundant evidence (see Ryan, 1970). The earlier and better established an
infant’s intentionality has become, the more independent of caretaker
and maternal reactions he or she will be, and also the more able to foster
his or her own development through interaction with inanimate mate-
rials. The acquisition of language, and social norms, however, are very
heavily dependent on interaction with other human beings who use
language to mediate understanding and appreciation of standards of
conduct.

INTENTIONAL ACTION AND INFORMATION PROCESSING

Separating the genesis of intentional action from that of information
processing appears to me to leave the accuracy of my description (Hunt,
1965) of the epigenesis of the latter essentially unchanged. It still appears
to me to begin with the orienting response to abrupt changes in the
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characteristics of receptor input, to move with repeated encounters to
interest in what is recognizable, and to lead to a learning set that “things
should be recognizable,” which motivates the scrutiny of what is not
recognizable. This sketch of the epigenesis in the development of infor-
mation processing suggests the nature of the changes in that information
which interest infants and foster, or “reinforce” in the language of be-
havior theory, their intentional behavior. On the other hand, within the
domain of action there are challenges to skills which seem to be roughly
equivalent to the challenges to understanding within the domain of
information processing. These challenges demand adaptive modifica-
tions of the means of both action and information processing used to
achieve the intentional ends. These adaptive modifications are what
Piaget (1936/1952) has termed “‘accommodations.”

The adaptive modifications in those sensorimotor organizations con-
cepts or skills already achieved which are demanded by the challenging
goals provided by models for imitation or by encounters with information
and problems that are unfamiliar and complex must be within the coping
capacity of the child if he or she is to make them. This is what Piaget
(1936/1952, 1977) has considered under his concept of “‘equilibrium” or
“equilibration.” Whereas Piaget has limited his consideration to cogni-
tion and cognitive grasp, however, my own concerns for the implications
of the discrepancy between situational demands and the understandings
or skills already attained have been motivational. Development occurs
only in encounters with situations which pose demands that engage the
concern of a child and call for adaptive modifications of his existing
attainments that are within his capacity for coping and modification.
Encounters with already mastered demands tend to become boring.
Those entirely beyond the cognitive appreciation of the child fail to
engage his or her attention and concern. As I have often said, they are like
talking to a pig about Sunday. Those encounters with situations that pose
demands for adaptive modifications in a child’s existing attainments with
which he can cope are not only interesting, but a source of joy. But those
for which the child has sufficient cognitive appreciation to engage him or
her, but which pose demands for adaptive modifications beyond his or
her limits, are a source of emotional distress. If parental demands through
either threat of punishment or promise of reward prevent withdrawal
from such situations, the consequence is a sense of failure, which can
become a chronic sense of worthlessness if repeated and repeated. Be-
cause providing infants and young children with games and models for
imitation with which they can cope is a problem for caretakers, parents,
and teachers, [ have termed it the “problem of the match” (Hunt, 1961,
1965, 1966, 1971b).

Inresponding to the calls for help from infants inevitably dependent,
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it is essential for the development of trust that the response match the
nature of the source of the need for help. When the source is one of the
homeostatic needs, the response should obviously meet the need. What
is less well recognized is that infants and young children seek both
information and challenges to the skills that they have already attained.
When children seek new information, it is important for them to obtain
information with which they can cope. Responding to “why” questions
with rewards other than information is distracting. In questioning first-
grade children of classes managed by token-rewards about what they are
learning, for example, I have all too commonly received answers such as
“how to get stars.”” In questioning first-grade children in classes where
the emphasis is on the information and skill at hand, on the other hand, I
have typically received answers in kind. For instance, when I asked a
group of six first-graders from Spanish-American families, who were
listening to their own dictations of stories about one of their projects in the
Tucson program of Marie Hughes, what they were doing, two answered
almost in unison, “We are learning to talk English good.” Token-rewards
may be useful as therapy for missed opportunities to develop that motiva-
tion inherent in action and information processing, but they can also
distract those children who are already “‘on track.”

INITIATIVE AND TRUST

Initiative appears to come into being through success in achieving
intended goals, but not necessarily easy success. Here the increased
resistance to extinction of actions intermittently reinforced, often referred
to as the Humphreys (1939) effect for his work on the eyelid reflex but
repeatedly demonstrated (see Jenkins & Stanley, 1950), has suggestive
theoretical significance. So also does the evidence from the effects of
effort (Solomon, 1948). The suggestive value is based on assuming that
what is learned is not the operant action from attaining the intended goal
but rather confidence that striving will bring about attainment. Once a
young child has developed intentional behavior and has experienced the
attainment of his goals only after persistent striving with effort and by
modifying the pattern of his or her action, an increase in motivational
readiness to undertake new goals is probably acquired. Moreover, as the
child’s repertoire of means for achieving his or her goals develops, these
lead to competencies and a readiness to use them in an increasing variety
of situations. By definition, such readiness for striving combined with
competencies is the basis for what we call ““initiative.”

Trust appears to result from the manner in which the relevant adults
in an infant’s experience respond to his or her difficulties in achieving his
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or her intentional goals. Trust appears to consist of confidence in the
inevitably dependent relationship of an infant and his mother or care-
takers. This has been most directly investigated by Ainsworth (1972) and
her collaborators (Ainsworth, Bell, & Stayton, 1971, 1972). These investi-
gations have discovered not merely differing degrees of attachment, but
also differing kinds of attachment. These kinds include ““avoidant at-
tachment”” in which toddlers and young children avoid being close to
their mothers, “ambivalent attachment” where they show high scores on
scales of both resistance to contact and the seeking of proximity, and
“secure attachment,” which is an equivalent of trust, and in which
toddlers and young children, following a separation, greet their mothers
happily, seek proximity to them, and show no tendency to avoid contact.
Secure attachment, or trust, was characteristic of toddlers and young
children whose mothers showed a high degree of acceptance of their
infants, accessibility to them and their demands, cooperation with them,
and sensitivity to their wishes. In other words, trust appears to develop in
infants who have experienced help from their mothers or caretakers in
attaining their intentional goals and their homeostatic needs.

These hypothetical scenarios for the acquisition of intentionality,
initiative, and trust are obviously different from those to be found in more
traditional theories of early learning, motivation, and development. They
are obviously not predeterministic. Unlike J. B. Watson’s (1928) they
consider imitation to have an important role. Watson’s deriding the
importance of imitation in psychological development because it is
mothers who imitate their infants rather than the opposite showed a lack
of appreciation of the epigenetic character of the development of imita-
tion and of development in general. In taking into account and attributing
importance to such subjective elements as anticipation of outcome, ex-
pectation, and intentionality, which are justified in neuropsychological
terms, they differ radically from the exclusive concern with the direct
observables in Skinner’s (1938, 1953) analyses of behavior. Yet the re-
search on operant conditioning sometimes has suggestive relevance. In
their emphasis on that motivation inherent in action and information
processing, the hypothetical scenarios differ from those of Freud (1905)
and Erikson (1950), and are less vague from a standpoint of early educa-
tion. They also differ in the same way from and are, I believe, less vague
than those of Dollard and Miller (1950) or of Mowrer (1960) with respect to
procedures for early education. They also differ from J. S. Watson's (1967)
in placing more emphasis on anticipation of the outcomes of spontaneous
actions and intention in the explanation of learning in infancy. The theory
on which these scenarios are based owes much to the observations and
theorizing of Jean Piaget (see all references), but it is less concerned with
cognitions per se and much more concerned with the emotion, motiva-
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tion, and interpersonal relationships in which cognitive development
participates.

SUMMARY AND CONCLUSION

In this reinterpretation of the experiential roots of intentions, I have
relinquished my contention that they originate during the second stage of
information processing with efforts to attain perceptual contact with
objects, persons, and places that have become recognitively familiar in
favor of one in which intentions come into being through anticipations of
the outcomes of spontaneous actions. Intentional action, by definition, is
action with anticipated outcome.

This change of view has its origin in an unexpected finding from an
intervention in infant rearing at an orphanage in Tehran. In this interven-
tion, caretakers were taught how to foster vocal imitation as a means of
helping the foundlings to acquire language. They were taught to imitate
the cooings and babblings of the infants in their charge to get vocal games
going, to extend these games to vocal “‘follow the leader’”” with familiar
vocal patterns, then to copy unfamiliar vocal patterns from the Persian
language modeled by the caretakers, and finally how to sharpen the
conditions for associating parts of their bodies with the sounds of the
names of the parts. This intervention was dramatically successful in
fostering the acquisition of language. Unexpectedly, however, it was also
dramatically successful in fostering intentionality, joy in living, initiative,
and trust.

The theoretical significance of this unexpected result of this interven-
tion gets considerable clarification and enhancement from recent findings
of the effects of leaving newborns with their mothers in the lying-in
hospital during the days immediately following their births. Such infants
develop very early a mutuality of interaction in which they act and then
hesitate as if waiting for their mothers to react. Such hesitations suggest
that these infants have come to anticipate their mothers’ responses. Such
anticipations might be expected from repeated sequences of interaction
because the representative central processes which constitute memory
typically run off more rapidly than do events. The fact that mothers who
are free from distractions and are concerned with their infants commonly
imitate their expressions and vocalizations suggests that such imitative
responses to spontaneous actions of infants constitute the experiential
roots of intentions.

Separating the genesis of intentions from the epigenesis of informa-
tion processing appears to leave the plausible accuracy of my hypothetical
description of the latter intact.
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Initiative appears to come about through success in achieving antic-
ipated or intentional goals, but not necessarily easy success. Success with
effort after instances of failure combined with the resulting achievement
of competencies is suggested as the experiential root of initiative.

Trust appears, from such considerations and from recent evidence,
to come about experiences of acceptance, assessibility, and sensitive and
cooperative help from mothers or caretakers in achieving difficult in-
tended goals.
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A Theory Deriving Preference from
Conflict

FRANK AULD

A THEORY OF PREFERENCE

The breadth of Daniel Berlyne’s interests is suggested by the title of his
early book Conflict, Arousal, and Curiosity (1960). Just as the title expresses
a breadth of interest, the content of the book demonstrates Berlyne’s
ability to make connections between concepts that many other psycholo-
gists keep apart. For him, thinking and motivation, physiological arousal
and aesthetics, curiosity and information theory have important
linkages—linkages that he brought to our attention, reflected on, specu-
lated about, and did research on.

The present paper was stimulated by Berlyne’s writings on arousal,
conflict, and preference. I make use of some of Berlyne’s ideas about
arousal, conflict, preference, expectation, and incentive, applying his
formulations in the analysis of a newly devised test of personality, and in
the study of how a name helps or hinders the sale of a particular make of
car. Although the research reported here was not originally stimulated by
Berlyne’s theorizing, I believe that we can understand this research more
deeply if we reflect about it within the framework of Berlyne’s ideas.

Statement of the Theory

In his writings Berlyne came back again and again to the concept
arousal. To Berlyne, “arousal” meant activity and alertness. He defined
“arousal potential” as a grouping of those properties of stimuli that
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produce an increase in arousal, that is, roughly, as stimulus strength.
According to Berlyne (1973), stimulus intensity is related to hedonic value
(pleasantness or unpleasantness) in the following ways: (1) At low and
moderate levels of stimulus intensity, as the stimulus increases in inten-
sity, activity of the primary reward system also increases; activity of this
reward system reaches a maximum at some moderate level of intensity.
(2) At a low level of stimulus intensity, the aversion system is inactive.
Beginning at a moderate level of stimulus intensity, the aversion system
becomes active; and its activity increases, according to a function of ogival
shape, until it reaches a maximum at some fairly high level of stimulus
intensity. (3) Hedonic value is the net result of the summation of positive
reward and aversion. If positive reward is greater than aversion, the
hedonic value is positive; if less, the hedonic value is negative. The
relationship between stimulus intensity and hedonic value is a curve like
that described by Wundt, in which with increasing stimulus intensity
hedonic value rises from a neutral value to a high, positive level at a
moderate intensity of the stimulus, then falls until, at very high inten-
sities of the stimulus, the hedonic value is strongly negative.

In discussing how stimulus strength determines hedonic value, Ber-
lyne hoped to lay down principles applying to the first part of a theory of
behavior—the part that specifies the determinants of hedonic value. Part
2 of the theory would explain how, given that a stimulus has a particular
hedonic value, the individual guides his behavior so as to take account of
this. As Berlyne (1973) put it, Part 2 is the area of research concerned with
“the role of hedonic value in the determination of behavior.”

In discussing this problem of how hedonic value influences be-
havior, Berlyne relied upon an expectancy theory. Briefly stated, this
theory says: (1) that the person has learned that a particular consequence
follows a particular action; (2) that the individual wants such a conse-
quence to occur; and (3) that he or she therefore makes the particular
response in order to bring about the desired consequence.

THE PICTURE-PREFERENCE TEST

We can now apply these ideas to a picture-preference test originally
devised by Lawrence Cowan (1967/1971). In its original version this test
comprised 106 pairs of pictures. The person taking the test is asked to look
at each pair of pictures, which is presented to him for 10 sec by means of a
slide projector, and then to choose either the left-hand picture (called
“’A”) or the right-hand picture (called “B”) as the one he likes better.
Cowan selected the 106 items of his test with the aim of measuring ten
personality traits associated with a predisposition to becoming addicted
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to alcohol or to other drugs. Thus, one picture of each pair was intended
to appeal more strongly to an addicted person than to a person who is not
addicted. A tendency of addicts to prefer this picture to the other more
often than nonaddicts do would make the picture pair a valid measure of
the traits characterizing addicts.

Cowan expected that the addicts would more often choose the pic-
ture that he had designated as the “addictive choice,” either because this
picture evoked in them an expectation of a gratification that addicted
people very much want, or because the other picture bestirred a response
that addicted people find it necessary to avoid. The tendency to choose
Picture A over Picture B is the result of the difference between (1) the
positive valence of A, less its negative valence, and (2) the positive
valence of B, less its negative valence. The positive valence is aroused by
the rewarding events provided by, promised by, or suggested by the
picture; the negative valence is evoked by aversive events suggested by
the picture. We assume that each picture evokes some positively valent
tendencies and some negatively valent tendencies. The pull toward
choosing Picture A, we repeat, is the result of the net positive valence that
Picture A has.

As an example of our analysis of the choice between two pictures, let
us consider Cowan’s pair of pictures that has as Picture A, A baby with a
pacifier in his mouth,” and as Picture B, A baby looking at a mobile.”
This picture is included in Figure 2. Cowan postulated that addicts havea
stronger oral-incorporate need than other people do. He believed that
Picture A, evoking imagery and fantasies associated with oral gratifica-
tions, would appeal to people in proportion to their level of need for such
gratifications. It would also be aversive to people in proportion to the
level of fear that they had about allowing themselves oral gratifications. In
using these assumptions, Cowan adopted the system for explaining
conflict behavior that Neal Miller (1959) had developed.

Cowan reasoned that, on the other hand, Picture B should appeal
less to the viewer on the basis of his motivation to obtain oral gratifica-
tions, because it does not picture the baby obtaining such gratifications.
The baby, looking at a mobile that is suspended above his crib, is gratify-
ing his curiosity. Cowan assumed that a viewer of this picture who
possessed some degree of exploratory drive would, through identifica-
tion with the baby watching the mobile, experience some partial gratifica-
tion of this exploratory drive. Quite possibly some persons would be
fearful about exploring the environment, even with their eyes; for such
people, Picture B would also arouse aversive tendencies. The net of the
imagined gratifications and the aversive forces would, Cowan reasoned,
determine the tendency to chose Picture B.

Whereas Berlyne focused on properties of the stimulus—"stimulus
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strength,”” for example—that would be expected to produce arousal in a
person, and then attempted to forecast the hedonic value on the basis of
an opposition between the primary reward system and the aversion
system, Cowan allowed for a more diverse set of determinants of attrac-
tion or repulsion. In what follows, I too take this broader view. Instead of
directing our attention to the stimulus intensity of the picture, Cowan and
I consider the primary orlearned drives and rewards that are represented in
the picture. We take for granted that the picture is not so dim thatif fails to
register or so bright that it hurts the eyes. Stimulus intensity of the picture
itself is not at issue, therefore; we are considering what is represented by
the picture. Now, within the framework of visually represented drives
and rewards, again we direct our attention beyond the issue of represen-
tation of stimulus intensity, even though this is one of the qualities thata
picture can represent. We consider a rather diverse set of drives and
rewards that are, in our opinion, represented by our pictures. Where we
follow the same reasoning as Berlyne is in assuming, as he does, that
liking something or disliking it, finding it pleasant or unpleasant, is a
resultant of opposing forces. Berlyne called these forces “reward system”
and "“aversion system’’; we would call them “approach tendency” and
“avoidance tendency,” or “positive valence” and “negative valence.”

But what is rewarding to one person is not necessarily rewarding to
another; and what frightens one may not frighten another. People differ
in their desires, and in what can gratify them. It is the aim of our
picture-preference test to measure the ways in which people do, in fact,
differ in their motivations.

If we knew what rewards were represented by the pictures and what
aversive qualities were represented; and if we also knew the strength of
the relevant motives in a particular person; then we could forecast how
this person would respond to our pair of pictures. In using the test to
measure people’s personality traits, we attempt to reverse this sequence:
knowing the individual’s choice between Picture A and Picture B, and
making some assumption about the rewards and dangers represented by
the pictures, we draw an inference about the strength of the individual’s
motivations and fears.

In doing this, we are following a well-trodden path. Henry Murray
made the assumption that needs direct behavior (Murray, 1938, pp.
61-66). He cited evidence that hunger influences a child’s completion of
unfinished pictures (Sanford, 1936), and that fear changes a child’s in-
terpretations of photographs (Murray, 1933). McClelland and Atkinson
(1948) showed that, as the hours of food deprivation increased, subjects
gave more food-related responses to ablank slide. After reviewing a mass
of evidence about the relationship between personality and perception,
Zubin, Eron, and Schumer (1965) expressed the judgment that the same
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stimulus under seemingly similar mental set produces one type of projec-
tive response in one individual and a different one in another. These
individual differences in overt response are the data from which we
attempt to make valid inferences about the internal dispositions of the
subjects.

Iassume, as Cowan did, that each picture stirs up both approach and
avoidance tendencies. In making this assumption, I am making use of
Miller’s (1959) model of conflict. At least one investigation of projective
testing—that of Minuchin (1950/1965)—has shown that accurate predic-
tion of overt behavior requires taking into account the inhibitory forces in
a conflict, as well as the pressure toward expression of impulse. Minuchin
studied the relationship between TAT stories and the overt behavior of
mental-hospital patients. She found no relationship between the number
of themes of aggression on the test and the patient’s overt aggression. But
she was able to predict from the qualifications, denials, and expressions
of guilt about aggression—in other words, from signs of the inhibitory
tendencies—whether the patient would be overtly aggressive on the
hospital ward. She also found that very strong verbalizations—for exam-
ple, descriptions of blood and gore—were predictive of aggression on the
ward.

Minuchin’s findings are consistent with the general principle (stated
by Auld, 1954) that whether an overt response occurs or not depends on
the balance between approach and avoidance tendencies. In our use of
the Picture-Preference Test, the choice of Picture A or Picture B s, accord-
ing to this analysis, dependent on the net resultant of approach and
avoidance tendencies evoked by each of the pictures.

Given that we know which picture the viewer chose, we can infer
something about the relative net attractiveness (approach minus avoid-
ance tendencies) of the two pictures. If we are successful in excluding
unwanted determinants of net attractiveness—that is, in keeping other
factors from influencing, differentially, Picture A and Picture B, thereby
biasing the choice—then we can assume that the rewarding or aversive
qualities of each picture, which we intended the picture to have, deter-
mine its net attractiveness.

Here is an example of an unwanted determinant of net attractive-
ness: The tendency to choose a picture because the choice is viewed as
socially desirable, rather than because of the balance between the pic-
ture’s specific appeals and specific aversive qualities, would disturb the
measurement of the specific appeals and aversions. Amin (1974/1976), in
devising a picture-preference scale to measure “avoidance of sexual in-
timacy,” took care to pretest the general social desirability of each of the
separate pictures. Using a nine-point scale taken from Edwards (1970), he
had a group of 30 subjects rate the social desirability of each picture
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proposed for the new scale. Where the pictures that had been intended as
members of a pair were sharply discrepant in their social desirability
ratings, he eliminated this pair of pictures. For example, one proposed
item included, as Picture A, A shower room with several nude men; a
partition conceals their genitals,”” and, as Picture B, “’A soldier in fatigues
peeling potatoes.”” The social desirability rating of Picture A was 5.69
(“moderately desirable”), and of Picture B, 3.30 (“moderately undesira-
ble”’). Thus there would be a bias to choose Picture A because of the social
desirability response tendency, even if one were rather high in the ten-
dency to avoid sexually explicit or sexually embarrassing situations. In
any event, individual differences in the tendency to respond in a socially
desirable way would influence the response to such an item, thereby
obscuring the intended basis for choice between the two pictures.

Finding it necessary to abandon this item, Amin was able neverthe-
less to use these two pictures, paired with two other pictures. The soldier
on KP was paired with “Woman having a tooth drilled by a dentist”
(which gave ratings of 3.30 and 3.53 for Pictures A and B), and the
shower-room scene (now A) was paired with “Woman ironing near a
child with a rattle” (which yielded ratings of 5.69 and 5.23 for Pictures A
and B). By such reassignments of pictures Amin achieved a balance
between the social desirability ratings of pictures whose choice was to
indicate avoidance of social intimacy (mean rating for these was 5.84) and
those whose choice was to indicate acceptance of explicit representations
of sexual intimacy (mean rating was 5.93). Pictures belonging to the same
pair fell within 0.5 of a scale-unit of each other 89% of the time, and within
0.81 of a unit for the remaining 11%. An intraclass correlation between the
pairs of pictures was computed; r is .94. (By comparison, in developing
his Personal Preference Schedule, Edwards achieved an intraclass r of
.85.)

Collative Properties and Preference

In his writings on aesthetic preferences, Berlyne laid considerable
stress on the collative properties of artistic stimuli. He believed that the
variety and complexity of a stimulus pattern has an important effect on its
aesthetic appeal (Berlyne, 1971, 1974). Monotonous and oversimple pat-
terns would be expected to lack the capacity to evoke interest. On the
other hand, patterns that lacked all sense of order or regularity, patterns
that were close to random, would be expected to place so great a demand
on the observer for organizing and coping with the disorder that such
patterns would provoke displeasure (Day, 1967). In summary, a fairly
high level of complexity of pattern would be optimal in interest, and
would produce greatest pleasure.
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Although the research cited by Berlyne is surely sulfficient to verify
the correctness of this line of reasoning, it is of some interest to see how
these ideas could be used to explain a part of the bias toward one or
another of the items of Cowan’s Picture-Preference Test. Of the 272 items
that have been developed for the Picture-Preference Test (Cowan’s origi-
nal 106 items and 166 items subsequently devised by others), seven
present a clear choice between a less complex and a more complex
picture, with other aspects of the pictures besides complexity having less
saliency than usual. None of the items includes a picture of such great
disorder that we would expect the viewer to reject it because of extremely
high complexity.

Let us consider these seven items. (Six of the seven are shown in
Figure1.) The first item shows four Ms increasing in size from left to right,
as Picture A, and four Ms all of the same size, as Picture B. In a sample of
309 university students (Berek, 1975/1976), 44% preferred the left-hand
picture of the increasing M's, which I would consider to be more complex
in the sense of information theory because the Ms are more heterogene-
ous in appearance. The remaining 56%, of course, preferred the same-
sized Ms. The second item compares + 0 with + +; 62.8% preferred +0,
which I consider to be more complex. The third item shows at the left four
swans and one vulture, at the right, five vultures; 34.7% preferred the
left-hand, “more complex” picture. The fourth item shows at the left a
circle and square just touching each other, at the right the two figures
intersecting; 53.8% preferred the intersecting figures, which I consider
“more complex.” The fifth item presents an arithmetic progression and a
geometric progression; 56.7% preferred the geometric progression,
which is more complex. The sixth item presents a neat, orderly room at
the left, and a cluttered, disorderly room at the right; 9.13% preferred
disorder, which, of course, is more complex. Finally, the seventh item
shows at the left eight true—false items on an examination paper, all
marked “‘true,” and at the right eight items, four of them marked ““true,”
four marked “‘false”’; 60% preferred the right-hand, true-and-false pic-
ture.

On the hypothesis that greater complexity is more interesting, that it
arouses curiosity, and that therefore it should be preferred, we would be
right about five of the seven items but wrong about two, the increasing
Ms and the four swans and one vulture. One can only speculate about
why the expectations were not borne out for these two items, and what
other determinants worked against the complexity factor. Is it that the
rapidly increasing letters threaten to take over the whole world—the
problem of too-much-intensity to which Berlyne has called our attention?
Is it that we feel that a vulture doesn’t belong among swans, that he
should stay among his own nasty kind? I have no data to answer these
questions.
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FIGURE 1. Picture-preference items presenting a clear choice between more complex and less
complex pictures. The six items are used with the permission of Dr. Lawrence Cowan, who
developed them; © 1980 by Lawrence Cowan.
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Attempts to Create Trait Scales

Of course, the Picture-Preference Test was not developed to dem-
onstrate the influence of collative properties on preference; it was
developed to measure individual differences in dispositions. Although
some would say that attempts to measure personality traits are doomed to
failure, and would call me wrongheaded for trying to measure such traits,
I agree with Stagner (1976) that any theory of personality requires an
assumption that there are enduring dispositions in human beings. As
Whiting and Child (1953, p. 20) have pointed out, an enduring behavioral
disposition is not activated by any or every situation; instead, it is a
readiness to respond whenever a particular kind of situation arises.

Most of the Picture-Preference items demand a choice between pic-
tures that represent different interpersonal situations or different objects.
The items were devised on an a priori basis, being intended to measure
traits such as “‘compulsiveness,” “impulsiveness,”” “‘avoidance of sexual
intimacy,” and ‘“‘magical thinking.”” Cowan, who devised the first 106
items, and other researchers who, following him, created the remaining
166 items (see Amin, 1974/1976; Bégin, 1975; Morrison, 1973/1975), real-
ized that each of the pictures they created would provoke a certain de-
gree or arousal together with a certain level of aversive motivation. The
trick is to achieve the right balance between provocation to arousal and
provocation to avoidance, so that the dispositions of the subject can be
measured by his choice of Picture A or Picture B of a pair.

I have already given an example of a picture-preference item, one
that was intended to measure Oral Incorporative Trends—the item with
A baby with a pacifier in his mouth” as Picture A and ““A baby looking at
a mobile”” as Picture B. This item is shown, along with four others, in
Figure 2. These other four items belong to scales intended to measure
Impulsiveness, Avoidance of Sexual Intimacy, Damaged Self-Esteemed,
and Antisocial Tendencies. The rationale for Item 50 is that a person
intolerant of delay and frustration—an impulsive person—will tend to
choose the left-hand picture of the bumpy road. For Item 31 we reason
that choosing the picture showing one person in the bed indicates a
tendency toward avoidance of sexual intimacy. We assume that the
picture of the woman having a fantasy about a gravestone will be more
often chosen by those who suffer from damaged self-esteem and depres-
sion. And, finally, webelieve that the choice of the picture showing a man
with mask and gun is an expression of antisocial tendencies.

Although it was hoped that the scales would measure the traits that
they were devised to measure and that research would quickly provide
evidence for the reliability and validity of the scales, it has turned out that

rroad
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few of the proposed scales are as reliable as we could wish, and that
validation is a long and laborious task.

First, as to reliability, I can report that test-retest reliabilities (with a
three-week interval between first and second testings) for the scales we
have been considering are as follows: Oral-Incorporative Trends, .62;
Impulsiveness, .42; Avoidance of Sexual Intimacy, .79; Damaged Self-
Esteem, .58; and Antisocial Tendencies, .75. These reliability coefficients
come from a study by Fuerth (1977) involving 105 university students (75
women, 30 men).

The strongest evidence for validity of any of the Picture-Preference
scales was obtained by Amin (1974/1976) in his study of the Avoidance of
Sexual Intimacy scale that he developed. Scores on this scale correlated
substantially (r = .64) with a measure of the tendency to sexual inhibition
that was based on responses to five TAT pictures. Because the scoring of
the TAT stories was done with complete independence, with high scorer
reliability (r = .86), and with a rationale based on psychoanalytic hypoth-
eses about the source of women'’s fears of sexuality, it is impressive that
the TAT ratings show such a close correspondence to the Picture-
Preference scores that were derived by a different approach.

Some evidence for validity is available also for the Antisocial Ten-
dencies scale. Ryan (1976/1977), correlating various picture-preference
scales with the scales of Jackson and Messick’s (1964) Differential Person-
ality Inventory, using a sample of 192 university students, found modest
but statistically significant correlations between Morrison’s (1973/1975)
Antisocial Tendencies scale and three Differential Personality Inventory
(hereafter called DPI) scales: Cynicism (r = .29), Impulsivity (r = .30), and
Socially Deviant Attitudes (r = .24). We can surely accept the correlation
with Socially Deviant Attitudes as a modest support of the proposition
that the picture-preference scale measures what its name would lead one
to expect. The correlations with Cynicism and Impulsivity are not
alarming, but they do indicate that this picture-preference scale is less
specific in what it measures than Jackson and Messick’s scales are.

Additional evidence for the validity of the Antisocial Tendencies
scale is provided by data obtained by Bégin (1975) in the course of his
doctoral research. Bégin gave the Picture-Preference Test to 83 alcoholic
men, 35 alcoholic women, 80 normal men, and 35 normal women. Com-
paring scores of the alcoholics and the normals of Bégin’s sample on
Morrison’s Antisocial Tendencies scale, Dennis Ratner and I (see Auld,
Ratner, & Begin, 1977) found that, for both sex groups, the alcoholics have
mean scores that are significantly higher. For men, #(161) = 3.58, p <.001;
for women, #(68) = 1.85, p <.05. Because the group differences are as
expected, these findings strengthen our confidence in the validity of this
scale.
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FIGURE 2. Items illustrating trait scales of the Picture-Preference Test. Taken in order from
left to right and top to bottom, the items illustrate the following scales: Oral Incorporative
Trends, Avoidance of Sexual Intimacy, Antisocial Tendencies, Damaged Self-Esteem, and

Impulsiveness. These items are used with the permission of Dr. Lawrence Cowan; © 1980
by Lawrence Cowan.

From the same set of data we also have some indication of the validity
of Cowan’s Oral-Incorporative Trends scale. Although male alcoholics
and male normals have mean scores that are substantially the same,
female alcoholics have a significantly higher mean than female normals;
t(68) = 3.88, p <.001. I should point out that in analyzing these data
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Ratner and I adjusted the scores for the effects of age and of social class. It
happened that these variables have a negligible effect on the dependent
variables we studied.

Evidence for the validity of the two other scales we are con-
sidering—Damaged Self-Esteem and Impulsiveness—is much more lim-
ited. In a study by Cowan, Auld, and Bégin (1974), mean scores on
Impulsiveness were higher for alcoholics than for normals, but the differ-
ence fell short of significance. When Ratner and I compared Bégin’s
alcoholics with his normals on this scale, we found the alcoholics to have
higher scores, especially the women; but, again, the difference was not
statistically significant. We are, of course, handicapped by the brevity of
the scale; it has only eight items. Fuerth (1977) found its Kuder—
Richardson reliability to be only .11 and its test-retest reliability to be .42.

Although the Damaged Self-Esteem scale has an appealing rationale,
although for all subjects (male and female combined) it correlates signifi-
cantly (r = .17) with one of the DPI scales, Impulsivity (see Ryan, 1976/
1977), although for male subjects it correlates significantly with the DPI
scales for Neurotic Disorganization (r = .36), Impulsivity (r = .35), and
Irritability ( = .28), and although for female subjects it correlates
significantly—negatively—with 11 of the 12 DPI content scales, the evi-
dence for differential validity of this scale is not clear-cut enough so far for
us to be sure exactly what it is measuring. The markedly different correla-
tions for men and women with the DPI scales make it plausible that this
picture-preference scale measures a trait that is central to character differ-
ences of men and women, perhaps a trait that we might call “confident
narcissism’’ (in the male direction, i.e., with lower scores on the scale) or
“inhibition of aggression” (in the female direction, i.e., with higher
scores). Ryan (1976/1977) did find that women have higher scores on this
scale (mean of 4.18) than men (mean of 3.00), a difference that is statisti-
cally significant.

Ryan'’s research demonstrated one of the strengths of the Picture-
Preference Test: its freedom from saturation with social desirability re-
sponse bias. For his total sample of 192 university students, none of the 28
picture-preference scales he studied correlated significantly with the DPI
social desirability scale. We should point out, however, that among the
women of his sample several of the picture-preference scales—
particularly those we would understand as measuring aggressive
tendencies—had significant negative correlations with DPI Desirability
scale. We interpret this finding as an indication that women believe that it
is inappropriate for a woman to be aggressive, and as evidence that this
belief influences, to some extent, their responding on the relevant
picture-preference scales.
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Factor Analysis of the Picture-Preference Test

Feeling some disappointment at the heterogeneity of many of the
trait scales developed for the Picture-Preference Test, I decided to factor-
analyze all of the picture-preference items, with the hope of creating
factorially pure and homogeneous scales. John Berek joined me in this
enterprise, and it is his doctoral research (Berek, 1975/1976) that provides
the data now to be cited. Berek analyzed all 196 of the items that had been
devised at the time he undertook his study. He split the item poolinto two
parts, in order to make possible an evaluation of the reliability of the
factors he would discover, and the two item sets (which I will call Set A
and Set B) were separately factor-analyzed; then the subjects’ scores on
the factors from Set A were correlated with their scores on the factors
from Set B. The correlations between the factor scores of Set A and Set
B should tell us how dependable, how generalizable, our factor solution
is.

Berek administered the Picture-Preference Test to 309 university
students (207 women, 102 men), computed G -coefficients (cf. Holley and
Guilford, 1964, 1966), and then extracted factors by the principal axes
method, with squared multiple correlations in the diagonal of the correla-
tion matrix. The original factor solution was rotated to simple structure by
the indirect oblimin method (setting gamma equal to %z, which gives a
biquartimin solution). In all of these computations Berek made use of the
BMD-08M program (Dixon, 1974).

Only the first three factors accounted for enough of the variance of
the test, and had salient loadings on enough items, to be interpretable.
The first factor of Set A correlated strongly, r = .96, with the first factor of
Set B. The two second factors had a correlation with each other of .54, and
the two third factors had a correlation of .50. There was also a substantial
correlation (r = .54) between the first factor of Set A and the second factor
of Set B. On this evidence, then, there is substantial psychometric reliabil-
ity of the factors obtained from the two independent factor analyses. I
should point out that the two sets of items were created by randomly
assigning half of the items of each a priori scale to Set A and half to Set B.
Because this assignment was done by randomization, Berek could not
have biased the selection toward showing an agreement between the
factors of Set A and those of Set B.

It is disquieting, however, that Factor 1 of Set A correlates so highly
with Factor 2 of Set B. We suspect that the oblique rotations have so
oriented the reference axes that the axis defining Factor 2 of Set B is
allowed to move too close to the axis defining Factor 1. When we examine
the factor-correlation matrix, we find that in Set B, Factor 1 and Factor 2
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correlate .35. In set A, Factor 1 and Factor 2 are virtually independent; r =
.04.

Turning now to the task of interpreting the factors, we can say with
reasonable confidence that the first factor of either set is an evaluative one,
related to the social desirability response set and to the first factor of the
MMPI. Berek called this factor “Social Dysfunction.” Another label for
this factor might be “Maladjustment.” Berek called the second factor of
each set “Antisocial Activity.” [ would prefer to call it “Masculine Ag-
gressiveness,”” leaving the evaluative connotations to the first factor.
Berek called the third factor “Passive Orientation.” Another name for it,
which [ suggest, is “Inward/Outward Orientation,” because the items
that load on this factor seem to be related to taking an active, outgoing
attitude toward the world, or a reflective, passive attitude.

The three factors bear some similarity to the dimensions of meaning
found by Osgood and by others (see Berlyne, 1971, p. 72): evaluation,
potency, and activity. The third factor may be related to introversion/
extraversion as Jung originally defined that dimension. In his Psychologi-
cal Types (1921/1971) he defined extraversion as follows: “Extraversion is an
outward turning of the libido. I use this concept to denote a manifest
relation of subject to object, a positive movement of subjective interest
towards the object”” (1971, p. 427). In the same book Jung defined intro-
version as “’an inward turning of libido, in the sense of a negative relation
of the subject to object. Interest does not move toward the object but
withdraws from it into the subject” (1971, p. 452).

Our third factor is probably not related to sociability, the more
specific meaning that “extraversion” has come to have. Jung himself
(1936/1971) pictured the extravert as a more sociable person than the
introvert, writing:

Extraversion is characterized by interest in the external object, responsive-
ness, and a ready acceptance of external happening, a desire to influence and
be influenced by events, a need to join in and get “with it,” the capacity to
endure bustle and noise of every kind, and actually find them enjoyable,
constant attention to the surrounding world, the cultivation of friends and
acquaintances, none too carefully selected, and finally by the great importance
attached to the figure one cuts, and hence by a strong tendency to make a show
of oneself. [The introvert] holds aloof from external happenings, does not join
in, has a distinct dislike of society as soon as he finds himself among too many
people. . . . Hes not in the least “with it,” and has no love of enthusiastic
get-togethers. He is not a good mixer. (1971, pp. 549-550)

Eysenck (1970), Cattell, Eber, & Tatsuoka (1970), and other writers have
considered extraversion to be roughly equivalent to ““social ease,”” and
introversion to “’social withdrawal.” I do not intend so specific a meaning
of sociability for this third factor.

In Figure 3 the first three items, starting from the top left, are exam-



FIGURE 3. Items defining the three factors found by Berek in his factor analysis of the
Picture-Preference Test. First three, Social Dysfunction; second two, Antisocial Activity (or
Masculine Aggressiveness); last three, Passive Orientation (or Inward/Outward Orienta-
tion). Allbut one of these items were devised by Dr. Lawrence Cowan and are used with his
permission; © 1980 by Lawrence Cowan. The right-hand item of the second row, “A boy
jumping off a high rock, rubble below; boy sitting and reading,”” was devised by Dr. Barry
Morrison and is used with his permission.
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ples of items that have large loadings on the evaluative factor. For such
items, a choice that seems to express ineffectiveness, damaged self-
esteem, or depressive mood is keyed for Maladjustment. With these
items the keyed choices are: the exercycle, the man crumpled on the
ground at the foot of a cliff, and the bow with slack string.

Berek (1975/1976) found correlations of this factor with the a priori
trait scales as follows: with Damaged Self-Esteem, .69; with Impulsive-
ness, .50; with Antisocial Impulses, .62; and with Oral-Incorporative
Trends, .49. I would conclude that Cowan, attempting to measure these
various, supposedly somewhat distinct traits, in fact devised items that
overlap in measuring a general sense of being maladjusted, of not doing
well in adpating to life’s problems.

Ryan (1976/1977) found small but statistically significant correlations
between the evaluation factor and several DPI scales: with Cynicism, .30;
with Impulsivity, .22; with Rebelliousness, .23; and with Socially Deviant
Attitudes, .20.

We turn now to examples of the Masculine Aggressiveness factor,
shown further along in Figure 3. Choices scored as showing aggressive-
ness are the boy jumping off a rock onto a pile of rubble and the young
bird pulling up a worm. The aggressiveness factor correlates significantly
with these trait scales: Antisocial Impulses, .42, and Magical Omnipo-
tence, .51. Among male subjects Ryan found the aggressiveness factor to
correlate with the following DPI scales: Neurotic Disorganization, .30;
Socially Deviant Attitudes, .30; Impulsivity, .27; Rebelliousness, .26; and
Cynicism, .25. Among female subjects it correlated only with the Desira-
bility scale, —.30. I should point out that, although the correlation of a
factor with a DPI scale may be regarded as an external validation, the
correlation with a picture-preference scale usually may not, because there
is an overlap of items between the factor scale and the trait scale.

Examples of the third factor, which we may well call “Inward/
Outward Orientation,” are presented at the bottom of Figure 3. The
inward choices are: Superman, the movie magazine, and the picture of a
mouth. Factor scores on the inward/outward factor correlate .44 with
Cowan’s original Avoidance of Close Personal Contact scale, which,
though it is the precursor of the Avoidance of Sexual Intimacy scale,
emphasizes social withdrawal rather than anxiety about sexual intimacy.
The introversive direction of this factor is negatively correlated with the
DPI Irritability scale; r = —.20.

Is there any connection between the ideas in the back of Auld’s
head—ideas about conflict, about impulses striving for expression and
defenses keeping these impuses in check—and the gritty, practical task of
developing the Picture-Preference Test? I believe that there is, even
though the concept of conflict is a ““deep” one, not one that can be
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identified with a particular empirical datum. One infers the presence of
conflict from a rather complex pattern of responses. For instance, I would
guess that many women have to repress their awareness of their aggres-
siveness, especially their competitiveness with men; that they find it
necessary to affirm a positive image of themselves as passive, nonaggres-
sive beings; that as a result these women reject the aggressively oriented
pictures of the Picture-Preference Test—and at the same time show their
need for a positive self-presentation by scoring high on the DPI Desirabil-
ity scale. Such a complex pattern would account for the relationships that
were found. But, of course, other explanations could also account for
these correlations.

CHOOSING A NAME FOR A CAR

Let us consider now some data from a survey conducted by the
Campbell-Ewald Company more than 15 years ago, in the summer of
1962, to give guidance to the Chevrolet Division in its choice of names for
new cars. I need hardly say that research like this is only one source of
guidance for the executives who decide what to call a new car.

The Effects of Naming on Preference

Before presenting the data, may I present several points of theory.
Like many other authors, Berlyne drew a distinction between (1) learning
by contiguity that gives the organism a store of knowledge (of ““what
follows what”) and (2) decision about action, a process that seems to be
guided by incentives. That is to say, the organism on the basis of rewards
chooses, during performance, what will then meet its needs. For a state-
ment of Berlyne’s views on expectations and incentives, the reader can do
no better than consult his discussion of these matters in the book edited
by Berlyne and Madsen (1973).

Obviously, Berlyne’s formulation is related to the common distinc-
tion between learning and performance. Two papers by Egger and Miller
(1962, 1963) also bring out interesting points bearing on the learning-
performance distinction. It is my view that these ideas can fruitfully be
applied to the task of understanding what difference it makes what we
call a car.

I start by assuming that the consumer—the prospective purchaser of
a car—has a set of values already. For example, he wants a car that is
powerful enough to enable him to emerge safely from the entrance ramp
into freeway traffic. Or he wants a car that will be recognized by his
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neighbors as a “luxury car,” thereby conferring prestige on him. Or he
wants a car that will save him money on purchases of fuel during his long
and frequent business trips. These preexisting values determine what can
gratify the consumer.

Second, I assume that the manufacturer by naming the car attaches
certain expectations to it, that is, leads the consumer to expect that certain
needs will be gratified. Some of the names, for instance, suggest what the
car can do (names suggesting power and speed, like “Typhoon” or
“Sprint”), others suggest how one can express aggression (e.g., “‘Buc-
caneer”’) or sexual motives (e.g., “Spitfire”’). If the manufacturer chooses
a name that is relevant to the needs that the consumer has, and if to a
sufficient degree the car can in fact meet these needs, attaching the name
to the car will increase the sales of the car.

If the car cannot in fact satisfy the consumer’s needs—for example, if
the name promises power but the car lacks good performance—the value
of the name will at best be temporary, and in the long run the name will
hurt the manufacturer.

It is frequently true, however, that the competing cars from which
the consumer must choose differ little in their actual ability to meet his
needs. In such a situation, a name that promises to provide what the
consumer wants will be helpful to the manufacturer, because it will give
the car a distinctiveness it would otherwise have lacked. The consumer
will be comparing the car to other makes that, although they might meet
his needs as well, do not inform him (through their names) that they can
do so.

The Campbell-Ewald Study

The research done on names for cars was designed to throw light on
what qualities would be suggested by each of the tested names, and on
how these connotations might influence the respondents’ reactions to a
car having that name. Working with the research department of the
Campbell-Ewald Company, I prepared a questionnaire that asked for
free associations to each of a list of 12 possible names for a new car. The
questionnaire also asked for judgments about 48 possible names. These
judgments were obtained in two ways: by ratings on a five-point scale,
and by paired comparisons. The lists of names were worked up by a
member of the advertising agency’s staff, Mr. David E. Davis, Jr. We
arranged to have the questionnaire filled out by 100 employees of
Campbell-Ewald. We hoped that the association data would tell us what
expectations would be created by attaching a particular name to a car, and
that the paired-comparisons and ratings data would at least in a rough
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way tell us whether this expectation was an appropriate one for a “'per-
formance car” and whether it would, therefore, increase the preference
for a car of that name.

In the research that we have just described, we found from the
association data that “Sprint”” and “Spitfire”” suggest speed and that
“Typhoon” suggests great strength. We found that ““Scorpion,” “Mus-
tang,” “Torpedo,” and “Buccaneer” all suggest aggression. Our re-
spondents associated the names “Spitfire,” “Panther,” “Torpedo,”
“Cougar,” and especially “Firefly” with femininity. Finally, “Monte
Carlo” suggested prestige to our respondents.

Even if we should agree that a “new high-performance car” that
“will be powerful and responsive and will handle exceptionally well” (as
we described the proposed car to our respondents) should have a name
that makes one think of power and speed—and perhaps of aggression
also—we must keep in mind that too much power, speed, or aggression
might be aversive. Berlyne’s writings make us sensitive to this issue, and
Neal Miller’s theory of conflict warns us that we must take account of both
approach and avoidance tendencies. It should come as no surprise,
therefore, that the ratings and paired comparisons do not always give the
prize to the name with the most “strength” or “speed” associations. In
rating or expressing preference for these names as names ““for a new
high-performance car,” our respondents considered “Sprint” to be a
“fair” name (rating = 2.0) and “’Spitfire”” a good name (2.6). The average
rating for “Typhoon” was only 1.8, despite the strong associations with
strength, whereas ‘“Panther”” and “’Cougar,” which suggest strength (but
not to the degree that “Typhoon” does), got better ratings, 3.0 and 2.4,
respectively.

During the presentation of this paper at the Canadian Psychological
Association meeting (Vancouver, 1977), the late Professor Glenn Mac-
donald pointed out that the name ““Toronado,” which suggests a violent
and dangerous wind, does not seem to have hampered the sales of that
car, produced by the Oldsmobile division of General Motors. I could only
respond that a multiplicity of factors influence the sales of a car, which
makes it quite difficult to disentangle the effects of the name from the
effects of other factors.

“Scorpion,” “Mustang,” “Torpedo,” and “Buccaneer” all suggest
aggression, but some were slightly more acceptable as names than others:
“Scorpion” was at 1.7, “Mustang’ at 2.4, “Torpedo” at 2.4, and “Buc-
caneer” at 1.8 on the rating scale. Considering now the names to which
our respondents had associations indicative of femininity, women gave
“Firefly” a mean rating of 2.7 (“‘good”’), whereas men gave it a rating of
only 1.8. Finally, “Monte Carlo,” which suggested prestige to our re-
spondents, got a rating of 2.3 (“fairly good”).
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Concluding Remarks on Choosing a Name

I have presented these fragments of data from a rather extensive
study—a study that was intended more as a demonstration of method
than as a means of choosing good names—in order to illustrate the kinds
of incentives that can be symbolized by a name. If the two hypotheses are
correct, attaching an evocative name to a car should make the customer
more likely to choose it, if what it evokes fits with what he wants from a
car. The expectancy-incentive paradigm enables us, therefore, to make a
prediction about the customer’s behavior. The sales figures may help us
to tell whether the paradigm is a correct one.

FINAL THOUGHTS ON CONFLICT AND PREFERENCE

There is no psychological situation that puts theory to the test quite
so dramatically as the challenge to predict which of two choices a person
will make. If a therapist can accurately predict, “In the next session my
patient wil recoil from the intense sexual feelings he is having toward me
and, rather than continuing therapy, will declare his intention to quit
therapy,” we are rightly impressed. If a tester can predict that a young
woman whose TAT stories show her to be more than usually afraid of
abandonment by a man will also show by her choices from pairs of
pictures that she is afraid of sexual intimacy, we are impressed. If a
market researcher can tell us, “This young man who yearns so to assert
his masculinity, if given the choice between a wildly impractical Corvette
and a tame but practical Chevelle, will take the Corvette,” and if the
market researcher is right, we are impressed.

And so preference and choice have a great fascination for us. As
psychologists, we keep trying to find out how to predict human choices
accurately.

Throughout this chapter I have asserted my belief that paying atten-
tion to conflict—to the interplay of positive and negative forces—will help
us to make predictions that are more accurate. Although I have given
examples of the contending forces that influence human choice, and have
from time to time demonstrated successes of the conflict model, I was not
able to drive my point home by demonstrating remarkably successful
prediction. The conflict model remains an article of faith rather than an
amply proved assumption. But—is there a better theory for predicting the
choices that human beings will make?
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Play
A Ludic Behavior

HyI. Day

When Berlyne reviewed the status of play in 1969 and pessimistically
concluded that psychology should give up the category of play as a
concept, little did he anticipate the explosion of interest that would follow
soon after publication of his article. Even more interesting is that much of
this new literature is concerned directly with motivational aspects of play
and, in fact, is strongly influenced by Berlyne’s theory of exploration and
maintenance of optimum level of arousal potential (surprisingly, this
literature rarely cites his 1968 paper).

In this chapter, I wish to show that taking Berlyne’s advice does not
necessarily lead to abandonment of research into the concept of play but
rather leads to establishing new approaches to it. Two of these will be
proposed and examined, one viewing play from a typological approach
and the other looking at it as a descriptive phenomenon, studying play-
fulness as a characteristic of all behaviors.

A DEFINITION OF PLAY

Dan Berlyne’s contribution to the Handbook of Social Psychology
(Lindzey & Aronson, 1969) was a chapter entitled “‘Laughter, Humor and
Play” (Berlyne, 1969). In this chapter, Berlyne pointed out the difficulties
in identifying an adequate definition of play. Introducing the section of
his paper dealing with play, he stated that “there is, however, obvious

HyI. Day « Department of Psychology, York University, Downsview, Ontario M3] 2R3,
Canada.
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disagreement on what ought to be regarded as the salient defining charac-
teristics of play” (p. 814). He went on to suggest, following Valentine
(1942), that “play is any activity which is carried out entirely for its own
sake” (p. 814), and is therefore an intrinsically motivated behavior, one of
a class that includes exploration and aesthetic behavior. Then, trying to
distinguish play from other behaviors in the class, he argued that play,
unlike exploration, may be reinforced by the activity itself rather than by
the receipt of satisfying sensory, emotional, or ideational consequences.
Aesthetic behavior, Berlyne felt, was more “serious” than play; that is,
more likely to bring extrinsic rewards from the activity, thus acceding to
the socially accepted norm that play is frivolous. Finally, Berlyne summed
up the section with the acknowledgment that /it seems highly likely that
our ignorance has caused a great variety of activities, with widely dif-
fering functions, to be lumped together under the heading of ‘play” ” (p.
816).

Following this pessimistic introductory section, Berlyne, with his
usual thoroughness, reviewed most of the available information in the
field and emerged with the conclusion that the field is a ““discordant
polyphony” (p. 840). Despite this, he extracted the following recurrent
motifs and consonances:

1. It is repeatedly asserted that playful activities are carried on “for
their own sake’” or for the sake of “pleasure.” They are contrasted with
“serious” activities, which deal with readily identifiable bodily needs or
external threats, or otherwise achieve specifiable practical ends.

2. Many writers stress the “unreality” or “quasi-reality’’ of play.
“Reality” presumably refers to the forms of interaction between the
organism and its environment that occupy most of its waking hours.

3. Several, but not all, of the writers we have reviewed have noted
the admixture of “tension’”” and unpleasant excitement in play, and have
attached importance to it.

4. The final question is how reduction of arousal, relaxation of ten-
sion, relief from conflict, occurs in the course of play.

Finally, Berlyne’s parting shot is that there is “little support to the
view that play is a useful category for psychology . . . it looks as if
psychology would do well to give up the category of play in favor of both
wider and narrower categories of behavior” (p. 843).

Somewhat over 10 years later, we find that Berlyne’s pessimistic
advice has been honored largely in the breach. A dozen books and
hundreds of articles since 1969 have shown that Berlyne was one of the
few psychologists interested in children’s behavior who failed to concern
themselves with play behavior.

Furthermore, under the rubric of leisure and recreation rather than
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play, researchers are investing time and money toward an understanding
of the phenomenon. Possibly as a result of the leisure-time explosion in
America, the importance of recreation and other leisure activities has
increased immensely. Governments have set up ministries to concern
themselves with the quality and quantity of recreational activities in-
dulged in by voters. Private enterprise has sensed a gold lode in creating
recreational environments, manufacturing and selling equipment and
clothing for recreation, and teaching skills that might increase pleasure
obtained from recreational pursuits.

It may be because of the huge investments of time and money that
adults spend on recreational activities that they have tended to stress the
differences between adult recreation and children’s play, the former
being considered less frivolous than the latter. But whether golf is taken
more seriously than sandcastle building or mountain climbing is con-
sidered more worthwhile than Frisbee tossing, one may wonder whether
the differences between recreation and play are real or imaginary. Web-
ster’s Third New International Dictionary, for example, defines to play as
“to engage in a recreational activity,” whether to amuse or to divert
oneself.

Those who stress differences between the two activities focus on the
goals of each and argue that recreation is to “‘re-create”, to restore one’s
physical and mental health between periods of work; and, since children
are not considered to work, they cannot recreate. Instead of recreating,
they play—an activity which, they argue, prepares the child for adult-
hood (and work). (Almost like contrasting the wine drunk between
courses at dinner with the predinner aperitif.) Ignoring these differences,
this paper will treat recreation as a synonym for play, acknowledging all
the problems and pitfallsin the former that play theorists have recognized
in the latter.

Areview of the literature since Berlyne’s chapter of 1969 attests to the
proliferation of research in the area of play and recreation, including a
number of books and papers that begin with a review of all the theories to
date and end by introducing a new variation. Interestingly, most of these
new theories incorporate Berlyne’s theory of intrinsic motivation some-
where in their formulations, and argue that play is primarily a self-
rewarding activity that incorporates arousal-inducing as well as arousal-
reducing qualities and has affective components associated with these
qualities (cf. Ellis, 1973; Levy, 1978). But most of these writers fall into the
trap that Berlyne had warned against, and treat play as a single unitary
concept. Having fallen into the trap, they can only try to establish a
definition through painfully drawn-out attempts to refute the equally
inadequate definitions of play proposed by others and to exclude from
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their conceptualization the many instances of play stressed by other
authors that do not fit their own formulations.

PLAY As A TyroLOGICAL CONCEPT

Like the blind men and the elephant, these researchers have been
sensing different aspects of the beast and conceptualizing different ani-
mals. Like most hypothetical constructs, play is multifaceted, with
numerous antecedents, many uncorrelated or poorly correlated con-
comitants, and a plethora of variations in overt response styles.

To play is to whitewash a fence as Ben Rogers did for Tom Sawyer,
and to gamble at Las Vegas. To play is to hit a small white ball into a cup
on a golf course, as well as to dress up like a doctor and explore the
anatomy of a friend. One plays piano, the stock market, and around; one
plays with dolls, with one’s life, and with a baseball team. Like anxiety,
play means all things to all people, and very little to a scientist.

Clearly, the error has been in trying to compress all this variability
into one concept. It is obvious that if we want to preserve the concept of
play we must subdivide it into various categories and reintroduce it as a
typology.

As such, we can accept the complexity of the concept, the varied
antecedents and differences in behaviors associated with play, and yet we
can unite all this diversity into a single construct. We can also recognize
the differences in affective states during play, and the many short-and
long-term goals that play leads to. Thus we can treat Berlyne’s caveat with
the honor it deserves, while still acknowledging that the world conceives
of play as if it were a unitary concept.

Suppose we were to reexamine the recurrent motifs and conso-
nances as Berlyne did in 1969, but from the vantage point of an additional
hundred papers and books that report research in the area of play. We
would find that the language has altered somewhat, but the motifs are
still the same.

Play as a Voluntary Activity

Theorists seem to want to believe that one initiates, continues, or
ceases to play, at will, with complete disregard for the external world.
Another way of expressing this is that the locus of control is internal—one
feels oneself to be the master, the origin of the behavior. One can destroy
one’s sandcastle, or quit the bowling team, or stop gambling at will.
Attribution theorists argue that this willfulness can be destroyed by the
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intrusion of an extrinsic reward (cf. Lepper, Greene, & Nisbett, 1973).
Interestingly, this attitude of free will exists side by side with a plethora of
research that measures the effect on quality and duration of play of
environmental conditions such as playgrounds and toys.

Play Is Intrinsically Motivating (Autotelic)

Even though the first motif seemed to argue that one does not expect
a reward for play, there are many who acknowledge that the activity is
controlled by various forces, some intrinsic to the individual and others
intrinsic to the activity. Thus, one plays because the situation is conducive
to it, or because there is some ultimate gain in playing. But, either way,
the activity is self-reinforced. A player is an amateur, not a professional.
(Interestingly, in cricket a “player” is a professional cricketer as distin-
guished from the amateur who is called a ““gentleman.”’) The question
will arise later as to what “intrinsic” means, for there are two interpreta-
tions: task-intrinsic, and person-intrinsic.

Play Is Pleasurable

There is little controversy about this motif. Play is considered to be
fun, enjoyable, and pleasurable. This is clear from the first motif, which
stated that the activity could be abandoned at will; and so one must expect
that, if one continues to play, one must be enjoying it. But this motif can
also be questioned when we look at children in ““play” therapy who seem
to be angry, upset, and suffering, while “playing.” We see it too in the
college football player who appears to be in considerable pain and an-
guish while ““playing” a game with his team.

A number of other motifs have appeared in the literature, but these
do not seem to be held so ubiquitously. For example, some argue that play
is highly imaginative, and includes some degree of reality suspension.
But others speak of concrete play and do not attribute a high level of
imaginativeness to it. Others stress a “’peak-experience” in play, as if it is
a unique event that comes and goes during an activity.

These three motifs, so similar to those formulated by Berlyne in 1969,
can be translated into measurable variables or dimensions. These may be
labelled control (voluntariness), arousal (telicity), and affect (pleasure).
But more of this later.

At this point we need only recognize that there are certain charac-
teristics that describe play or playfulness, characteristics that are com-
monly, but not unanimously, held to be necessary conditions for the
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designation of an activity as play. But what about the concept of playful-
ness?

PLAYFULNESS

Heeding Berlyne’s admonition to give up the category of play in
favor of both wider and narrower categories, we could consider switching
our study from play to the characteristics that make play unique—
playfulness. Playfulness could then be defined as qualities of voluntari-
ness, pleasure, and autotelicity. It is what makes people describe play as
giving the feelings of freedom, control, fun, and excitement. Lieberman
(1977) came close to this when she defined playfulness operationally as
“physical, social, and cognitive spontaneity, manifest joy, and sense of
humor” (p. 23).

The antithesis of play is commonly held to be work, and we tend to
ascribe the opposite characteristics to it—obligatory, serious, tiring, and
instrumental. These characteristics may be termed workfulness.

Play is a behavior that is usually associated with children, and it is
presumed that if adults play, they are being childlike. Work is the main
occupation of adults, and when they do not work they may spend their
leisure time recreating, which, though one recognizes it to have playful
qualities, is denied equivalence to play. In fact, adult play is frowned on,
for it is conceived as a frivolous or ludic behavior and undignified for a
cultured person. Only the very rich admit to indulging in playful ac-
tivities, and this is generally viewed with a jaundiced (though envious?)
eye.

It has been the contention of this author that both playfulness and
workfulness are characteristics of all, or nearly all, behaviors, and that
activities can be located on a continuum in which the proportion of
playfulness to workfulness varies (Day, 1971/1973, 1972, 1979). Further-
more, since playfulness depends on intrinsic motivational characteristics
such as Berlyne had subsumed under the rubric of collative variability,
over time and with experience the proportion of playfulness in an on-
going or repetitive activity should gradually wane.

But before we examine the concept and measurement of playfulness,
let us digress somewhat and examine the concept of work in historical
perspective.

Over the ages, a negative view of work has generally persisted. The
source book of Western values, the Bible, points out that our first hu-
mans, Adam and Eve, were expelled from the Garden of Eden as
punishment for their transgressions. Genesis (3:17) tells us that Adam
was told that he would eat of earth’s yield in pain (note that in the Gideon
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Bible translation, the word is “sorrow” rather than “pain”), and two
sentences later “in the sweat of thy face shall thou eat bread” (Genesis
3:19). Work, to the early Hebrews, was clearly associated with pain and
SOITOW.

Similarly, we find that in the Greek language the word for work was
ponos, which seems to have the same root as the word for punishment—
poine. The Greek style of life reflected this—free men did not work, they
recreated. Only slaves worked.

From time to time, attitudes to work vacillated. When a new religion
arose (as, for example, Christianity or Islam) it tended to view work as
uplifting and godly, for its early adherents were peasants and slaves. As
the religion became more acceptable to the establishment, attitudes
changed to acknowledge that work was not the only way to achieve
godliness, or the ultimate reward. The Industrial Revolution, requiring
the availability of motivated workers, called on earlier Protestant teach-
ings and assigned a positive role to work. But, not wanting to pay
excessively for services rendered, the industrialists presented work as
instrumental to the receipt of consummatory rewardsin heaven. Thus the
necessity for work was emphasized while the conditions of work were
downplayed, and industrialists argued that, regardless of its unpleasant,
obligatory, and demeaning nature, work yielded ultimate satisfactions.

Psychologists, interested in the motivation to work, but taking an
areligious stance, have identified various less ultimate reward systems to
account for the facts that people are generally obligated to work, and that
there are, indeed, satisfactions associated with this enterprise. One
example of a motivational theory is that of Vroom (1964), who identifies
five motivations to work:

1. Work provides wages to the role occupant in return for his ser-
vices.

2. Work requires from the role occupant expenditures of mental or
physical energy.

3. Work permits the role occupant to contribute to the production of
goods and services.

4. Work permits or requires the role occupant social interaction with
other persons.

5. Work defines atleast in part the social status of the role occupant.

W. C. Menninger, in the introduction to a standard textbook for
vocational counselors (Menninger, 1964), suggests that the ability to work
is an essential activity of a mentally healthy person. He argues that work
satisfies psychological needs which cannot be met by other activities,
such as an outlet for hostile and aggressive drives, satisfaction derived
from the feeling of worthwhileness of work, pleasant personal relations
with fellow workers, a chance to be a member of a team, and satisfaction
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derived from allegiance with a superior. All these are clearly task-
extrinsic motivations, and merely serve to rationalize why one should
perform what may be an undesirable and unenjoyable task. No mention
is made of fun, enjoyment, feelings of overcoming complexities, learning,
and decision making. Work is serious business and is not to be confused
with ludic behavior.

Philosophers have reflected on the negative attitudes to work with its
implications of serious obligatoriness. Schiller, for example, described
work as a world of burdensome impositions compared with play, a world
of freedom and spontaneity.

More recently, articles in national magazines and newspapers con-
tinue to remind us that ‘normal Americans” hate work and pursue it only
for the task-extrinsic gain. Swados (1959/1966), for example, states:

In the case of work, if we grant the possibility that millions of American
workers may in truth be terribly discontented with their jobs, doesn’t this
arouse a consequent suspicion; that the growing white collar classes are
reluctant to admit this likelihood, not only because it would disturb the
comfortable mass media concept of America as a land of blissful togetherness,
but even more importantly because it would do violence to their own self-
esteem, the basic worth and individuality of what they themselves are doing to
earn a living?. . . The hidden bonds of boredom and frustration that link the
lives—if they only knew it—of the professional man and the working man are
close to the surface in the working pattern of the burgeoning millions of
clericals and technicians, which is so similar to that of the numerically declin-
ing working class. (pp. 14-15)

Yet, we find that people who, for one reason or another, are unable to
work have difficulty in discovering equally satisfying alternatives. Like
old work horses set free, they chafe from too much leisure and disrupt the
normal activities of others about them.

As Weiss and Riesman (1961/1963) point out:

A study of the impact of the four-day week in a situation where it was too
unpredictably scheduled to permit other employment on the additional day
off, indicates that this additional day was less of a boon for the workers than
they had originally anticipated. The extra day off was not a day off for the
children, so there was an empty house during school hours; nor was it a day
off for the wife, so there was house-cleaning and vacuuming, with the man in
the way. In this plant, a small aircraft manufacturing company in Southern
California, the four-day week was scheduled for one week out of four. Though
originally anticipated with high hopes, it was soon disliked: television, loaf-
ing, ballgames, all these were felt to be week-end activities, and fell flat during
the work week. (pp. 172-173)

The distinction between work and play is made early in life. We learn
that the former is expected to have characteristics of workfulness and the
latter characteristics of playfulness. In a recent experiment (Day &
Forteath, 1976), nine-year-old children clearly tagged 23 of a list of 25
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activities as either work or play. Moreover, they defined play as an
activity that is fun, something chosen, not difficult, exciting, and social
but not boring or tiring. The concept of work was defined as an activity
that is not chosen but, interestingly, is also not boring.

This dichotomy is reflected by attribution theorists who not only
distinguish work and play but also argue that, having attributed one
motive to an activity, one must discount all other motivations to perform
that activity. Kelley (1971) named this the discounting principle and argued
that one could not accept the presence of more than one motive force for
an activity at any time. In fact, most attribution theorists argue that when
an activity that has been considered intrinsically motivated (voluntary,
interesting) is extrinsically reinforced it becomes work and, following
cessation of the reward, will extinguish for lack of motivation to continue.

In fact, there is no way of knowing, from an examination of the
published literature, in how many studies the cessation of a reward failed
to be followed by extinction of the behavior, for the literature tends to be
biased toward positive results. In two studies conducted at my laboratory
(Romanuk, 1975; Russon, 1975), subjects continued to occupy themselves
at the task long after withdrawal of extrinsic reinforcement. Perhaps the
tasks were so interesting that the extrinsic reward served only as a
supplement to, rather than a displacement of, the intrinsic reward. Ken-
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