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Introduction

It is generally and rightly considered a virtue in a teacher to
observe accurately the differences in ability among his
pupils, and to discover the direction in which the nature of
each particularly inclines him. There is an incredible
amount of variability in talent, and the forms of minds are
no less varied than the forms of bodies

Quintilian (70 A. D.)

There are many good books on Intelligence, such as Carzell’s (1971) monumen-
tal and original contribution, or Matarazzo’s (1972) careful and scholarly analy-
sis, or Butcher's (1968) excellent introduction. Other outstanding contributions
are mentioned in the course of this volume. This suggests that an author must
have a good reason for venturing to offer another tome where so much is
already available to satisfy even the most discriminating customer. There is
indeed a powerful reason why the time may be ripe for another book on intelli-
gence. This reason is a very simple one: much has happened in recent years to
alter our views on many issues which at one time looked like being closed.
Hardly any of these advances have found a place in the books now available,
and it seemed desirable to incorporate them in a new text which would be as up-
to-date as it is possible to be considering the inevitable delays in writing and
publishing a textbook. For example, this is the first book to appear since the so-
called “scandal” of Sir Cyril Burt’s alleged fraudulence burst upon the scene,
and I have tried to rewrite the relevant chapters in the history of the intelligence
testing movement without including Burt’s now doubtful data. I have no doubt
in my own mind that Burt was careless, and may have been fraudulent in his
work, but carelessness is sufficient to eliminate the data from serious considera-
tion (Eysenck, 1977)'.

Burt’s real or imaginary malfeasance is not actually of great moment scienti-
fically; the genetic argument does not rest entirely or even mainly on his data,
and as we shall see, omitting them completely makes no difference to the con-
clusions to be drawn from what is a very large and respectable body of evidence.
Nevertheless, several writers (e. g. Jensen, 1974; Kamin, 1974; Mcaskie and
Clarke, 1976) have gone over the whole material, or portions of it, with a very
critical eye, and have unearthed a number of anomalies and faults which must be
taken into account in any proper evaluation of this mass of empirical work.
Clearly some of these critics (e. g. Karmin) have taken their criticism too far, and
in turn committed serious errors of statistical calculation and genetic estimation,
as Fulker (1975) for instance has pointed out, in a very thorough re-analysis of

1 Appendix A gives a short account of the facts of the Burt affair.



the data criticized by Kamin (1974). All these recent studies have been taken
carefully into account in this book, and I have asked Dr. Fulker to join me in the
authorship of those chapters which deal directly with his major area of expertise,
i. e. the genetic analysis of intelligence (Chaps. 5, 6, and 7).

It is not only a reconsideration of older work that makes the present time so
exciting; there is a certain amount of new work coming out which is on an
altogether larger scale, as well as being technically superior, to that which was
done in past decades. One may refer here to the well-planned and executed
studies of Behrman, Taubman and others in the Department of Economics of
the University of Philadelphia, dealing with the genetics of socio-economic
status, income and schooling ( 7aubman, 1976), or to the work of Jensen (1972)
on his theory of level 1 and level 2 of intelligence, and its implications for
educational practices. Other examples are Munsinger’s (1975) study of the
resemblance of children to their adoptive and biological parents with respect to
intelligence; Bashi’s (1977) work on the effects of inbreeding on the intelligence
of the offspring of Israeli Arab children; and the interesting discovery by San-
derson et al. (1975) of a marked relationship between intelligence and the shape
of the jaw bone, suggesting certain genetic links (pleiotropy). As far as possible I
have tried to introduce new work into this book, sometimes with recalculation of
certain genetic and other parameters where the original calculations seemed to
be lacking in one way or another. This is not necessarily a criticism of these
previous analyses; one can look at data from different points of view, or with
different aims in mind, and methods of analysis appropriate to one may not be
appropriate to another. The construction of the new British Intelligence Scale
(Elliott et al., 1976) is another important new development which must have an
impact on the measurement of intelligence, seeing that here for the first time we
find an attempt to use the Rasch model in the practical construction of a scale
for measuring IQ.

Most important of all, however, has been a rather different line of develop-
ment, namely the great improvement in the analysis of genetic data which has
taken place in recent years, pioneered by Mather and Jinks (1971) of the Bir-
mingham University Department of Genetics. For many years we have seen
psychologists analyse twin data using a formula originally proposed in the twen-
ties, and having little or no genetic meaning at all; the most it could do was to
tell us whether identical (MZ) twins were significantly more alike than fraternal
(DZ) twins or not. This is no doubt an important bit of knowledge, but it does
not enable us to calculate the heritability of whatever trait or ability has been
measured, and the easy assumption that heritabilities could be so calculated
gave rise to much justified criticism. Mather and Jinks, like Cattell (1960) before
them, started out on the basis of Sir Ronald Fisher’s tamous 1918 paper in which
he applied the principles of Mendelian genetics to polygenic inheritance; they
succeeded in working out methods by means of which we can test the applicabil-
ity of certain genetic models to empirical sets of data. In this way we can look,
not only at simple heritability, but also at assortative mating, dominance, within-
family and between-family environmental influences, interaction and
covariance of heredity and environment, and other important constituents of
any worth-while genetic model of behaviour.
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The first application of these new methods to psychological data (in particu-
lar data on intelligence and personality) was made by Jinks and Fulker (1970) in
a paper which immediately reorientated the whole field, and made previous
analyses rebarbative. Where previous analyses had vaguely made assumptions
about important parameters of the genetic model, Junks and Fulker demons-
trated the possibility of putting such assumptions to the test, and making esti-
mates of these parameters which led in fact to the calculation of fiducial limits.
This book is the first to base itself entirely on these new methods, and this marks
the most important change from previous writings. The old methods are still
being used, unfortunately, but there is no doubt that within the next few years a
profound reorientation will have taken place towards the use of these newer and
much more informative methods. As a consequence we will of course also have
to change our research designs; the simple use of MZ and DZ twins is of limited
value in this field, and psychologists will have to go to school again to learn more
about the intricacies of up-to-date designs in genetical analysis.

On the theoretical side of intelligence measurement too there have been new
developments. Guilford’s “structure of the intellect” model has been discussed
in most recent books on intelligence, but the critical re-analyses of his data, such
as those of Horn and Knapp (1973) and Undheim and Horn (1977), have not
yet been noted. There have been advances in the theory attempting to relate IQ
to physiological factors assumed to be causally related to intellectual differ-
ences, such as the evoked potential (Skhucard and Horn, 1973; Perry et al.,
1976; Eysenck, 1973a), which have not yet been assimilated in recent text-
books. Last but not least, attempts have been made to demonstrate that the IQ
is not unitary, but, not unlike the atom, can be broken up into constituent parts
(Eysenck, 1973 a). With these and many other issues which have only recently
come to the fore we shall be very much concerned in this book.

It would not be reasonable to list all the new developments which have been
taken into account in this book, but a few may be mentioned. Sternberg (1977)
has gone back to Spearman’s original conception of intelligence as being both a
statistical concept and a psychological one, and has shown how Spearman’s
psychological analysis of intelligence could be developed into a powerful experi-
mental paradigm. Resnick (1976) has assembled a group of psychologists to
write on ‘“The Nature of Intelligence”, also attempting to put psychology back
into the statistical picture. Stenhouse (1974) has attempted to look at intelli-
gence from the point of view of evolution, as has Jerison (1973), and Aleksander
(1977) and Elcock and Michie (1977) have looked at it from the point of view of
modern computer science. Merz and Stelzl (1973) have criticized previous
developmental theories of intelligence, and advanced their own; Franzen and
Merz (1976) have shown how verbalization can improve IQ scores, in a most
original series of studies. (See also Merz, 1969). There is literally no end to the
emergence of new and interesting theories and experiments in this field, and
while all have been evaluated, not all will be referred to in detail in this book; an
attempt had to be made to keep its length within bounds!

The problem of race and intelligence has not been dealt with in this book,
because of its complexity, except in passing; interested readers are referred to
three outstanding recent books on the topic (Baker, 1974; Hebert, 1977,
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Loehlin et al., 1975.) Three important books have also appeared which deal
with environmental factors of various kinds: Lloyd-Still (1976) on malnutrition,
and Ruiter and Madge (1976) on social factors associated with disadvantage
generally. These books contribute important overviews of large bodies of
research; their conclusions and arguments have been taken into account in this
book, in so far as they are relevant, but usually without specific citation. The
third book, Oliverio (1977), deals with environmental factors against a genetic
background.

One last reason for publishing this new book, and possibly the major one,
remains to be mentioned. Modern philosophers of science have pointed out that
established sciences have certain paradigms which are universally accepted by
practitioners; empirical work is carried out in attempts to improve the paradigm,
and to remove anomalies which occur in every scientific discipline (Kuhmn,
1974). Sometimes these anomalies multiply at an alarming rate, and all efforts
to accomodate them within the old paradigm can be seen to be futile and ad hoc;
when this occurs there is a likelihood of a scientific revolution occurring, such as
the establishment of Einstein’s relativity theory in place of Newton’s theory of
universal gravitation. Psychology has been singled out for not possessing any
such paradigms, and to many ‘“hard” scientists this is the hall-mark of a pre-
scientific discipline — aspiring to be a science, but not yet having the where-
withall to pay the admission price! In my view this is not a correct assessment of
the situation; in several areas of psychology (though admittedly not in all), we
already possess paradigms of considerable power, and the field of intelligence is
perhaps one of the most impressive areas in which to demonstrate this fact
(Eysenck, 1973 a.) What is also true, however, is that most presentations of the
field fail to present the established paradigm as such; instead, presentation is
muddled, uncertain, and constantly sidetracked by considerations irrelevant to
the scientific theory, such as practical applications, ideological doubts, and ethi-
cal problems. Let us admit straight-away that there may be ideological conse-
quences of scientific findings in this field; that ethical problems may arise from
such findings which present us with difficult questions; and that practical appli-
cations of our data have often been made which have poor validity, and little
scientific evidence to back them up. All this may be true, but it does not affect
by one iota the answer to the cricial scientific question: Is there in fact enough
information, experimental data, and theoretical agreement to construe the field
in terms of a proper scientific paradigm?

In a more highly technical publication I have sought to answer this question,
coming to an affirmative answer ( Eysenck, 1973 a); the reader is referred to this
book for a more sustained argument than can be given here. But in essence I
have tried to structure this book in such a way that it presents in outline what I
believe to be the paradigm which at the moment governs the field. Saying this
does not imply that the paradigm could not be mistaken; we know that all
scientific theories are likely to be found wanting in the long run, and to be
replaced by better ones, nor does it imply that there are not many anomalies to
be found; no scientific theory that was ever devised failed to generate such
anomalies, and even Newton’s hypothesis, which has for centuries been the
fundament on which physics and astronomy were based, was full of anomalous
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findings from the very beginning. And there is certainly no implication that
criticisms of the paradigm are not welcome, or are not to be taken seriously.
Readers not grown up in the scientific tradition may not realize that the critic is
the theoretician’s best friend; only by frank and appropriate criticism can one
find out the major weakness of one’s theories, and try to shore them up, if
possible — or to replace them by better theories! Consequently all serious criti-
cisms of the paradigm have been most carefully considered, and if I have come
to the conclusion that they are not sufficient to destroy the paradigm, and if I
further state that there is no alternative theory which at the moment can take
the place of the paradigm here presented, then I should be understood to be
speaking strictly of the here-and-now; tomorrow might see revolutionary new
advances in theory or experiment which could overthrow the paradigm, and
replace it with a new one — incorporating all that was true and worthwhile in the
old, but adding vital new components, or rearranging the old ones beyond
recognition.

As it happens, however, most of the criticisms to be found in the literature
are, not of the paradigm, but of some man of straw erected in its stead, for the
express purpose of being shot at and destroyed with ease. It is for this reason
that it seemed important to state the case for the paradigm in its strongest form
—though of course not without mention of all its many defects. Scientists have to
live with the fact that their most cherished theories are far from immortal, and
may not even be very longevitous! They should be willing to give up their
theories when these are clearly falling down on the job of explaining, unifying
and predicting facts. In the field of intelligence testing, the paradigm is far from
suffering any of these unseemly fates; it is quite unusually capable of unifying all
the known facts, and of predicting new ones. There is no rival on the horizon
who could do even one-tenth as well. Under these circumstances, it may be
wondered at why the paradigm is not recognized for what it is, and universally
celebrated by psychologists everywhere.

Explanations of this odd fact must be extremely speculative, but it is my own
opinion that the basic reason is the same that prevented recognition of other
paradigms, such as Copernicus’ heliocentric model of the stellar system, or
Darwin’s theory of evolution. There is a strong disinclination to believe what we
do not want to believe, however strong the evidence may be. Even now some
American states have introduced legislation to make the teaching of the biblical
story of genesis a requirement in schools, to be set beside the teaching of
biological evolution! To many people, having succumbed to the siren songs of
Rousseau and other egalitarians, the very mention of differences in intelligence
is anathema, and the offence is made infinitely more heinous by adding that in
part these differences are genetically determined (Eysenck, 1973b). Dictators,
too, have been annoyed by the fact that the paradigm did not concur with their
weird theories; thus Stalin banned IQ testing in the USSR for being bourgeois,
and Hitler in Germany for being Jewish! Clearly, the theory is judged not on the
basis of the empirical evidence, but because the outcome of all this scientific
work is liked or disliked, respectively. This is not a good basis to judge a
scientific theory on — as was demonstrated to perfection when Lysenko’s
theories were enthusiastically welcomed and supported by Stalin, for ideological
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reason, but where in the outcome the adoption of these theories in practice
produced famine, and set back Soviet agriculture some twenty years (Medvedev,
1969). Medvedev’s book should be read by everyone who feels tempted to
substitute ideological conviction for scientific, unimpassioned, factual appraisal
of the theories discussed in this book; nothing can show more clearly the terrible
danger to society of substituting ideological commitments for rational criticism.

However that may be, the main purpose of this book has been to present
what to the author appears to be the paradigm towards which the research of the
past 80 years converges. For this reason I have not gone into too much detail as
far as interesting but somewhat irrelevant issues are concerned. In particular, I
have not dealt much with the practical problem of the application of IQ testing
in industry, education, military selection, and elsewhere; I believe that this field
has been well covered by many other authors, and I also believe that little of
what has been done here is of any great scientific interest. The testing of intelli-
gence, as far as practical applications are concerned, was so successful from the
beginning that far more time, energy and money was spent on developing this
side than on the purely scientific study of the concept of intelligence. I think this
is regrettable, but there is little that can be done about it now. I also believe that
practical applications could be made much more successfully if practitioners
heeded more carefully the results of scientific experiments. It is unlikely that I
shall be able to convince these practitioners, particularly as they are unlikely to
read this book in the first place; hence I shall not go into these points any
further.

The book has a somewhat unorthodox structure, beginning as it does with a
consideration of certain general principles of measurement. It is my contention
that the scales which have been developed for the measurement of intelligence
are in principle exactly analogous to the scales developed in the physical sci-
ences for the measurement of such qualities as heat; in order to make this point
more clearly apparent for non-physicists I have drawn the parallel in some
detail. Many of those who criticize the view that psychology is (or can be) a
science like physics, and that it should take its ways of working and its methods
of investigation from the better established sciences, do so on uncertain
grounds; they often do not know precisely how the physical sciences in fact
proceed, and how close are the parallels between psychology and physics. It
seemed opportune to make the analogy a little clearer; indeed, I believe that it is
far more than an analogy, more an identity.

This is a book intended for beginners, although I hope that it may also be
read by more advanced students. I have tried to make what are in fact complex
and difficult ideas understandable, although inevitable this means that some
degree of rigour is sacrified in the presentation. This is particularly so when we
are dealing with statistical and mathematical models and methods of analysis.
These can neither be omitted, as without them the book would be like a per-
formance of Hamlet without the Prince of Denmark, nor can they be properly
presented to an audience whose statistical background must be assumed to be
limited. I have tried to introduce these methods by appeal to their logical bases,
only introducing an absolute minimum of statistical argument to make the gen-
eral meaning of these methods clearer. I believe that the major importance of
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these methods for the psychologist lies in their logical ordering of concepts and
data; the detailed algorithms are of course important for the specialist, but not
every psychologist aims to be a psychometrist, and for him it is more important
to understand the underlying logic of the approach then to battle with the
mysteries of matrix algebra. An understanding of the purpose and meaning of
factor analysis, for instance, is essential to an understanding of modern concepts
of intelligence, but the technical details may be taken as read from the point of
view of the beginner?.

The study of intelligence is not the only field of psychology which presents us
with at least the beginnings of a proper scientific paradigm; there are others. In
my book on The Measurement of Personality ( Eysenck, 1976) I have argued the
case for personality as such an area of study. Here too a paradigm exists,
although here too it sometimes seems to be buried under a lot of debris which
certainly does not deserve the name of “‘science”. I believe that quite generally
psychology would progress more quickly if it adopted the ways of thinking of the
older, better established sciences, and did not behave like an unruly adolescent
who is out to shock his elders and betters by displays of ungovernable temper
directed at the establishment. The structure of scientific theories follows certain
rules, as Suppe’s (1974) book of the same name indicates, and philosophers of
science, if not entirely agreed on what these rules are, do nevertheless share
enough common ground to feel that psychologists would be well advised to take
their view into account. It is in the hope that they may do so in future more than
they have perhaps done in the past that I dedicate this book to the man who
more than any other was responsible for setting under weigh the flood of investi-
gations, theories, and experiments which form the body of this book — Sir
Francis Galton.

2 Appendix B sets out the essential equations for the more sophisticated student.



Intelligence:
The Development of a Concept

A first-rate theory predicts; a second-rate theory forbjds;
and a third-rate theory explains after the event

A. 1. Kitagorodskii

It has been well said that psychology has a long past, but a short history. People
have puzzled over psychological problems for thousands of years, ever since the
dawn of recorded history, yet the development of a science of psychology is
scarcely a hundred years old. Plato and Arisotle already discussed the notion of
“intelligence”, but it is only in this century that attempts have been made
successfully to measure this important variable. Many misunderstandings have
attended this venture, and it will be one of the functions of this book to clarify
the points on which these misunderstandings have arisen. However, before
doing so it may be useful to trace quite quickly, and without too much detail, the
early development of the concept with which this book is essentially concerned.
Like most scientific concept, this one arose out of everyday observation. The
concept of temperature arose from the different feeling caused in human beings
by fire and sunlight, on the one hand, and ice and snow, on the other; in this way
were the notions of “cold” and “hot” born, and became the subject matter of
science. Similarly, the concept of intelligence arose from observations of people
trying to solve problems, to learn difficult and demanding things like mathema-
tics, languages, and history; some seemed to find no difficulty in all this, and
succeeded brilliantly, while others were very slow, and often failed altogether.
Some countries, like ancient China, used civil service examinations based on
such acquired learning to select its governing elite; these examinations were
probably early ancestors of our modern scholastic selection techniques.

Plato clearly distinguished between the three major aspects of the mind or
soul, which he called intellect, emotion, and will; in a celebrated passage in the
Phaedrus he gives a picturesque analogy in which he compares the intellect with
a charioteer who holds the reins, while emotion and will are compared to the
horses that draw the chariot. The former guides and directs, while the latter
supply the motive power. Aristotle simplified this three-fold classification; he
contrasts the cognitive or intellectual capacities with the “‘orectic’” ones, group-
ing together emotion and will. Cicero made a lasting contribution by translating
the Platonic and Aristotelian concept of cognitive or intellectual ability into
“intelligentia’’; thus was born the concept of intelligence.

Other notions which play an important part in our modern discussions were
equally familiar to the Greeks. Thus Plato draws a clear distinction between
nature and nurture; he clearly favours the genetic causes in accounting for indi-
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vidual differences in intellect and personality, as is shown in the famous fable of
the different metals — perhaps the first clear-cut recognition in print of the
importance of individual differences in history! As Plato puts it, “The God who
created you has put different metals into your composition — gold into those who
are fit to be rulers, silver into those who are to act as their executives, and a
mixture of iron and brass into those whose task it will be to cultivate the soil or
manufacture goods.” He also recognized the fact of genetic regression (the
tendency of very intelligent and very dull parents to have children who regress
to the mean, i. e. who are less bright, or less dull, than their parents), as when he
says: “Yet occasionally a golden parent may beget a silver child, or a silver
parent a child of gold; indeed, any kind of parent may at times give birth to any
kind of child.” And he considered it the most important task of the Republic to
allocate tasks and duties according to the innate abilities of the person concerned:
“The rulers have therefore received this paramount command from the Gods —
that first and foremost they shall scrutinize each child to see what metal has gone
to his making, and then allocate or promote him accordingly.” The penalty for
failure is severe, “for an oracle has predicted that our state will be doomed to
disaster as soon as its guardianship falls into the hands of men of baser metal.”
Modern meritocratic society has come close to fulfilling at least some of Plato’s
dreams, although of course it would be unwise to consider intelligence by itself
the equivalent of his differentiation of the men of gold, or silver, and of iron or
brass.

Aristotle made another lasting contribution when he contrasted the actual
observed activity or behaviour with some hypothetical underlying capacity on
which it depended; in this way we arrive at the notion of an ability. Intelligence
is an ability which may or may not be shown in practice, and which has to be
deduced from observed behaviour, using certain scientific rules of experimental
procedure. How this can be done we shall see in later chapters; here let us
merely note the importance of such latent structure concepts as abilities (in
connection with cognitive task), traits (in connection with personality), or
attitudes (in connection with social views and opinions).

Philosophers throughout the ages were more interested in intellectual mat-
ters than in orectic ones, and it is no surprise that in modern times it was a
philosopher, Herbert Spencer, who put forward the theory of intelligence which
is still widely held. All cognition, he held, involves both an analytic or dis-
criminative and a synthetic or integrative process; its essential function is to
enable the organism to adjust itself more effectively to a complex and ever-
changing environment. During the evolution of the animal kingdom, and during
the growth of the individual child, the fundamental capacity of cognition “pro-
gressively differentiates into a hierarchy of more specialized abilities’’; we shall
encounter these specialized abilities (verbal, numerical, perceptual, etc.) again
later on. Here let us merely note that it was Spencer who revived the term
“intelligence” to designate the basic characteristic of all cognitive manifestation
and differentiation. By his appeal to evolution, and his insistence on observa-
tional study of animal intelligence, Spencer added biological factors to the
observational generalizations of the ancient Greeks.

A third line of approach was that of the physiologists, where the clinical
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work of Hughlings Jackson, the experimental investigations of Sherrington, and
the microscopic studies of the brain carried out by Campbell, Brodman and
others did much to confirm Spencer’s theory of a “hierarchy of neural func-
tions”, with a basic type of activity developing by fairly definite stages into
higher and more specialized forms. Thus in the adult human brain marked
differences in the architecture of different areas and of different cell-layers are
perceptible under the microscope, specializations which appear and develop
progressively during the early months of infant life. The brain, so it was found,
always acts as a whole; its activity, as Sherrington pointed out, is ‘“‘patterned, not
indifferently diffuse”; the patterning itself always “involves and implies integra-
tion.” Lashley contributed, from his massive research activity, the concept of
“mass action” of the brain, a mass action theoretically identified with intelli-
gence by several writers.

It is on the basis of such antecedents in observation, biology and physiology
that the early psychologists proceded to work out theories of intelligence, and
attempts at measurement. They started with a fairly clear-cut, well worked out
theory which saw intelligence as innate, all-round cognitive ability, based on the
anatomical structure and physiological functioning of the cortex; an ability,
moreover, which had important social consequences. In addition to this general
ability the theory envisaged additional special verbal, numerical, perceptual and
other abilities, differentiated from general mental ability through phylogenetic
and ontogenetic development. Such a theory requires empirical support, of
course; it cannot be assumed that the simple statement of a theory proves the
theory to be correct. It may be false, in part or whole; it is also possible that
there may be alternative theories which fit the facts better. It is with such issues
as these that we shall be concerned in this book.

A few words may be said here about the nature of concepts. We must
distinguish clearly between things and concepts. The table I am writing on, the
chair I sit on, the room I am working in — these are all “things” which have
existence in a sense that concepts like intelligence, gravitation, or temperature
have not. Philosophers are likely to dispute even the existence of ““things”, or at
least argue about the meaning of the term, “‘exist’; they are not likely to dispute
that things and concepts are different in a very profound way. Plato of course
regarded concepts (“ideas”) as really existing, and things as pale copies only of
the perfect ideas laid up in heaven; few modern philosophers would follow him
in this. The distinction is important because it tells us immediately that there are
questions which we cannot ask of concepts which we can quite meaningfully ask
of things. We can ask: “Is this a desk?”’, or “Is there a desk in this room?”’, and
expect a meaningful and truthful answer. All we need is a definition of the term,
“desk”; given that we can answer factual questions about desks. But how can we
define a concept? In the case of the desk we can appeal to sensible properties of
a real object; it has a surface, four legs, drawers. But a concept has no such
sensible properties; it is an abstraction! Concepts are invented, not discovered;
this is true not only of intelligence, but of all scientific concepts. How then can
we define a concept, and how can we answer such questions as: “How do you
know that an IQ test really measures intelligence?”’.

The brief answer, upon which we shall elaborate later on, is that we cannot
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answer such a question because it is meaningless. It assumes that intelligence is a
thing; if it were we could compare our IQ measurement with the real thing, and
say whether it was or was not identical with it. There is no such thing as “intelli-
gence” somewhere out there; we have invented the term to classify and co-
ordinate a large number of facts, and the concept has no existence outside this
large array of facts. We can therefore define our concept in terms of all the facts
known about it; this is what science usually does. Or we can use what is called an
“operational definition”, i. e. we can define the concept in terms of the methods
used to measure it, in this case IQ tests. This may seem arbitrary and circular,
but it is what is often done in science; the notion of operational definition was
first put forward by a physicist ( Bridgman, 1927). Actually the two methods of
defining concepts suggested here come to much the same thing; the operational
definition is based on the most representative of all the various facts known
about a particular topic or subject, and thus neatly summarizes all the known
facts. The selection of a mercury thermometer to measure temperature is the
more or less accidental choice from thousands of substances which expand with
heat, and contract with cold, any of which could have been chosen. If we define
temperature as that which is measured by this thermometer, then we simultane-
ously identify temperature with thousands of other, similar measurements which
could have been made, as well as with a large number of other facts. (Actually
different substances have different properties which make them more or less
useful for the measurement of temperature; we shall come back to this point.)
Similarly, a good IQ test summarizes many different facts about intelligence,
and to define intelligence as that which IQ tests measure is not as nonsensical as
it may appear at first sight — particularly when we remember that the adjective
“good” in connection with an IQ test refers back to a large body of theory and
experiment which alone enables us to say which are good and which are bad IQ
tests (Eysenck, 1973.)

It is often disputed whether we can ever hope to measure something as
elusive as intelligence. This is not a reasonable objection; all concepts are elu-
sive and difficult to pin down. Mass, gravitation, temperature are no exceptions.
Let us consider gravitation. We have been taught, and hence believe, that when
a ball falls to the earth it is attracted by a physical force which pulls it down; if
we are very sophisticated we might say that there is a mutual force of attraction
between the ball and the earth which is proportional to their masses, and
inversely proportional to the square of their distance apart. This force of attrac-
tion seems to us so tangible that we tend to reify it, i. e. regard it as a “thing”
which exists in the same way as the ball and the earth. But this view is clearly
mistaken.

Newton himself was of course well aware of the difficulties in which the
notion of such a force, acting as a distance, involved him, and Leibnitz, in his
famous letter to Clarke, gave explicit voice to the criticisms which later on
Einstein would use as his stepping stones to an alternative theory. As is well
known, Newton’s theory in fact was found to be in error; it made wrong predic-
tions about such observable events as the precession of the perihelion of the
planet Mercury, and it failed to predict other events, such as the bending of light
rays coming from distant stars, when they passed the sun. Einstein’s theory
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explained the former, and predicted the latter, but there is no such attractive
force as Newton postulated in his theory. Gravity in relativity theory is treated
as a warping of space-time, rather as indicated in Fig. 1.1. This type of theory
eliminates Newtonian ‘““gravitation” from our armoury of concepts, although of
course his mathematical equations still mirror the actual events (falling of
apples; motion of planets) as well as ever. We now know that they are only valid
in certain special cases, i. e. when the movements involved are rather slow as
compared with the speed of light; they represent a special case of a wider, more
complex law.

Fig. 1.1. Einstein’s theory of attraction between objects in terms of a warping of spacetime

Can we accept Einstein’s concepts as more “real” than Newton’s? Here
again the answer must be no. There is a third view, based on quantum theory;
this would treat the interaction of bodies as analogous to the other fundamental
forces in nature — the strong nuclear, the weak nuclear, and the electromagnetic
force. The origin of these forces is now believed to be related to the exchange of
elementary particles; thus a negatively charged electron would repel another
electron by exchanging the fundamental quantum of electromagnetism, viz. the
photon (as in Fig. 1.2). To account for interactions involving the weak nuclear
force, physicists have invented the intermediate W-boson. In a similar way, they
try to account for gravity in terms of an elementary (but possibly imaginary)
particle, the graviton (Fig. 1.2). If you were to ask a physicist whether any of
these concepts possessed real “‘existence”, or if you asked him to give a defini-
tion of gravity, other than by simply describing it in terms of some of the
elementary facts which caused physicists to invent these theories in the first
place, you would get a very dusty answer indeed. The text-book would be likely
to fob you off with a definition in terms of a simple measurement process, i. €. it
might say that g, the force of gravity, can be found from the measurement of the
period T, of a simple pendulum of length /; the formula is of course:

2 1

£ thT
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Fig. 1.2. Explanation of the force between objects in terms of particle exchance. Photon exchanges
produce the repulsion between electrons; the W-boson probably produces the weak force. Gravity
may be produced by ‘‘graviton” exchange

We thus see that when we ask for a definition of gravity, we get one of three
different answers. (1) We may simply be referred to the actual phenomena
which the concept exists to deal with, explain, and predict, i. e. the falling of
bodies. (2) We may get a theoretical explanation in terms of concepts like
gravitation (Newton), graviton (quantum physicists), or warped space-time lines
of force (Einstein). (3) We may be given a formula which tells us how to
measure the force involved, i. e. we are told that the concept can be defined in
terms of its measurement. When we use this last form of definition, we find that
the value of g is in fact different from one place on the earth to another; it is
978.816 in Calcutta and 981.274 in Potsdam! It is easy to see how much ridicule
a psychologist would excite were he to say that he could only define “intelli-
gence” by (1) pointing to the actual things that people did to manifest their
intelligence, e. g. solve problems, or (2) offer one of several entirely theoretical
derivations of the concept, or (3) define the concept in terms of what intelli-
gence tests measure — particularly if he had to admit that scores might differ
from one test to another!

But, it might be objected, surely scales of measurement in physics have
obvious advantages, such as equal steps and a firm zero point; psychological
scales, like those used for the measurement of intelligence, lack these advan-
tages. Also different methods of measuring physical entities, such as tempera-
ture, agree, whereas different measures of intelligence, such as different 1Q
tests, do not. These objections are not in fact justified when examined closely.
There are, for instance, several different methods of measuring temperature;
there is the mercury-in-glass thermometer, depending on the change in volume
of the mercury with increase in heat; the constant-volume gas thermometer,
depending on the reactance of the welded junction of two fine wires; resistance
thermometers, depending on the relation between resistance and temperature;
thermocouples, depending on the setting up of currents by a pair of metals with
their junctions at different temperatures; etc. Nelkon and Parker (1968), in
their Advanced Level Physics, point out that temperature scales differ from one
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another, “that no one of them is any more ‘true’ than any other, and that our
choice of which to adopt is arbitrary, though it may be decided by convenience.”
(P. 186.) Thus when a mercury-in-glass thermometer reads 300° C, a platinum-
resistance thermometer in the same place and at the same time will read 291° C!
There is no meaning attached to the question of which of these two values is
“correct”, and it is clear that the notion that a temperature scale has ‘“‘equal
steps” is a myth.

It is true that the temperature scale has an absolute zero, at —273° C. This
value is reached by extrapolation, as shown in Fig. 1.3. According to Charles’s
Law, if we plot the volume V of a given mass of any gas at constant pressure
against its temperature 6, we shall get a straight line graph A as shown in
Fig. 1.3. If we produce this line backwards, it will meet the temperature axis at
—273° C.; this temperature is called the absolute zero. In practice, of course, if a
gas is cooled, it liquefies before it reaches this temperature, and Charles’s Law
no longer holds; we are thus dependent on extrapolation. But this is precisely
how we determine the absolute zero on the intelligence scale, as Thurstone
(1928) has shown. We find that the variance of the mental age measurement
increases each year (starting at an age when the child is old enough to be tested);
we can extrapolate the regression line backwards, and find that zero is reached a
couple of months before birth. This is quite a meaningful result.

-

-
-
=7 Y,
- 0
-
-

—273 0 p°C
Absolute zero

Fig. 1.3. Determination of absolute zero of temperature by extrapolation

Even within a given method of measurement, differences in result arise. To
take but one example in the field of liquid-in-glass thermometers, clearly water
would not be a good liquid to use because it contracts from the ice point (0° C.)
to the temperature of maximum density (4° C), thus giving an illusory decline in
temperature when actually the temperature is increasing! In actual fact the
liquids most widely used (mercury and alcohol) were chosen in part because
they fit in best with the kinetic theory of heat, which predicts that the final
temperature reading of a fluid obtained by mixing two similar fluids of masses
m,; and m, at the initial temperatures t; and t, should be:

myt; + myt,

t:
f m; + m,

The linseed oil thermometer was discarded because measurements made with
the instrument did not tally with the predictions made by the kinetic theory;
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mercury and alcohol thermometers do tally. Thus the choice of a measuring
instrument is in part based on its agreement with theory; the same is true of
psychological measurement.

It is sometimes pointed out that intelligence tests are restricted to certain
populations; thus they may contain words or symbols unknown to a population
other than the one for which the test was constructed. So with thermometers;
they too are restricted in their usefulness to certain ranges of temperature.
Mercury freezes at —39° C and boils, under atmospheric pressure, at 357° C,
although it can be made to serve up to about 550° C by filling the space above
the liquid with nitrogen, which is compressed as the mercury expands, and raises
its boiling point. Alcohol thermometers can be used at lower temperatures;
ethyl alcohol boils at 78° C and freezes at —115° C; it is preferred for carrying
out measurements in polar regions. High temperatures are usually measured by
observing the radiation from the hot body, and the name pyrometry is given to
this measurement. Radiation pyrometers are most widely used; they can be
either total radiation pyrometers or optical pyrometers. In either case they
encompass a range quite different to that covered by other instruments. Thus
here too there is an obvious resemblance between measurement in physics and
measurement in psychology; we cannot criticize the latter without criticizing the
former.

A last point on which we find considerable similarity between the two sci-
ences is in relation to the kind of theory preferred. Thus there are two theories
of heat: the thermodynamic and the kinetic. Thermodynamics deals with unim-
aginable concepts of a purely quantitative kind: temperature, measured on a
thermometer; pressure, measured as the force exerted per unit area; and vol-
ume, measured by the size of the container. Nothing is said in the laws of
thermodynamics about the nature of heat. Bernouilli, in his famous treatise on
hydraulics, postulated that all “‘elastic fluids™, such as air, consist of small parti-
cles which are in constant irregular motion, and which constantly collide with
each other and with the walls of the container. This was the foundation stone of
the kinetic theory of heat, which results in a picture of events which is eminently
visualizable, and which gives to many people a feeling of greater ‘“understand-
ing”’, of better and more thorough ‘““‘explanation”, than do the laws of thermody-
namics. Nevertheless, many phenomena are quite intractable to kinetic
interpretations even today, which yield easily to a thermodynamic solution.
Similarly we have the psychometric and the experimental-theoretical
approaches in intelligence testing, with the former dealing with unimaginable
concepts of a purely quantitative kind, such as intelligence, problem difficulty,
factors and vectors, n-dimensional space, etc., and the latter with numbers of
neurons, synaptic connections, RNA templates, etc., all of them susceptible to
empirical study and direct observation (at least in principle.) It would be idle
to ask which approach was “better”’; both are important, and both must be
pursued if we are ever to gain any real insight into the nature of intelli-
gence.

It may seem unusual to begin a book on intelligence with lengthy references
to measurement in the physical sciences. The reason for this is a very simple one.
It is often said by critics that attempts to measure intelligence are doomed to
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failure, and even slightly absurd; that science does not deal with intangibles, like
mental qualities; and that the intelligence quotient and other psychometric
devices used in the endeavour lack the qualities of physical measuring scales.
Such criticisms are unfounded, and are likely to be made only be critics lacking
in knowledge of what actually goes on in the hard sciences. As we have seen,
concepts are equally intangible, whether they relate to intelligence or to gravita-
tion, to personality or to temperature. Defects in the scales used by psycholo-
gists exist equally in the scales used by physicists, as in the measurement of
temperature. Different types of theory abound in the hard sciences just as much
as in psychology, and there is a certain amount of arbitrariness in the selection of
measuring devices in the one type of science as in the other. If the measurement
of temperature is scientific (and who would doubt that it is?), then so is that of
intelligence. This is an important point to make right from the outset.

Why have psychologists so often shown themselves overly self-critical in this
respect, ceding point after point in the controversy about the scientific status of
intelligence testing when in reality there was no need to? There are two major
reasons for this. In the first place, psychology is a young science; psychologists
often suffer from feelings of inferiority, and attempt to gain the approval of
practitioners in the hard sciences by trying to follow what they conceive to be
their example. In doing so they often fall prey to the illusion that physics and
chemistry are proceding at a far higher level of accuracy and deductive rigour
than is actually the case; elementary textbooks on the history and philosophy of
science often increase that erroneous impression. As a consequence of such
slavish imitation of what they consider to be the methods of science, these
psychologists only too willingly play down the very real achievements of their
own science, on the grounds that they fall short of a perfection that is quite alien
to science, particularly at an early stage of development.

The second reason is simply that many psychologists, and many educational-
ists, social workers, psychiatrists and other professionally interested in the work
of psychologists, have preconceived notions about what they would like human
nature to be like; the results of intelligence testing often contradict these pre-
conceived notions, and as a consequence such people experience a strong temp-
tation to deny the value or the correctness of the results of much psychological
research. Stalin, as already noted, rejected and banned intelligence testing as
being “bourgeois”, and Hitler did the same because it was “Jewish”. Ideological
motives play a strong part in many of the arguments aroused by the empirical
results of intelligence testing, and the temptation is strong to condemn the whole
thing as “‘unscientific’” when one does not like the results actually reported! The
easiest way of doing this, of course, is to set impossibly high standards for
theory-making, measurement, and experimentation; in that way one gains the
reputation of being highly critical and rigorous (which is always considered an
advantage in a scientist), and of being able to dismiss experimental results not in
line with one’s preconceived ideas. It is of course not the purpose of this book to
persuade readers that they should not aim at the highest standards of rigour in
experimental work, or in theorizing, or that they should rest content with
shoddy and slipshod work. It is easy to throw out the baby with the bathwater;
no science would ever have arisen and become useful in human life if exagger-
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ated standards had been used to stifle discovery and development. The correct
stance to take is one which combines a critical appraisal of the available evi-
dence with a proper understanding of the way science works and progresses. It is
with the purpose of giving readers a chance to see what standards are adopted in
some of the hard sciences that I have taken this slightly roundabout excursion;
we shall return once or twice more to comparisons of intelligence testing with
the measurement of temperature.

We must now turn to a discussion of what is perhaps the central problem in
the development of the concept of intelligence as a scientific theory: the distinc-
tion between mental ability and knowledge. Aristotle, as already mentioned,
distinguished between observable performance and underlying ability; clearly
we can only measure directly the former, and infer the latter from such observa-
tions. But is there a reliable distinction between knowledge and intelligence? As
Thorndike et al. (1928) pointed out, “all scientific measurements of intelligence
that we have at present are measures of some product produced by the person or
animal in question, or of the way in which some product is produced. A is rated
as more intelligent than B because he produces a better product, essay written,
answer found, choice made, completion supplied or the like, or produces an
equally good product in a better way, more quickly, or by inference rather than
by rote memory, or by more ingenious use of the material at hand.” Leaving
aside for the moment the nature of these tasks, let us note that Thorndike also
specifies two major dimensions of intellect, which he calls the width and alritude
of intellect. The former refers to the number of tasks of a given difficulty level
the person can solve correctly, while the latter refers to the highest level of
difficulty at which the person can still succeed in solving problems. These two
concepts are of course not unrelated; the person who can solve the more dif-
ficult problems can probably also solve more of the easier problems. However,
as we shall see, the distinction is still an important one, and the two concepts are
by no means identical.

Note also the important concept of difficulty level, as applied to the tasks
which constitute our measure of intelligence; we may objectively define this by
noting the number or percentage of the total population which succeeds in
solving the problem, or some mathematical function of this percentage. A prob-
lem which can be solved by 95% of the population is easier than one which can
be solved by only 55%, and this in turn is easier than one which can be solved by
only 15%. Thorndike has drawn several figures to indicate the possible relation-
ship between altitude and area of intellect; these are produced in Fig. 1.4. What
is to be noted is that within limits area may be used as a measure of altitude, and
vice versa; the relation is not perfect, but it is close enough for certain purposes.
Better still of course would be the independent measurement of both variables;
this would enable us to demonstrate the precise shape of the resulting figure,
here only guessed at (although on the basis of very large-scale experimental
work) by Thorndike.

Problems suitable for measurement in the cognitive field are of two sorts,
although it must immediately be said that few problems can be assigned with
complete accuracy to only one or the other of these categories. In the first place
we have problems which call primarily upon aquired knowledge; these may be

17



44
40
36
32
28
24

TT T T T T T T T 1T

20
48
44
40
36
32
28

24

20
40

36
32
28
24
20

T 1 T 1 11 1 117 1T 1T

rrrr rr 171 TrT

Fig. 1.4. Samples of possible patterns of the increase in the number of different intellectual tasks
with increase in intellectual difficulty. Adapted from Thorndike et al. (1928)

termed culture-bound problems or tests. Below are given some such problems;
in form they resemble orthodox IQ tests, but whether they measure intelligence,
or only acquired knowledge, cannot be stated a priori, but depends on empirical
fact; the answer may depend on many factors, such as the particular population
studied, the age of the people concerned, the educational system of the country
in which the testing takes place, and many more.

Culture-bound-Test

1. Odysseus is to Penelope as Menelaus is to:
Circe — Helen — Nausicaa — Artemis — Eos

2. The Emperor Concerto was written by:
Beethoven — Mozart — Bach — Brahms — Mahler
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3. Charlemagne was crowned in:
600 A. D. — 800 A. D. — 1000 A. D. — 1200 A. D. — 1400 A. D

4. The Mona Lisa was painted by:
Raphael — da Vinci — Michelangelo — Titian — Hals

S. A sari is:
a religious teacher — a Hindu garment — spice — small boat — pageant

6. Paradise Lost was written by:
Sheridan — Shakespeare — Milton — Chaucer — Spencer

7. Carmen is to Bohéme as Bizet is to:
Verdi — Puccini — Massenet — Wagner — Strauf

8. Jove is to Zeus as Mars is to:
Ares — Apollo — Hephaestus — Hermes — Poseidon

Note that the answers to most of these questions would be familiar to most
educated adults in the Western world. We may assume that in these countries
such tests as this might be quite good intelligence tests, seeing that (a) the more
intelligent, by and large, continue their education longer than the less intelli-
gent, and thus have more opportunity of learning a larger number of such facts,
and (b) regardless of education, the more intelligent are more likely to pick up
information, vocabulary, etc. more readily in every-day life than the less intelli-
gent. Whether this assumption is in fact justified is of course a matter of empiri-
cal fact; we shall see that it is justified. But note also that educated persons in
Oriental countries, as well as in many non-Western countries outside the Orient,
would not necessarily be expected to know these facts, and would consequently
emerge (erroneously) as lacking in intelligence if submitted to this test. It is for
this reason that the test has been labelled “culture-bound’; we would not be
justified in comparing scores obtained by members of different cultures. We
may not even be able to compare members of different countries within the
Western culture; if we substituted the following question for number 6, we
might get far fewer right answers in England, but many more in Germany:
“Faust was written by: Schiller — Goethe — Heine — Kleist — Uhland.” Or in
France, if we substituted the following: ‘“‘Phedre was written by: Moliere — Hugo
— Racine — Corneille — Voltaire.” Tests of this type can therefore be quite unfair
to certain groups, and this unfairness may even exist within a given country;
working class boys and girls may be handicapped in answering such questions by
virtue of an inferior education, rather than by virtue of an inferior intelligence.

In contrast, consider now the following typical ““culture-fair” items; the term
“culture-fair” is used to indicate that the influence of knowledge and education
has been lessened, and the test made more fair, not that such influences have
been completely eradicated.
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How do these items differ from those in the previous test? The main differ-
ence is that the answer is in no case given by simple learning and memory; it has
to be worked out from the data given. Hardly any prior knowledge is required,
other than that possessed by almost everybody — knowledge of the alphabet;
knowledge of the numbers up to twenty, and of simple addition; knowledge of
how to read the instructions (but these could be communicated by word of
mouth in the case of illiterates); knowledge of how to hold a pencil, and make
simple marks on paper; knowledge of how to count the number of lines, and
distinguish straight from curved lines. The difficulty of the problems (those here
given are of course quite simple) lies in the mental operations which have to be
performed; we shall discuss these presently. Many more complex examples of
such items have been given in my Pelican books Krnow your own IQ and Check
your own 1Q; the point will be obvious, and does not require much discussion.

As already stated, even these items are not culture-free; a minimum of
schooling and acquired knowledge does enter into their solution (or rather into
an understanding of the fundaments of which the problem is constituted). We
might find savages living in round Kraals unfamiliar with straight lines, or primi-
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tive tribes unfamiliar with the alphabet; for these we would have to construct
tests taking into account their particular difficulties. Even among highly cultured
nations a knowledge of our alphabet cannot be assumed; Russians use the
cyrillic alphabet, the Arabs, the Chinese and the Japanese all use scripts funda-
mentally different from ours. In other words, even culture-fair tests may contain
material unfamiliar to certain groups, or less familiar to some groups than to
others, and this makes it necessary to consider carefully the composition of tests
used for comparisons between groups differing in culture, social background,
and education. But this difficulty should not be exaggerated, nor does it provide
any reason for assuming that intelligence testing is entirely subjective, or cul-
ture-bound. We have already seen that a certain amount of subjectivity enters
even into the measurement of temperature, and that different measuring devices
are used for different sections of the temperature scale; in this intelligence
testing does not differ in principle from temperature measurement. Once these
problems and difficulties are known, they can be overcome.

It may be noted that the measurement of temperature had to contend with a
difficulty which appears just as daunting. When the first thermoscopes were
constructed around the time of Galileo’s death, the tops of the tubes containing
the fluid whose expansion and contraction indicated the change in temperature
were left open; thus the instrument measured both temperature and barometric
pressure! This was not recognized until Pascal demonstrated the effect by carry-
ing a thermoscope up the Puy-de-Déme; he also commented on other difficul-
ties attending the construction of a scientifically valuable thermometer. Middle-
ton (1966), in his History of the Thermometer, lists many of these difficulties,
the persistent failures, the errors in theory and practice, which attended the
measurement of temperature. The book is salutary reading for psychologists. It
shows that in spite of sometimes quite absurd vagaries in the process, scientists
have never doubted that what they were engaged in was a scientific problem,
that the problem was soluble, and that in spite of errors and set-backs they were
approaching their aim more and more closely — even though it took them 300
years to get to the present position which still leaves many questions open.
Psychology in less than 100 years has made great strides in the measurement of
intelligence, yet defeatism characterizes the utterances of many psychologists.
This is unrealistic, unless seen against an ideal of perfection quite unacceptable
in any empirical science; we have difficulties, and confront awkward problems,
but the task is not an impossible one, and improvement has been constant and
marked. Given the same amount of time, psychologists will do at least as well
with the measurement of intelligence as some of the greatest names in physics
have done with the measurement of temperature.

It may seem intuitively obvious that the nationality, the race, and perhaps
even the social class of the person constructing the test must influence the
outcome of the testing, in such a way that people of similar nationality, race, and
class are favoured, and other disfavoured. This argument may hold as far as
culturebound types of test are concerned, but they break down as far as culture-
fair tests are concerned. As we shall see, there are objective rules which dictate
which tests and test-items are ‘‘good’” and which are ““bad” indicators of intelli-
gence; the choice is governed by statistical rules which do not admit of subjectiv-
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ity. If it were true that intelligence tests are made by white, middle-class
psychologists to favour white, middle-classe children, then we would expect that
Eskimo children, who are neither white nor middle-class, and whose education
is severely “‘deprived” as compared with that of white Canadian children, would
do badly on IQ tests; in actual fact they do just as well (Berry, 1966; MacArthur,
1968; Vernon, 1965). Similarly, Japanese children, brought up in a different
culture, and having much less money lavished on their education than American
children, should do rather badly; in fact, they excel American children by some-
thing like 6 points, having a mean IQ of 106, as compared with the American
mean of 100! (Lynn, 1977) These comparisons do not suggest that white, mid-
dle class children are inevitably superior because of the way the tests are con-
structed; we shall see later that class differences also do not bear out this notion.
Working class children do score less well than middle class children, but this may
be due to genuine differences in intelligence. It is not admissible to start with the
hypothesis that all classes, nations and races are equal in intelligence, and con-
demn IQ tests when they fail to support this hypothesis; we must look carefully
at the possibility that IQ tests are at fault, but we must also look at the possibility
that genuine differences may exist. '

It may be asked why psychologists use culture-bound tests at all when clearly
culture-fair tests have important advantages? The main answer to this query
must be that IQ tests are primarily used for practical purposes, such as Officer
Selection in the armed forces, pupil and student selection at school and univer-
sity, and vocational guidance and occupational selection in industry. For these
purposes we are often justified in assuming considerable uniformity in cultural
background among candidates, and consequently may use culture-bound tests
which otherwise would be inadmissible. These tests, in fact, have an important
advantage in use: they measure to some extent the candidate’s background
knowledge and sophistication, and his ability to use his intelligence for the
purpose of picking up information, and benefiting from academic and other
types of instruction. From the theoretical and scientific points of view this is of
course very undesirable; in science we seek to measure one thing at a time,
rather than mix up different aspects. But in practice we find that culture-bound
tests do in fact give better predictions in these various situations than do culture-
fair tests, and consequently educational, military and industrial authorities pre-
fer their use. It seems likely that a better way of dealing with the problem would
be to use two sets of tests, measuring independently ‘‘pure” intelligence, by
means of culture-fair tests, and acquired knowledge, by means of vocabulary
and general knowledge tests; the scores could then be combined in some opti-
mal fashion to give predictions, and the difference between them could give us
additional important information about the candidate. This may sound a counsel
of perfection, but it could very easily be done, and would not add perceptibly to
the cost or the time of examination.

A given IQ test or test-item cannot be classified as being either culture-
bound or culture-fair; test or item must be imagined to lie along a continuum
from one extreme to the other. Furthermore, its degree of culture-fairness must
be assessed against the background of the prevailing educational practices, and
the homogeneity of the group tested. A test which is administered to candidates
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for university admission in Germany, Great Britain or the USA can justifiably
take for common knowledge certain things which for other populations would
be regarded as highly specialized. It is for these reasons that there are many
different types of IQ tests; considerable knowledge and expertise are required
to select the proper one for a particular purpose. This also means that experi-
ments can often be faulted for using the wrong type of test for the purpose of the
experiment. Similarly, criticisms of given experiments and results must always
be aware of the precise nature of the test used; criticisms which would be
applicable to a culture-bound test might be quite inapplicable to a culture-fair
test, and vice versa. Critics who condemn IQ testing on a wholesale basis are
often ignorant of these finer distinctions, and merely give vent to their ideologi-
cal preconceptions.

Technically, the distinction between culture-bound and culture-fair intelli-
gence is often known by another name, introduced by Catrell (1971), namely
that of fluid ability (culture-fair tests) as opposed to crystallized ability (culture-
bound tests). These terms are sometimes symbolized by the letters g; and g; in
these expressions, g stands for general mental ability, or intelligence, and f and ¢
respectively for fluid and crystallized ability. The use of letters to denote con-
cepts was introduced by Spearman (1927), and his example has been widely
followed. Terms in common parlance, like intelligence, carry surplus meaning
when used by the scientist, and he may prefer something more neutral; hence
Spearman’s choice of g to denote the general factor which emerges from factor-
analytic studies of correlations between intelligence tests. We shall discuss his
methods in the next chapter; here let us merely note that Carrell (1971), using
similar methods, found strong evidence for the existence of two major factors in
the intellectual field which he identified with g and g.. What this amounts to, in
essence, is simply that when a large number of tests is given to random samples
of the population, people who do particularly well on one test of g (i. e. tests
like those shown in our set of culture-fair tests) will also tend to do particularly
well on other tests of g; they will tend not to do quite so well on tests of g (i. e.
tests like those shown in our set of culture-bound tests). Conversely, people who
do particularly well on one test of g will tend to do particularly well on other
tests of g. also, but not as well on tests of g. The two sets of tests are of course
correlated, i. e. anyone tending to do well on g tests will also tend to do well on
g tests on the whole, but the relationship between the two sets of tests is not as
close as that within either set. Put in plain terms, we may say that fluid intelli-
gence refers to our “raw” innate ability which can be turned to any use what-
ever, while crystallized ability refers more go general knowledge acquired on the
basis of using our g for the purpose. The concepts involved are in essence
similar to Thorndike’s idea of width of intellect (g.) and altitude of intellect (g).
As we might expect, g. continues to grow longer, and begins to decline much
later in life, than g; like most bodily skills and sensory abilities, g reaches its
peak relatively early (between 16 and 20 years) and begins to decline in the
thirties. On the other hand, g. may continue to grow until the fifties, and may
not decline until very late in life. We shall return to this point in another chapter.

We have so far only dealt obliquely with the special nature of the problems
which make good IQ tests. What precisely is the meaning of ““cognitive” as used
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in relation to the construction of IQ tests? How can we demonstrate that such
ideas as we may have in this connection are in fact in line with reality? Few
psychologists have given much thought to the former problem, which is in
essence a theoretical one; the one outstanding exception has been Charles
Spearman of London University, whose extended training at Leipzig University
taught him the value of detailed theoretical examination of scientific concepts.
Many psychologists (or more accurately, psychometrists) have given thought to
the second problem, which also was considered by Spearman who in fact first
suggested the correct solution. With this solution we shall be concerned in the
next chapter; here let us rather consider Spearman’s three laws of neogenesis
(Spearman, 1927). Neogenesis is the term he coined to denote the origin of
novel content in the mind; this, he believed, was the essence of intelligence. He
laid down three laws which governed neogenesis. These he labelled the
apprehension of experience, the eduction of relations, and the eduction of corre-
lates. The first of these laws he formulated in the following manner: “A person
has more or less power to observe what goes on in his own mind. He not only
feels, but also knows what he feels; he not only strives, but knows that he strives;
he not only knows, but knows that'he knows.” There are individual differences
in awareness of this kind. This may be exemplified by some recent work on
individual differences in reaction times. It is well known that simple reaction
time measurement has little in common with intelligence; although it was
thought at the turn of the century that perhaps the speed of neural conduction
might relate to intelligence, and that simple reaction time might measure this
speed of conduction, correlations between IQ and reaction time were univer-
sally low or zero.

However, complex reaction times tell a different story. In simple reaction
time measurement, a signal S is given, and the subject responds by pressing a
key; depending on the modality and intensity of the stimulus, reaction times
vary around 200 millisec. When the subject is instructed to react only to one of
two, or four, or more possible signals (complex reaction time measurement),
latencies increase as a linear function of the logarithm of the number of signal
choices (i. e. of the “bits” of information offered); the mind takes some time to
apprehend the situation before reacting. If Spearman were right in the formula-
tion of his first law of neogenesis, then intelligent subjects should react more
quickly to complex stimuli than duller ones, even though both reacted equally
quickly in the simple reaction time experiment. This is indeed so (Roth, 1964;
Jensen, personal communication). A rough indication of the results found is
given in Fig. 1.5; this shows the linear increase in reaction time with increase in
the number of stimuli, and the different slopes of the bright and the dull sub-
jects. Correlations of between 0.4 and 0.6 have been found between this
extremely simple experiment and IQ measures, indicating that apprehension of
experience can be used to generate testable hypotheses regarding the nature of
intelligence.

Spearman’s second law, concerning the eduction of relations, states essen-
tially that “when a given person has in mind any two or more ideas (using this
word to embrace any items of mental content, whether perceived or thought of),
he has more or less power to bring to mind any relations that essentially hold
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Fig. 1.5. Increase in differentiation between bright and dull subjects in reaction time experiment as
the number of alternative signals and responses is increased
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Fig. 1.6. Eduction of relation (r) between two  Fig. 1.7. Eduction of correlate (f,) from funda-
fundaments (f; and f,). Adapted from Spearman  ment (f,) and relation (r). Adapted from Spear-
(1927) man (1927)

between them.” Spearman symbolizes this process as in Fig. 1.6, where rstands
for the relation, whilst f; and f; denote the “fundaments”, as they are termed,
between which the relation is known. The continuous lines represent what is
given originally; the dotted lines represent what is educed by the process.

Spearman’s third law, that of the eduction of correlates, states that “when a
person has in mind any idea together with a relation, he has more or less power
to bring into mind the correlative idea.” Such educing of correlates may be
symbolized as in Fig. 1.7; where the continuous and the dotted lines have the
same meaning as before. Spearman discusses at some length the nature of
relations, of which he recognizes ten different kinds, and the way in which they
can be used to construct intelligence test items; we shall not go into this degree
of detail, but will instead look at typical IQ test items to see how well they bear
out Spearman’s analysis.

Consider the following test item, which illustrates what are sometimes called
“Matrices” type tests (Fig. 1.8.) (The term “matrix” denotes a rectangular set of
symbols, and the test item is presented here as 3 X 3 figure containing 8 “‘funda-
ments” and one empty space the contents of which have to be educed by virtue
of the relations obtaining in the set of “fundaments”.)

Proceeding along the rows (or along the columns — it makes no difference),
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Select the correct figure from the
six numbered ones

Fig. 1.8. Eduction of relations and correlates

we find that in each row there are three types of figures; square, triangle, circle.
In the last row, there are only a square and a circle, and consequently the
missing figure must be a triangle. In each row the figure may be either black,
white, or grey; by the same token our missing triangle must be black. Each
figure has at the top either a cross, a T, or a C; by the same token the missing
black triangle must have a C. It follows that number 6 of the possible solutions
at the bottom of the problem must be the correct one. Does this example follow
Spearman’s rules? We first apprehend the fundaments; next we educe relations
between them, such as differences in shape, in shading, and so forth. Last, we
educe the necessary correlates in order to determine the shape, shading and top
figure in the missing figure. Matrices tests were actually constructed in the first
place to put Spearman’s theories into a testable form; it was predicted that a test
of this kind, embodying in more or less pure form his principles, should be a
particularly “good” IQ test; we shall see in the next chapter what is meant by
“good” in this context. The outcome was as predicted; Matrices tests have
become known as particularly good and powerful intelligence measuring instru-
ments. The same is true of other tests following Spearman’s rules; the reader
may examine the test items in our list of culture-fair tests to see for himself to
what extent they exemplify these rules.
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Many psychologists have followed Spearman’s lead in using the statistical
methods of factor analysis in dealing with the observed correlations between
different tests of IQ; comparatively few have followed his pioneering attempts
to formulate general psychological laws of ‘“‘neogenesis”, although these laws,
and their experimental evaluation, provide an indispensable complement to the
purely statistical evaluation along psychometric lines which has been so widely
used. The work of Sternberg (1977) is particularly impressive in this context; he
also summarizes the work of other people who have attempted to take a more
theoretical look at the nature of the processes which are involved in “‘intelli-
gent” activity. Sternberg somewhat extends and particularizes Spearman’s three
laws. We are here dealing with the fundamental and simplest form of analogy
production, i.e. A:B::C:D (A is to B as C is to D, where D is the term to be
found. As D differs from the other terms in not geing given, but having to be
discovered, it may usefully be written D’ in order to make this distinction.)
Sternberg attempts to discover the most fundamental components into which
the whole process of problem-solving can be analysed; these are then postulated
to act in an additive manner, i. e. the time taken over one process is added to
that taken by the others, thus making possible the experimental verification or
falsification of particular theories by actual timing of the processes involved.

Sternberg’s theory of analogical reasoning contains six information-proces-
sing components, five of them mandatory and one optional. The components
are of three general types: attribute identification, attribute comparison, and
control. Attribute identification. There is only one component in this category,
namely encoding. “In encoding, the stimulus is translated into an internal rep-
resentation upon which further mental operations can be performed. The inter-
nal representation is stored in working memory, and is available for immediate
retrieval. This stage closely resembles Spearman’s apprehension of experience.
Attribute comparison. There are three mandatory attribute-comparison compo-
nents, and one optional one. (1) /nference is the process by which a rule, X, is
discovered that relates the A term of the analogy to the B term; the outcome is
stored in working memory. (2) Mapping is the process by which a higher-order
rule, Y, is discovered that maps the domain of the analogy into the range, i. e.
what is required is the discovery of a rule that relates A (the first term of the
domain) to C (the first term of the range). (Sternberg defines the terms domain
and range to refer to the terms A, B and C, D respectively.) Mapping would thus
be the discovery of the relation between A and C. (3) Application is the process
by which a rule, Z, is generated that forms D’ (an image of the correct answer)
and evaluates D. The outcome is stored in the working memory. (4) Justification
is an optional component, denoting the process by which one of several answer
options that are nonidentical to D’ is justified as closest to D’. The process is
required only in forced-choice analogies, i. e. where one of several imperfect
answers has to be chosen. Control. There is one control component in the
theory. ““This component includes the processes by which subjects prepare for
solving the analogy, monitor the solution process, and translate the solution into
a response. The component, preparation-response, contains those operations
that were not thought worthy of separate components, but were thought to be
suitably represented in combination.”
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Fig. 1.9. Distribution of component time on a typical People Piece analogy

Sternberg also offers a combination rule. “‘Response time is hypothesized to
equal the sum of the amounts of time spent on each component operation.
Clearly the testing of such a model as Sternberg’s requires (a) experimental
manipulation of the presentation of the elements of the analogy, and (b) exact
timing of the various processes as-they become involved in the presentation.
Figure 1.9 shows the results of an experiment designed to put the theory to the
test; it presents the percentage of solution time taken up with the various pro-
cesses postulated. In the figure a refers to scanning and encoding time; ¢ to
constant preparation and response time; x to exhaustive inference time; y’ to
self-terminating mapping time; and z' to self-terminating application time.
Details of this and other experiments described in Sternberg’s (1977) book
would not be appropriate here; they demonstrate that the experimental analysis
of the laws of noegenesis is feasible, that this application must be adapted
closely to the exact nature of the tests used, and that it is possible to assess the
relevance of the various processes to the concept of “intelligence” with consid-
erably precision. Sternberg used ‘‘reference ability tests”, such as the Cattell
“culture fair” scales, in order to correlate these with his component scores; in
this way he was able to demonstrate the degree to which general intelligence is
involved in the various processes which make up his component model.

Sternberg’s work has been mentioned, not because his model is the only one
which has been constructed on the basis of Spearman’s neogenetic rules, nor
because it is necessarily the best, but because it illustrates the tremendous value
of experimental studies in this field, as long as these are based on sound theoret-
ical reasoning. The isolation of psychometric and factor analytic work from the
experimental and theoretical tradition of psychology has had many unfortunate
consequences, which were foreseen by Spearman who insisted on the dual basis
of the scientific study of intelligence: the psychometric study of individual differ-
ences, and the experimental study of the general laws of intellectual functioning.
It is unfortunate that his successors embraced wholeheartedly the psychometric
method, and disregarded the experimental method. Is is only recently that the
process of unification has begun, and our success in gaining a proper under-
standing of intelligence depends very much on the continuation of this unifica-
tion.

A slightly different attempt to discover the psychological characteristics of a
“good” test of intelligence, as contrasted with a “bad” test of intelligence has
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been made by Jensen (1978). As we shall see in the next chapter, “good” tests,
psychometrically speaking, are those which intercorrelate highly with all other
tests, while “bad” tests only intercorrelate poorly. Jensen asked the pertinent
question: Just what is it that distinguishes ‘“good” from “‘bad” tests psychologi-
cally? He examined the results from hundreds of empirical studies, and disco-
vered that the most important characteristic involved was cognitive complexity —
good tests were complex, bad ones simple. (This should not be confused with
difficulty level of tests — it is difficult to lift a 200-pound weight, or recall a string
of 10 digits, but neither is a good g test!) The notion of ‘“‘complexity” is well
illustrated by reference to the reaction time experiment already mentioned —
simple reaction times do not correlate with intelligence, but the increase in
reaction time involved in multiple-choice reactions does.

Jensen, in the same paper, makes the pertinent point that a similar concept
of intelligence has arisen independently in the field of zoology, from the com-
parative study of animal behaviour. Some animals are universally found to be
more “intelligent” than others; what are the criteria used? According to Jensen,
they are: ‘““The speed of learning and the complexity of what can be learned, the
integration of sensory information to achieve a goal, flexibility of behaviour in
the face of obstacles, the amount of insightful as contrasted with trial-and-error
problem-solving behaviour, transfer of learning from one problem to somewhat
different situations, and the acquisition of abstract concepts.”” There is a definite
relationship between ratings of animals’ performance along these dimensions
and the animals’ phylogenetic status. ‘“‘Behavioural differences among species,
like physical differences, are largely a product of evolution. Natural selection, by
acting directly upon the behaviour involved in the organism’s coping with its
environment, indirectly shapes the physical structures underlying adaptive
behaviour, of which the nervous system is the most important. There is much
evidence for evolutionary continuity in the behaviour of organisms, just as there
is in their morphology. The phylogenetic differences in the complexity of
behavioural capacities are clearly related to brain size in relation to body size,
and to the proportion of the brain tissues not involved in vegetative or auto-
nomic and sensorimotor functions. Development of the cerebral cortex, the
association areas, and the frontal lobes phylogenetically parallel behavioural
complexity. Also, the higher the animal ranks in the phyletic scale, the more
seriously do lesions of the cortex of the brain effect its objectively measured
behavioural capacity. Cerebral development, as reflected in cranial capacity, is
known to have increased markedly over the five million years of human evolu-
tion, almost tripling in size from Australopithecus up to modern man.” In
humans at the present time, too, there is a highly significant correlation between
brain size and intelligence, although the absolute value of this correlation is only
about 0.3 (possibly it would be higher if better methods of measuring brain size
could be devised.) ( Valen, 1976)

We must mention one further point. All the test items we have discussed so
far are of a kind sometimes referred to as ‘‘convergent’’; in other words, all the
relations among the fundaments converge on a single correct solution. Spear-
man and his followers also experimented with a rather different type of test
under the name of “fluency’’; the term refers to the fluency with which associa-
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tions are produced. Thus the test might simply ask for as many different makes
of motor car as the subject can think of in 2 minutes, or as many words begin-
ning with the letter B, or as many different things as could be placed on a
marked spot in a picture showing a palm tree near a road. It will be clear that
here there are no right or wrong answers, or at least no single right answer; the
test is “divergent” rather than “convergent”. Nowadays such tests are widely
used to measure ‘“‘creativity” or “originality”, although whether they succeed in
doing so is a moot question. It has even been suggested that such tests measure
something quite different from, and by inference more important than, general
intelligence. The truth seems to be that “divergent” ability tests correlate quite
highly with “convergent” ability tests; that they do seem to measure something
slightly different from g; and that, as already surmised by Spearman (1927), this
something may be an attribute of personality, namely extraversion. Tests of
divergent ability are of considerable interest, but it would be quite wrong to
imagine that they invalidate in any way the importance of more traditional tests,
or the known facts regarding intelligence. Divergent as well as convergent tests
obey the three neogenetic laws of Spearman; in divergent tests the subject is
given a fundament and a relation, and instructed to find as many correlates as he
can. This is a neogenetic procedure where the relation furnished the subject is
open, as much as when it is closed, as in the convergent type of test item.
Differences between the two types of tests are of interest to students of person-
ality, and they may also have practical uses in selection and prediction; they do
not fundamentally affect the generality of Spearman’s laws.

We can now summarize the discussion so far. It is suggested that the meas-
urement of intelligence uses precisely the same sorts of methods, and starts with
the same sorts of observations, as do attempts to carry out measurement in the
hard sciences. We begin with casual observations, in this case that some people
learn cognitive material more quickly, and solve cognitive problems more
rapidly, than do others. We attempt to put this observation on a quantitative
basis by constructing test items which enable us to observe the success or failure
of many subjects in their attempts to solve these problems, and to measure the
latency of their attempted solutions. We formulate hypotheses concerning the
essential nature of the cognitive processes involved, and try to improve our tests
by making them conform to these principles. We discover that certain extrane-
ous factors, such as education, social status, nationality and race may interfere
with our measurements, and attempt to eliminate these disturbances or at least
reduce their effect, along certain lines, e. g. by constructing culture-fair tests.
We are now ready to see how we can use the knowledge gained so far in testing
the hypothesis underlying most theories of intelligence from Plato and Aristotle
to Spencer and Spearman, namely the generality of intelligence.
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2 General Intelligence and Special Aptitudes

No human investigation can be called real science if it can-
not be demonstrated mathematically

Leonardo da Vinci

We have so far acquired some insight into the nature of cognitive tests which
might, on theoretical grounds, be considered likely candidates for the measure-
ment of intelligence; we must now turn to a consideration of that part of the
theory which asserts that intelligence is the general or all-round cognitive ability
which mediates success in such tests whatever their nature. Spearman has called
this “the indifference of the indicator’; in other words, if a test or test item
fulfils the conditions for a “good” test or test item laid down in his laws of
neogenesis, then it should not matter much which item or test was chosen for the
measurement. This implication of the theory can of course be investigated
empirically, and methods for doing this were worked out by members of the
London school — Karl Pearson, the great statistician, Charles Spearman himself,
and Sir Cyril Burt, who succeeded Spearman in the professorial chair at Univer-
sity College, London. These methods are essentially based on the use of correla-
tion coefficients, and on factor analysis, i. e. the analysis of sets of such coeffi-
cients. There are some statistical complexities to analyses of this kind, but these
are inevitably outside the scope of this chapter; there are many good books
dealing with the technique of factor analysis ( Thomson, 1939; Burt, 1940, and
Thurstone, 1947, are three classics; among modern texts are Harman, 1967,
Pawlik, 1971 and Lawley and Maxwell, 1971). It is possible, however, to ex-
plain the logical basis of factor analysis with a minimum of mathematics, and this
will be our aim here; a basic understanding of what the factor analyst is trying to
accomplish, and how he sets about it, will suffice for the purpose of seeing
whether the Plato-Spencer-Spearman theory is viable, whether it must be
rejected, or whether it has to be supplemented in some way or other.

First let us be clear about the meaning of a correlation coefficient. In the
hard sciences we often find laws, written in the form: a = f(b); in other words, a
is the dependent variable in an experiment which varies as some function of b,
the independent variable. Thus the length of a column of mercury in an enclosed
glass tube (a) varies as a function of the prevailing temperature (b). Such rela-
tions may be linear or not, but they are usually very clear, in the sense that when
we plot them they tend to lie along a line. This is due to the fact that in physics
we can usually isolate the variables we wish to study, and thus obtain very simple
and elegant laws and relationships. In psychology we are dealing with persons
who cannot be cut up into little bits, and thus we can never test hypothetical
relationships without the interference of other, extraneous factors. These
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extraneous factors will muddy the waters, and make the observed relationship
much weaker than it would otherwise be. Let us assume that we wish to test
Kretschmer’s famous hypothesis that mental disease is a function of body-build,
in the sense that pyknic persons (squat, stocky, fat) are more liable to develop
manic-depressive disorders, asthenic persons (long, lean, thin) schizophrenia.
We cannot test this directly very easily because schizophrenia occurs rather
early in life (usually in the teens), while manic-depressive illness occurs usually
rather late, perhaps after fifty. Thus whatever relation there might be between
these two variables, physique and mental disorder, is muddied by the influence
of age, hospitalization, differential food intake, and many other, similar factors
which are age-dependent. Direct comparisons between manic-depressives and
schizophrenics seem to bear out Kretschmer’s hypothesis, but when age effects
are allowed for the differences vanish!

Instead of having linear or at least simple regression effects, we are thrown
back in psychology on correlations, i. e. estimates of the closeness of a relation-
ship which may vary from perfect (r = 1.00, in which r is the symbol used to
denote correlation) to non-existent (r = 0.00). Correlations can of course also
be negative; thus degree of shortsightedness and ability at ball games are nega-
tively correlated. Correlations can best be understood as indicating a percentage
of overlapping elements or factors. It can be shown that if all the elements
determining « are included within the greater number of elements determining
b, then r? gives us the percentage of determination of a by . Thus we might say
that a correlation of 0.50 between a and b tells us that our independent variable
(b) contains 0.50? = 0.25, i.e. 25% or one-quarter of all the causal factors
determining our dependent variable (a). A correlation of 0.71 would tell us that
the percentage of causal factors measured was 50%; a correlation of 0.95 that
90% of causal factors were being measured, etc. This is the most useful way of
looking at correlations in connection with factor analysis.

Let us now look at Spearman’s theory (1927) in this light. He postulates in
essence that if we take any two tests of cognitive ability, then a person’s score on
each will be decided by two factors. One is his own ability; the other the degree
to which the test measures g (general intelligence). Different persons have
different degrees of general intelligence; different tests measure general intelli-
gence to a different extent. Let us assume that we had a perfect measure of
general intelligence; let us denote this g. We could now immediately discover
how good a measure of intelligence each of our tests was, by simply administer-
ing our battery of tests to a random sample of the population, also administering
our perfect test of g, and then correlating each test with g. This correlation
would tell us immediately how good each test was as a measure of g; this is
sometimes called the g saturation or loading of that test. What does each test
measure, in addition to g? By definition, or rather in terms of the theory,
whatever else it measures must be specific to that test, and not in any way in
common with any other test; Spearman calls this contribution s. (If we had 6
tests in all, then we would have seven factors: g, measured to varying extent by
all the tests, and sy, 5, 83, 5, S5, and s5.) As we are not interested in these specific
contributions of the tests, we may regard them as effectively errors of measure-
ment.
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Let us continue our imaginery experiment. We have correlated our 6 tests
with our perfect measure of g, and have thus discovered the correlation of each
test with g; let us say that test one correlated 0.9 with g, test two correlated 0.8,
test three 0.7, test four 0.6, test five 0.5, and test six 0.4; these figures have been
entered in Table 2.1 in the last column, headed ‘“‘Factor Saturation’. Can we
deduce from this what would be the actual intercorrelations between our sex
tests if we decided to correlate them, each with each? The answer is in the
affirmative; each correlation would simply be the product of the factor satura-
tions of the two tests. Tests 1 and 2 would correlate 0.72, as shown in the body
of the Table, i.e. 0.9 X 0.8 = 0.72. Test 5 and test 6 would correlate 0.20, i. €.
0.5 X 0.4. In this way we could build up the whole table, as shown, with the
exception of the values in the diagonal. These have been put in brackets because
they are purely notional; they represent the correlations of each test with itself,
and here of course we would empirically get a value determined not only by g,
but also by s (each test score is made up by g + s; correlating each test with itself
would thus involve both g and s). The values in brackets thus represent what the
correlation of each test with itself would be if we left out of account the test’s s
element; this clearly cannot be done empirically. If we knew the values in
brackets, then we would also know the factor saturations of the tests; these
would simply be the square roots of the values in brackets. But we do not know
them, and hence this way of discovering the factor saturations is closed to us.

Table 2.1. Hypothetical intercorrelations among six ability tests, illustrating a matrix of rank 1

Factor
1 2 3 4 5 6 saturation
1 (0.81) 0.72 0.63 0.54 0.45 0.36 0.9
2 0.72 (0.64) 0.56 0.48 0.40 0.32 0.8
3. 0.63 0.56 (0.49) 0.42 0.35 0.28 0.7
4. 0.54 0.48 0.42 (0.36) (0.30) 0.24 0.6
5 0.45 0.40 0.35 0.30 (0.25) 0.20 0.5
6 0.36 0.32 0.28 0.24 0.20 (0.16) 0.4

Now let us retrace our steps. We started out by assuming that we had a
perfect test of g, and deduced what should happen as far as the intercorrelations
of the actual empirical tests was concerned. Now let us assume that we start out
with some actual, observed table or matrix of correlations, such as those in the
body of our Table 2.1; can we deduce from these values what the g value, or the
factor saturation, of each test is? The answer is again in the affirmative, provided
that our general theory is correct. Consider how the values in the first column
have been formed; we simply multiplied each test’s saturation by 0.9. Similarly,
each value in the second column was formed by multiplying the saturations by
0.8. Consequently, the pairs of values in these columns are all in the ratio of 0.9/
0.8. Including for the moment our diagonal values, we thus find six simultaneous
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equations: 0.81/0.72 = 0.72/0.64 = 0.63/0.56 = 0.54/0.48 = 0.45/0.40 =
0.36/0.32, and all of these = 0.9/0.8. If we now go back and call the two values
in the diagonal X and Y (because they are in fact unknown, and not empirically
derived), we have several equations which enable us to discover what they are.
For instance: X/0.72 = 0.63/0.56, or 0.72/Y = 0.54/0.48. In this way we can
easily calculate the values in the diagonals; in fact, the solution is overdeter-
mined, as we have far more equations then unknowns! But as we have already
seen, knowing the diagonal values immediately tells us the factor saturations, so
that by proceeding in this fashion we can calculate what the factor saturations of
our tests actually are — simply from a consideration of the empirical data! If we
found a set of six tests the observed correlations between which was as set out in
Table 2.1, then the tests would have the correlations with a perfect test of gthat
we have set out in the column headed “Factor Saturations.”

How can we tell whether or not the observed correlations do in fact obey the
rules of Spearman’s theory? Spearman himself devised a mathematical proof,
which he named ‘‘the vanishing tetrad differences”. He showed that if we have
four tests, which we may label a, b, p, and q, and calculate the correlations
between them, then his rule is satisfied if, and only if,

Taplbq — Tbplaq = 0.

If, in our Table, we set a equal to our test 1, b equal to test 2, p equal to test 3,
and q equal to test 4, then we get: 0.63 X 0.48 — 0.56 X 0.54 = 0; in other
words, our Table passes the test. Thurstone (1947) used matrix algebra to
express the same idea, and at the same time generalized it; in terms of this
particular algorithm, the number of factors corresponds to the rank of a matrix,
and in the particular Spearman case that rank is one. There are of course certain
complexities; thus empirically observed correlations have certain sampling
errors, depending on the number of subjects in the sample tested. But all this is
detail; the really important question is: do observed correlation matrices corre-
spond to Spearman’s rules? The answer, in brief, is: Yes and No.

In specifying the conditions under which he would expect his rule to be
satisfied, Spearman stated that the tests used should not be ‘‘too similar”; if they
were ““‘too similar”, then of course they would contain identical s factors, and
these would throw out the calculations. This question of similarity is a bother-
some one. Suppose test 1 is a vocabulary test, full of items like item 5 in our
culture-bound test. Suppose test 2 is also a vocabulary test, full of similar items.
Clearly here the s of one test would be the same as the s of the other; this would
be inadmissible according to Spearman. But suppose test 2 was made up of
items like this: “Define the word “‘safari.” This is still a vocabulary item, but the
problem is put slightly differently; does this still constitute too great similarity?
Or take yet another type of item, namely the following;

high : low = mighty : ? (weak — absent — down — flighty — great)

Here the subject has to chose from the five words in brackets the correct one to
go in the place of the question mark; knowledge of vocabulary is still being
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Table 2.2. Hypothetical intercorrelations among three verbal and three numerical ability tests

Factor
1 2 3 4 5 6 Saturation

1 (0.04) 0.06 0.10 —0.08 —0.06 —-0.10 0.2
2 0.06 (0.09) 0.15 —-0.12 —0.09 -0.15 0.3 \"%
3 0.10 0.15 (0.25) —0.20 —0.15 —0.25 0.5
4 —0.08 —-0.12 —0.20 (0.16) 0.12 0.20 —-0.4
5 —0.06 —0.09 —0.15 0.12 (0.09) 0.15 —0.3 N
6 —-0.16 —0.15 —0.25 0.20 0.15 (0.25) -0.5

tested, but so is the ability to recognize the relation between high and low
(opposition), and to select the word which is the best correlate, given the word
“mighty” and the relation of opposition. Clearly it is not all that easy to specify
the notion of “too great similarity’’ precisely.

It was here that L. L. Thurstone (1938), of Chicago, put forth a quite differ-
ent theory to that of Spearman, namely that of primary factors. Both these men
share certain characteristics, primary among which is their background in
engineering; Spearman was an engineer in the British Army, while Thurstone
was assistant to the famous inventor Edison. Thurstone administered 56 differ-
ent mental tests to a group of Chicago university students, intercorrelated them,
and declared that there was no evidence at all in this gigantic matrix of intercor-
relations of a general factor of the Spearman kind. Instead, he argued, there was
evidence for a number of special abilities, each independent of the other. Cer-
tainly the rank of the matrix was not one, as demanded by Spearman’s theory,
but between 6 and 12. Before discussing Thurstone’s contribution, let us go
back to the technique of factor analysis and see how it can deal with the problem
of having more than one single, general factor.

Let us assume that of the six tests in our Table 2.1 three are verbal tests, i. e.
tests using mainly words and verbal relations, while the other three are numeri-
cal, i.e. use numbers and numerical relations. This might give rise, through
Spearman’s “‘similarities” or associated s values, to a factor contrasting verbal
and numerical tests; this factor would of course be additional to the general
factor already mentioned. Table 2.2 shows how such a factor might be consti-
tuted; again we may assume that we have a perfect measure of the verbal and
numerical abilities of our subjects, and that the factor saturations given in the
Table represent the correlations of the tests with this factor. We can now con-
struct a table of observable intercorrelations, very much in the manner of Table
2.1; the values in the body of Table 2.2 constitute the correlations produced by
this verbal-numerical factor. They are of course not actually observable because
they are additional to the values produced by the general factor; what we would
find in actual practice would be a table of correlations in which those in Table
2.2 would have been added to those in Table 2.1 to give the correlations printed
in Table 2.3. To put it slightly differently, each of the factors (g and V — N)
produces certain correlations between the tests, and these can be added to give
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Table 2.3. Combination of correlations in two preceeding tables

Factor Saturation

1 2 3 4 5 6 g Vvs.N

(0.85) 0.78 0.73 0.46 0.39 0.26 0.9 0.2
0.78 (0.73) 0.71 0.36 0.31 0.17 0.8 0.3
0.73 0.71 (0.74) 0.22 0.20 0.03 0.7 0.5
0.46 0.36 0.22 (0.52) 0.42 0.44 0.6 —-0.4
0.39 0.31 0.20 0.42 (0.34) 0.35 0.5 -0.3
0.26 0.17 0.03 0.44 0.35 (0.41) 04 —05

AN AW

the actual correlations to be expected when the tests are administered and
intercorrelated.

Does it make any sense to have negative saturations? Surely all abilities are
supposed to correlate positively together; this is demanded by Spearman’s
theory, and is indeed universally found to be true (the name given by Thurstone
to the universally positive tables of correlations between cognitive tests is the
“positive manifold”.) But note that we have already extracted what is in com-
mon to the tests, i. e. the general factor; what is left is only that which distin-
guishes them, i. e. the purely verbal and numerical nature of the s factors; these
are essentially different, and hence may conveniently be represented as + and
—. When we add the g and the V and N factors, as in Table 2.3, all the
correlations will be seen to be positive, as required. The methods used to give us
the factor saturations of this second (and any further) factor(s) are a little too
technical to be presented here, although in essence they too are quite simple in
practice. Factors are extracted one at a time, leaving a residue of residual
correlations which cannot be explained by the previous factor(s) extracted; we
simply go on extracting factors until the residual correlations are too small to
matter. We have several different methods for ascertaining the number of fac-
tors to be extracted (the rank of the matrix), but again this is too technical a
matter to be discussed here.

What is of much more interest is the way in which we can put in diagramma-
tic form the results of a factor analysis. Let us take the figures given in Table 2.3
of the factor saturations of our g and V-N factors, and plot these saturations
along Cartesian coordinates (see Fig.2.1). If our matrix is of rank two, i.e.
can be accurately represented by two factors, then all the intercorrelations
between the six tests are accurately shown by the relative positions of the six
points which represent the tests. The rule is that the correlation between any
two tests is given by their scalar product, i. e. by the cosine of the angle between
them multiplied by their distances from the origin. This has been indicated in
Fig. 2.1 for the correlation between tests 3 and 6. We take the angle o between
the two tests, and multiply this value by the product of the distances from 3 to
the origin, and from 6 to the origin, i. e. the lengths of the stippled paths. The
cosine of 90 ° is zero, so that any two tests shown at right angles would have zero
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correlation. The closer the two tests in the factor space (in this case, the flat,
two-dimensional space of the plane of the paper), the higher their correlation.
Tests 1 and 2 are clearly closest together in Fig. 2.1 and their correlation is the
highest in Table 2.3. Tests 3 and 6 are furthest apart, and their correlation is the
smallest.
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Fig. 2.1. Illustration of factor rotation

Two factors can easily be imagined, or drawn on paper; with three factors we
would already have difficulties, although they can be represented in a three-
dimensional figure (perhaps analogous to the ribs of an umbrella fully opened.)
With four and more factors we enter the realm of n-dimensional geometry
where algebra and mathematival symbolism take over, and the imagination
cannot follow. In principle, however, there are no special difficulties attending
the postulation of any number of independent (orthogonal) factors, which add
together to produce the observed matrix of intercorrelations. Instead of pursu-
ing this topic, let us return to Fig. 2.1 and discuss what it is that we have
discovered, and what it is that we add in a somewhat arbitrary fashion to the
picture. Essentially we have succeeded in showing, by a mathematically accept-
able technique, that a table of 36 intercorrelations can be represented by two
sets of altogether 12 factor saturations; this is a saving of considerable impor-
tance. When we have large numbers of correlations, as in the case of Thur-
stone’s great study of 56 tests, the saving is enormous, and the results are much
easier to survey; this is an important advantage. But there is no theoretical,
scientific advantage, unless we can give psychological meaning to our factors.
There is one difficulty to doing this, and that is the essential subjectivity of the
position of our factors in the dimensional space defined by our analysis. Let me
explain this in relation to Fig. 2.1. In the space defined by our analysis, the
position of the 6 tests is invariant; it is given by their intercorrelations, and
cannot be changed. But the two lines which represent the factors, and marked g
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and V-N, are somewhat arbitrary; they were useful as a sort of scaffolding in
constructing the space in which we have plotted our six tests, but once this has
been done their position can be changed without affecting the relations between
the tests, or their relative positions! Suppose we were to rotate these two lines,
in such a way that the N-V line coincided with that linking test 6 to the origin,
and the g line in such a way that it coincided with the line linking test 3 to the
origin. This would in no way alter anything in the diagram. We would now refer
our six tests to these two new ‘““factors”, giving them entirely new and different
saturations, but nothing material would have been altered. This is the problem
of rotation in factor analysis; how can we objectively and meaningfully define
the position of our factors in n-dimensional factor space? We shall confine our
discussion to two-dimensional space, for the sake of simplicity.

Let us first ask ourselves, would the rotated solution, i. e. in terms of factors
1" and 2', make any psychological sense? The answer must surely be in the
affirmative. Factor 1’ might be regarded as a verbal ability factor, factor 2’ as
one of numerical ability. General ability or g would disappear completely, very
much as it did in Thurstone’s reseatch. We might wonder why tests 4 and 5 had
saturations for factor 1’, and tests 1 and 2 for factor 2’, but there might be an
answer to this. Even numerical tests may call for some verbal ability, i. e. in
understanding instructions, or in verbalizing the procedures used in solution.
Similarly, verbal tests may require some simple counting, sufficient to “load”
them on numerical ability. This alternative position of the factors or “axes”
consequently makes psychological sense, just as much as the original position;
which is the correct one? As we shall see, this is not a scientifically meaningful
question; we shall consider it after looking at some attempts to lay down rules
according to which we might be able to rotate factors in a statistically invariant
manner. The major rule introduced to achieve this aim is that of ‘“‘simple struc-
ture”; it was first suggested by Thurstone. We can best show how it works by
considering an example.

Consider Table 2.4. This sets out twelve personality questions, six concerned
with neuroticism, six with extraversion-introversion. The key shows whether a
“Yes” answer counts towards the one or the other personality dimension. Table
2.5 shows the matrix of intercorrelations, and the factor saturations for the E
and N factors. Fig. 2.2 shows the diagrammatic representation of these satura-
tions; note how closely the six questions defining each factor cluster around the
axis in each case, and also that the angle between the axes is 90 °, i. e. that E and
N are quite uncorrelated, and absolutely independent. This solution was arrived
at by following ‘‘simple structure” rules; in brief these state that the preferred
solution should have as many zero factor saturations or loadings as possible.
(This is not the full requirement of the rule, but it will serve for our purposes.
Zero here does not mean exactly zero, but rather includes a band of very low
loadings, usually including anything less than 0.10; this is necessary because of
sampling errors.) In Fig. 2.2 there are 12 zero loadings in all; this is as many as
can possibly reach this value, and consequently no better solution is possible. In
addition it makes perfectly good psychological sense, and is in line with predic-
tion from theory ( Eysenck, 1947). Thurstone’s rule apparently works extremely
well, in this case at least.

39



Extroversion

110-
6 12
9e o8
10087
4 +
2 -
- 6
L | ! L ! 1 p4 4—14 ! Neuroticism
2 2 4 e« 6 2e
L °
3
2 L

Fig. 2.2. Relative positions in two-dimensional space of six neuroticism and six extraversion ques-
tionnaire items

Table 2.4. Personality questionnaire items

Key

A. Do you sometimes feel happy, sometimes depressed, without any apparent reason?

B. Do you have frequent ups and downs in mood, either with or without apparent cause?

C. Are you inclined to be moody?

D. Does your mind often wander while you are trying to concentrate?

E. Are you frequently ‘lost in thought’ even when supposed to be taking part in a conversation?
F. Are you sometimes bubbling over with energy and sometimes very sluggish?

G. Do you prefer action to planning for action?

H. Are you happiest when you get involved in some project that calls for rapid action?

I. Do you usually take the initiative in making new friends?

J. Are you inclined to be quick and sure in your actions?

K. Would you rate yourself as a lively individual?

L. Would you ve very unhappy, if you were prevented from making numerous social contacts?

mmmmmmZZZZZZ

Using this rule of simple structure on his intelligence test data, Thurstone
(1938) emerged with a number of apparently independent primary factors, or
separate abilities; his conclusion that there was no general factor of intelligence
seemed to follow from this. However, Eysenck (1939) reanalysed Thurstone’s
data and concluded that an alternative solution was equally possible, resulting in
a strong general factor and a number of special ability factors, rather like Thur-
stone’s primary abilities. The two alternatives are very much like those indicated
for a two-factor problem in Fig. 2.1. It is now generally agreed that no objective
choice can be made between these two solutions; they are of course capable of
being converted into each other by a simple mathematical formula, and are
therefore mathematically equivalent. However, another criticism may be made
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Table 2.5. Factor analyses of twelve personality questions

Factor
Intercorrelations saturations
1 2 3 4 5 6 7 8 9 10 11 12 E N
1 — 065 048 038 029 050 —0.04 0.08 —0.04 0.09 —0.07 0.01 0.01 0.75
2 065 — 060 035 027 046 001 0.02 —0.10 —0.11 —0.10 0.05 —0.06 0.74
3 048 060 — 030 025 045 —0.04 0.02 —0.06 —0.15 —0.150.08 —0.09 0.71
4 038 035 030 — 050 031 003 —0.08 —0.04 0.17 —0.04 0.06 0.02 0.58
5 029 027 025 050 — 032 —0.04 —0.09 —0.14 —0.14 0.17 0.02 —0.06 0.58
6 050 046 045 031 032 — 002 0.12 0.04 —0.02 0.070.13 0.09 0.63
7 —0.04 —0.04 0.04 0.03 —0.04 —0.02 — 040 0.12 0.17 0.200.16 048 0.00
8 0.08 002 002 —-008 —0.09 0.12 040 — 0.19 038 0.260.21 0.59 0.04
9 —0.04 —0.10 —0.06 —0.04 —0.14 0.04 0.12 019 — 0.08 0.44 053 0.59 —0.06
10 0.09 009 -0.15 0.17 —0.14 —-0.02 0.17 038 008 — 0.420.13 049 —0.04
11 -0.07 —-0.10 —0.15 —0.04 0.17 0.07 020 026 044 042 — 041 0.68 —0.02
12 001 005 008 006 002 0.13 016 021 053 013 041 — 0.64 0.09

of Thurstone’s work. He used as subjects highly selected University students,
i. e. a group differing only little from each other with respect to general mental
ability; hence we would not expect a very powerful general factor to emerge! It
is as if we looked for a general factor of height in a sample of London Police-
men, who are required to be at least 6 feet tall; variation in height is negligible in
this group, and we might only find a very weak factor of height. Thurstone
repeated his work on more random samples of school children ( 7hurstone and
Thurstone, 1941), and was now faced with an interesting dilemma in applying
the simple structure rule. This dilemma is illustrated in Fig. 2.3.

Let us assume that we have administered 8 tests of general ability to a group
of children; 4 of these tests measure numerical ability (N), and 4 measure spatial
ability (S). The position of the eight tests in two-dimensional space is as shown.
The solution in terms of g and an S — N factor would be that favoured by
Spearman (1927); the rotated solution in terms of S; and N; would be reached
according to Thurstone’s simple structure criterion. But note that there are in
fact practically no zero loadings; the two axes come as close as possible to the
clusters of tests, but nowhere reach them! This is of course due to the fact that
these clusters are too close together; in other words, they are themselves corre-
lated. (Remember that the angle of separation, or rather its cosine, indicates the
correlation between two variables or sets of variables.) If we want to have
proper ‘‘simple structure” we would have to draw our axes as is shown by the
stippled lines S, and N,. This would be satisfactory, but now we have two factors
which are not independent — the angle between these lines is 60 °, corresponding
to a correlation of +0.50! Thurstone was thus forced to make a choice — he
could retain simple structure, and abandon orthogonality (independence) bet-
ween factors, or he could retain independence and abandon simple structure.
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Fig. 2.3. Alternative placements of axes for describing the relationship among eight ability tests

He chose the former; he permitted factors to be correlated, as long as the rules
of simple structure were obeyed.

This immediately shows us a way out of our difficulty of having to choose
between two apparently equally good solutions, as in the case of Eysenck’s
reanalysis of Thurstone’s original data. We can admit a number of primary
abilities, but now note that these are themselves correlated! It is from these
correlations that we can derive a general factor, g, in the manner of Spearman.
In this way we can have our cake and eat it, too. The sort of model we would end
up with is a hierarchical one, as indicated in Fig. 2.4. There are a number of
correlated primary abilities (verbal, numerical, spatial, etc.); g or general intelli-
gence is deduced from the intercorrelations between factors, just as Spearman
originally deduced it from intercorrelations between tests. Each of the primary
factors, in turn, is based on the intercorrelations between tests (T;, T,, T5 . ..
T,.) The hierarchical model reconciles the apparently antagonistic positions of
Spearman and Thurstone, along lines originally suggested by Burt(1940). Does
this position square with the facts? Table 2.6 gives the intercorrelations between
Thurstone’s 6 major primary abilities, and the factor saturations deduced from
this matrix; it will be seen that the matrix itself is very close to one of rank one,
i. e. a matrix which obeys Spearman’s rule for the existence and extraction of a
general factor, g. Furthermore, the primary abilities are arranged in such a man-
ner that the saturations make perfectly good sense on the hypothesis of a gen-
eral factor of intelligence; thus reasoning has a very high saturation of 0.84,
while rote memory and spatial ability have quite low saturations. Thurstone
(Thurstone and Thurstone, 1941) himself agreed that this so-called ‘‘second-
order factor* (i. e. a factor extracted from the intercorrelations between primary
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Table 2.6. Intercorrelations among Thurstone’s “‘primary mental abilities”

Factor
R W A% N M S saturation

R  (0.71) 048 055 054 039 039 084 Reasoning

W 048 (0.48) 051 047 039 017 0.69 Word fluency

v 0.55 0.51 (046) 0.38 0.39 0.17 0.68 Verbal ability

N 0.54 0.47 0.38 (0.36) 0.19 0.22 0.60 Numerical ability
M 039 039 039 019 (022) 015 047 Rote memory

S 0.39 0.17 0.17 0.26 0.15 (0.12) 0.34 Spatial ability

G
(General intelligence)
(Other factors, e.g.  (Reasoning) (Verbal (Numerical (Spatial (Other factors,

Piaget’s conservation) %\ ability) ability) ability) ey]eit{ty)
Ti T2 T3 Ty Ts Te Ty Tg To Tig T11T12 T13T1aT15 Tie T17 T1gT19 T2o T2t T2 T2a Tos
Fig. 2.4. The hierarchical model of human abilities

factors) was in essence quite similar to Spearman’s g. Provided we permit the
extraction and rotation of correlated factors (also sometimes called “‘oblique”
because when diagrammed the axes are oblique, i. e. depart from orthogonal-
ity), there is no longer and argument between Spearman and Thurstone, or
either of them and Burt.

Thus far we have only dealt with artificial data, and the reader may wonder
to what extent these represent reality. Let us therefore next look at some real
data, namely intercorrelations between the ten subtests of the Wechsler W. P. P.
S.1, 1. e. a pre-school battery of tests very widely used. The construction follows
that of the adult version, which we shall discuss in some more detail in a later
chapter; essentially the test is subdivided into a verbal-educational and a practi-
cal-perceptual part, with the latter containing items presented in pictures and
blocks, rather than words and numbers. The study, which was carried out in my
Department by W. Yule and others administered the test to 76 boys and 74 girls
in the age range of 4-6'/> years. The sample was randomly divided into two
halves, each containing 38 boys and 37 girls, in order to see what extent the
factorial analyses of the results of the two samples would compare. The results
are shown in Table 2.7, for the two samples separately. The titles of the sub-
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Table 2.7. Two different factorial solutions of the Wechsler test subscales intercorrelations, rotated
into simple structure, with and without a general factor

I II I II III

Sample I — Factor Loadings

1 0.838 0.000 0.697 0.557 0.000 Information

2 0.884 0.000 0.778 0.382 0.000 Vocabulary

3 0.734 0.000 0.742 0.000 0.000 Arithmetic

4 0.609 0.000 0.581 0.000 0.000 Similarities

5 0.720 0.000 0.622 0.347 0.000 Comprehension

6 0.000 0.689 0.689 0.000 0.000 Animal House

7 0.000 0.705 0.663 0.000 0.000 Picture Completion

8 0.000 0.715 0.600 0.000 0.477 Mazes

9 0.000 0.560 0.567 0.000 0.000 Geometric Design
10 0.000 0.863 0.796 0.000 0.370 Block Design
r = 0.760

Sample II — Factor Loadings

1 0.695 0.000 0.576 0.313 0.000 Information

2 0.694 0.000 0.537 0.446 0.000 Vocabulary

3 0.718 0.000 0.733 0.000 0.000 Arithmetic

4 0.592 0.000 0.639 0.000 0.000 Similarities

5 0.799 0.000 0.638 0.694 0.000 Comprehension

6 0.000 0.422 0.429 0.000 0.000 Animal House

7 0.000 0.731 0.708 0.000 0.000 Picture Completion

8 0.000 0.702 0.562 0.000 0.545 Mazes

9 0.000 0.374 0.340 0.000 0.000 Geometric Design
10 0.000 0.784 0.698 0.000 0.320 Block Design
r=0.717

tests are given in the Table to give the reader some idea of what these tests are
like. The first two columns represent a typical Thurstone-type solution with
oblique (correlated) factors; it will be seen that the first factor has loadings only
on the verbal-educational tests, while the second factor has loadings only on the
practical-perceptual factor. Note particularly that these two factors are highly
correlated; r = (.76 for the first sub-sample, and 0.72 for the second.

The next three columns represent an alternative, Burt-type solution. Here
we have a general factor, i. e. all the tests have quite high loadings on this factor;
this is followed by two factors, corresponding to the verbal-educational and the
practical-perceptual factors respectively. The loadings for these two “primary”’
factors are now a good deal lower than before because much of the variance has
gone to the general factor; in the Thurstone-type solution this general factor is
implicit in the high correlation between the two “primaries”. At first sight the
two solutions look quite different, and seem to have different implications, but
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Fig. 2.5. Factorial solution of real-life intercorrelation matrix

they can be mathematically transformed one into the other, and psychologically
too they amount to much the same thing. It is easy to be misled into thinking
that two apparently different solutions must suggest entirely different
psychological mechanism, but this is not so. The two solutions are entirely
equivalent for all practical purposes.

Indeed, it is possible to calculate a third solution which is apparently differ-
ent again, but also amounts to much the same thing. In our second solution we
have presented factors 2 and 3 as independent; we would also have presented
them on one and the same factor, but with + and — loadings respectively. Such
a solution, from the same data, is shown in Fig. 2.5; this should be looked at as
analogous to our Fig. 2.3, but with real data. It may seem confusing at first that
there are so many mathematically equivalent solutions, all representing the
original data equally well; in fact there is an infinite number of such solutions,
and thus there is great importance in having rules by which to select the best-
fitting and psychologically most meaningful.

Note in Fig. 2.5., that the two sets of verbal-educational and practical-per-
ceptual tests fall into two quite clearly demarcated groups; that all the subtests
have high loadings on the general factor; and that the angle between the lines
drawn through the centres of the two clusters of subtests is just about 40 °, which
gives a correlation of 0.766 (cos 40 ° = 0.766). Thus this agrees perfectly with
the first solution given in Table 2.7 which showed a correlation of 0.760, and in
which the general factor is hidden in this oblique solution. The solution set out
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in Fig. 2.5 is perhaps to be preferred to the others because it gives the best and
simplest ad oculos demonstration of the actual relations obtaining between the
tests. It will be quite clear why simple structure and retention of orthogonality
between these two factors cannot both be retained, and why Thurstone aban-
doned orthogonality and preferred the retention of simple structure — the solu-
tion shows that if we look at the lines drawn through the clusters (representing
Thurstone factors as indicated in the first solution in Table 2.7), there is a
maximum number of zero loadings, namely 5 + 5 = 10. With general factor
loadings as high as those here found, ranging from a high of 0.83 to a low of
0.52, the sum of the ten subtests clearly gives a good measure of 1Q.

How about Spearman’s notion of tests so similar that they permitted identi-
cal specific factors (s) to upset the regularity of the matric of intercorrelations?
He might argue that Thurstone’s primary factors arose from precisely this cause;
that in other words he obtained a verbal factor because his verbal tests all were
rather similar in form, and thus produced correlations due to an s of “‘verbality”.
Looking at the tests typically used by Spearman and Thurstone, it is indeed
apparent that Thurstone tolerated tests which were quite similar in many ways,
while Spearman insisted on marked differences between them. The argument is
largely verbal from here on; fundamentally it matters little whether Thurstone’s
factors arose because of correlations due to sfactors or not. What matters is that
these factors have important functions in isolating different abilities which
determine a person’s differential success in verbal, numerical, spatial and other
types of school subjects, over and above general intelligence. We might think of
g as a kind of weighted average of all the primary abilities (weighted by the
relative importance, or factor saturations, of each primary ability); the separate
abilities can then be indicated on a graph in the form of a personal profile for a
given person. Such profiles are much more informative than a simple statement
of 1Q; they indicate the IQ by the general level of the profile, but also indicate
special strengths and weaknesses on the part of the examinee. Some types of
tests, such as the culture-fair ones, are almost entirely measures of g; they have
little by way of loadings on primary mental abilities. This would seem to follow
from Spearman’s theory of the nature of g, and it is satisfying to see the predic-
tion borne out. Other tests, such as vocabulary tests, also have high gloadings
(as well as a loading on the verbal factor, of course); the difference between
these tests rests largely on the differentiation already noted between g and g,
i. e. fluid and crystallized ability.

Reality is perhaps a little less clear-cut than Fig. 2.4 would indicate. Fig. 2.6
illustrates the picture most favoured by English psychologists ( Vernon, 1965).
He notes that g is at the top, as in Fig. 2.4; however, he also notes that there is
another powerful grouping of the primary factors in two sets, labelled respec-
tively v : ed (verbal-educational) and k:m. A habit has grown up of referring to
abilities by letters, just as we refer to general intelligence by the letter g; krefers
to spatial and 2 to motor ability. The letter f refers to fluency; wand v to verbal-
literary and verbal-linguistic ability respectively; # to numerical, p to perceptual
ability, and so forth. As Vernon says: ‘“After removing the general factor . . .,
the positive residual correlations always fall into two main groups — the verbal-
educational group and the spatial-practical-mechanical group. The v:ed factor
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usually yields additional minor fluency and divergent thinking abilities-scholas-
tic and n or number subfactors. Likewise the k:m complex includes perceptual,
physical, and psychomotor, as well as spatial and mechanical factors, which can
be further subdivided by more detailed testing. In addition there seem to be
various cross-links: for example clerical tests usually combine verbal ability and
perceptual speed, p; likewise maths and science depend both on number and
spatial abilities, » and 4. Sometimes an inductive reasoning ability (also very
relevant to science) can be distinguished, though most of the common variance
of reasoning tests is apt to be absorbed into g. At a still lower level in the
hierarchy come what are usually referred to as specific factors, though of course
any specific factor can be turned into an additional narrow group factor by
devising additional tests.”

i
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Fig. 2.6. Vernon’s model of the main general and group factors underlying tests relevant to educa-
tional and vocational achievements

The major division made by Vernon between v:ed and k:m may be related
to the differential functioning of the two hemispheres. There is a good deal of
evidence partly from split-brain studies (in which the corpus callosurm and other
structures joining the two hemispheres are cut for the relief of intractable
epilepsy), to indicate that superiority of speech, calculation and related linguistic
or analytic activities are predominantly located in the /eft hemisphere, and con-
figurational, spatial and synthetic activities in the right hemisphere ( Bogern and
Gazzaniga, 1965; Levi-Agresti and Sperry, 1968). Thus there seems to be
biological support for the major division of cognitive ability, aligning v:ed
abilities with the left hemisphere, and k:m abilities with the right hemisphere.
We shall later on discuss the biological basis of intelligence, and in particular the
relationship between IQ and such physiological measures as EEG evoked
potentials; it is interesting that in split-brain work, too, evoked potentials have
been linked with the differential roles of the two hemispheres ( Gattet al., 1977).

American authors have usually preferred to think largely in terms of primary
abilities, possibly by the erroneous analogy with chemical elements, imagining
that g is built up, like some gigantic molecule, from numerous atoms; English
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authors tend to follow some such hierarchical model as that of Vernon.
Mathematically of course the two schemes are identical, but from the scientific-
theoretical and from the practical points of view the British scheme is superior,
as has indeed been recognized also by many American writers (e. g. Humphreys,
1962; McNemar, 1964). The former reasons will be dealt with later on in some
detail; they are related to such theoretical predictions as those of Spearman,
concerning the nature of high gloading types of items, and the fact that biologi-
cal indices of intelligence, such as the A. E. P. (averaged evoked potential) is
correlated with measures of g regardless of the particular nature of the primary
abilities also measure by each test. The practical advantages in vocational gui-
dance and occupational selection, in school and university work, etc., are simply
that the major portion of the predictive burden is always borne by g, and after
that by v:ed or k:m; other factors make very little addition, except occasionally.
We thus save much time and money by concentrating on those factors and
measures which make the greatest contribution, rather than on those making the
least. This should not lead us to neglect the measurement of primary abilities
(even though the word “primary” may suggest a certain superiority for these
factors which they do not in fact possess); as scientists it is our duty to obtain as
clear and comprehensive a picture of the human intellect as possible.

What are the main primary abilities? In Check Your Own IQ I have given
typical examples of the test problem which define each factor. There are many
more factors, and those here given are defined by many more different tests
than could be reproduced here; the present selection is only given to illustrate
the range of problems used by psychologists. The tests illustrated are of course
all group tests, i. e. they can be administered to groups of children or adults at a
time. Many IQ tests require apparatus, and can only be administered to one
subject at a time (individual testing). The apparatus concerned might be shapes
cut out from wood which have to be fitted together, or blocks of wood, variously
coloured, which are to be combined to make certain patterns, or pictures with
pieces cut out which have to be inserted, etc. Young children seem to like
apparatus tests of this kind (as indeed do some adults) because it gives them
something to do with their hands. Individual tests are usually used with psychiat-
ric patients, the reason being that the examiner can detect, and make allowance
for, such features as wandering attention, lack of motivation, and even halluci-
nations which interfere with carrying on with the testing. For most other pur-
poses group tests are preferred, if only because they do not make such great
demands on the time of the psychologist; in fact, many such tests can be given by
teachers, social workers, nurses and other specially trained for the job. Tests can
also be administered by computer; the problems are shown in the form of slides,
and responses are made by pressing buttons. Instructions are given in the form
of slides also, and the score for each subject can be calculated within a matter of
seconds by the computer. The advantage of computer testing, apart from the
saving in man-power, is that the test items can be selected for each person in the
light of his performance (individualized testing). Thus if we have items ranging
in difficulty from O to 100, the computer might start with a problem at level 50;
if this is passed he goes on to level 75, if failed he goes down to level 25.
Depending on whether these new problems are passed or failed, the computer
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goes up or down the scale of difficulty until he homes on the approximate level
of competence of the subject being tested. In this way we save time by omitting
lots of items too easy or too difficult for our subject.

The factors most prominent are Reasoning (which has since been split up
into inductive and deductive reasoning), Verbal Ability, Numerical Ability, Spa-
tial Ability, Perceptual Speed, Rote Memory, and Perceptual Organization. Most
of these factors can in turn be subdivided; we shall come back to this problem in
a later chapter, and see that this has given rise to a rather different theory of the
“structure of intellect”. For the moment, however, we are interested only in
demonstrating the variety of tests which have been used in the factorial study of
intelligence.

Summarizing the factor-analytic evidence on the validity of the Spearman-
Thurstone-Burt theory of intelligence, we find that on the whole there is strong
support for the following conclusions: (1) The data are in agreement with the
proposition that all cognitive behaviour is determined to varying degree by a
general ability underlying all special manifestations; (2) Different persons pos-
sess this ability to varying degree;-(3) Tests similar in item content (verbal,
numerical, etc.) or mental processing requirement (memory, reasoning) may
require additional special abilities; (4) A hierarchical model best encompasses
these various facts. We shall consider in later chapters possible criticisms of the
model, as well as alternative models, such as those suggested by Guilford,
Piaget, Eysenck and others; for the moment let us merely state that the model as
outlined is successful in linking together a large number of divergent facts which
are difficult to account for in any other way. Critics who object to the model
would have to suggest a different model which would have to deal with the
following empirical findings: (1) Correlations between all cognitive tests range
themselves in the form of a “positive manifold™, i. e. all the correlations are
positive. (2) Factor saturations of tests closely follow prediction from Spear-
man’s noegenetic laws, as well as agreeing with common sense (i. €. considering
reasoning tests to be more diagnostic of mental ability than rote memory tests).
(3) Tests of g; correlate closely with tests of g., suggesting that learned behaviour
depends very much on fluid cognitive ability.

All the facts so far considered are statistical in nature, and are therefore
susceptible to the charge that they speak with a forked tongue; it is possible, as
we shall see later in considering Guilford’s ‘‘structure-of-intellect” model, to
distribute the variance of the general factor over a large number of very small
factors, and thus provide a statistically equivalent, although theoretically
inferior, model which cannot be disproved by statistical analysis alone. There
are fortunately direct experimental ways of answering the question of the
psychological meaningfulness of the general factor of intelligence, and although
these are rather technical we shall in brief consider two of these. The first deals
with the physiological basis of cognitive behaviour, and in particular the mea-
surement of the latency and amplitude of the A. E. P. (averaged evoked poten-
tial) on the EEG, i. e. an analysis of the brain waves recorded when visual or
auditory stimuli are suddenly presented to the subject. When this occurs, we
obtain a result as shown in Fig. 2.7. In this figure the band of small waves at the
beginning, enclosed in a stippled rectangle, is the baseline, i. e. the amount of
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Fig. 2.7. Averaged evoked potential responses, showing record of an actual subject. Adapted from
Shucard and Horn (1972)

reactivity shown without specific stimulation; this forms the background against
which the special effects of stimulation are seen. At point B the stimulus is
applied, and the numbered N and P peaks and troughs of the resulting waves are
the negative and positive components of the resulting AEPs.

The signal-to-noise ratio is low in this type of work, and hence many time-
locked evocations of the response are required to produce an averaged potential
which can be measured; fortunately these responses are very similar to each
other, and characteristic for a given person, so that averaging is possible. Erz/
(1968) first looked at these responses with a view to relating them to IQ, and
showed that latencies were longer for subjects with low IQs than for subjects
with high IQs. This tendency of brighter subjects to produce faster waves is
shown in Fig. 2.8; the effect will be quite obvious for these three rather different
subjects. These subjects were selected to illustrate the effect; in a later paper
Erd and Schafer (1969) published a more convincing comparison of ten bright
and ten dull subjects (Fig. 2.9) which shows much the same effect.

Ertl’s early work suffered from technical and methodological deficiencies, as
did many of the later studies, some of which failed to support his early findings;
the reported correlations in this early work of Ertl’s were too high to be readily
acceptable. However, later work of much better technical proficiency (e. g.
Shucard and Horn, 1973) has demonstrated beyond any doubt that quite sizable
correlations exist between A.E.P.s and IQ, particularly g; the correlations
observed depend to some extent on the number of different measures taken,
and their combination. (Streer et al., 1976, have shown the complexity of the
evoked response potentials in a factor analysis of correlations between them.)
We thus see that it is possible to find a physiological substrate of IQ, and one
which is highly heritable; we have found heritabilities of between 80% and 90%
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Fig. 2.8. Average evoked potentials from 3 subjects of widely differing psychometric intelligence.
Adapted from Ert/ (1968)

Table 2.8.

Latency: Verbal Spatial Total
P, —041 —0.39 —0.44
N, —0.44 —0.38 —0.45
P, —0.48 —0.44 —0.50
N, —0.34 —0.35 —0.38
P, —0.41 —0.29 —0.38
N, —0.29 —0.25 —0.30
Amplitude:

A3 0.31 0.10 0.22
A4 0.35 0.25 0.37
AS 0.31 0.19 0.27

Correlations between Verbal, Spatial and Total scores on the AH4 test intelligence, and evoked
potential latency and amplitude.

Numerical subscripts refer to successive waves; P and N, to positive and negative deviations
respectively.
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Fig. 2.9. Specimen visual evoked potentials for ten high and ten low IQ subjects. Adapted from Er/
and Schafer (1969)
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in our own work (Eysenck, 1973). The question now arises whether this phy-
siological measure is correlated with any particular type of mental test (verbal,
memory, spatial, numerical, etc.), or whether it is correlated rather with general
intelligence, i.e. relates significantly with all these different types of test.
Shucard and Horn (1972) have found evidence for the latter hypothesis, and
this must give strong support for the theory of g.

In our own laboratories, E.Hendrickson has found similar support
(Eysenck, 1973). Using the verbal and spatial parts of the AH4 test of intelli-
gence (a well-known and well-standardized IQ test) she correlated the scores of
93 adult subjects with both amplitude and latency of AEPs, using an auditory
stimulus. The observed correlations for the various parts of the resulting waves
are shown in Table 2.8; it will be seen that the correlations with verbal and
spatial ability are very similar (particularly when we bear in mind the respective
reliabilities of the sub-tests), thus demonstrating again that the correlation is
with general intelligence, rather than with special primary abilities. Amplitude
and latency are not correlated, so that we may add the correlations together via
their inverse hyperbolic tangent functions; this shows that the correlation bet-
ween IQ and AEP is about 0.6; this value is far from unity, of course, but a
promising beginning to the physiological study of IQ. The interpretation of
AEPs as possibly being related to the processing of information through the
cortex would admirably fit into a Spearman-type theory of mental functioning.?

An even simpler measure of biological efficiency than the evoked potential
is palmar conductance, i. e. the (lack of) resistance to the passage of an electric
current offered by the skin of the hand. This is conceived of as a measure of
cortical arousal, activated by the reticular formation, and has been found by
Bastendorf (1960) to be very significantly correlated with IQ as measured by the
Wechsler test. Bastendorf used six groups of children, divided into 9 and 12 year
olds, and within age groups divided into retarded, normal and superior. The IQs
of these three groups were 70, 100 and 132 for the 9 year olds, and 71, 100 and
130 for the 12 year olds. The mean palmar conductance levels, using a rather
arbitrary scale, were 34, 48 and 57 for the 9 year olds, and 48, 63 and 75 for the
12 year olds, the values ascending in size with increase of IQ for the two age
groups. The results show that palmar conductance increases with increasing age,
and it increases with increasing IQ; this suggests that the relationship between
mental age and conductance would be even greater than that between conduct-
ance and IQ. However that may be, there clearly is a statistically significant
relationship between conductance and intelligence (p < 0.001), suggesting
strongly the existence of some biological substratum for IQ. Bastendorf inter-
preted his results as falling into line with Wechsler’s conclusion that “any practi-
cal definition of intelligence must fundamentally be a biological one.”
(Wechsler, 1943).

Quite a different method of attempted proof constitutes our second type of
study. As we shall see in a later chapter, intelligence is inherited to a marked

3 Mental retardates have often been compared with normals with respect to the shape of the
evoked potential response; as expected, there are large and congruent differences (e. g. Bignum
et al., 1970).
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extent, and apart from the additive genetic factor there are also non-additive
ones, such as assortative mating (bright men marrying bright women, and vice
versa), and dominance. High IQ is dominant over low IQ, and it may be
deduced from this, following traditional genetic theory, that the children of
parents who show some degree of consanguinity (such as cousins) would have
lower IQs than the children of couples of similar IQ not related to each other.
This “inbreeding depression” does in fact exist (Bashi, 1977), and is quite
marked. Schull and Neel (1965) have demonstrated the effect on Japanese
children, using the Wechsler scale, which consists of 10 separate subtests which
span a wide range of different special abilities. (We shall look at this scale in
more detail in a later chapter.) The subscales measure general intelligence, but
with different success; in other words, their g loadings are different, ranging
roughly from 0.5 to 0.8. These loadings are almost identical in Japan and
America; there seems to be no cultural effect working in the direction of altering
the observed structure of the intellect between these two countries.

Jensen (private communication) argued as follows. If there is a genetic-
physiological substratum of g; if this is measured reasonably accurately by the
tests of the Wechsler battery; and if the factor loadings give an accurate picture
of the degree to which each test measures this g: then it should follow that the
degree to which each subtest shows inbreeding depression must be a function of
its g loading. In other words, tests having high g loadings should show the most
inbreeding depression, while tests having a low g loadings should show the least
inbreeding depression. He showed, using the published results of SchAull and
Neel (1965) that this was indeed so; the correlation between the two variables (g
loading and inbreeding depression) was highly significant, in the predicted
direction. It is difficult to see how this result could have been obtained unless g
did indeed have some objective existence; in other words, the result contradicts
decisively the notion that g is nothing but a statistical artefact.

In conclusion we would emphasize two points which often get submerged in
discussions of questions like ““Are IQ tests valid measures of intelligence?”” The
first of these points is concerned with the two meanings in psychology of the
term ‘““valid”. The term may refer to internal or external validity. Internal valid-
ity means essentially that empirical facts correspond more or less closely to
theoretical prediction; the facts clearly indicate that cognitive tests give rise to a
unitary concept which we may call intelligence or g, but which in any case is
obviously of considerable interest to psychologists. As far as internal validity is
concerned it may be preferable to follow Spearman’s example and refer to g,
leaving it to other types of approach to settle the question of whether g corres-
ponds in any reasonable manner to “intelligence” as commonly understood.
This quest is a matter for external validity, i. e. the determination of the correla-
tion between g and external indicators of intelligence widely accepted as reason-
able and representative. Thus if such a measure of gfailed to correlate positively
and reasonably highly with success at school, at university, in life, in one’s
occupation, and in other types of activity presumed to require intelligence for
success, then one would clearly not be justified in equating g and intelligence.
Conversely, if g correlated too highly with such other, practical measures of
achievement, we might be doubtful about our success in measuring intelligence;
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it is well known, and empirically demonstrable, that success in these various
venues is dependent on other qualities as well as on intelligence — qualities such
as persistence, emotional stability, strength of character, etc. Too high a correla-
tion between g and outside criteria would suggest that g was simply an amalgam
of many different, independent qualities, without any great psychological inter-
est — rather like the mixture of temperature and barometric pressure measured
by the open thermometer. We shall take up this question of external validity in a
later chapter; let us merely note here that the evidence is quite strong in sup-
porting the view that the correlation between gand external criteria is markedly
positive without being too high for acceptance.

The second point to be made relates to the construction of intelligence tests,
and although this will be discussed at some length in the next chapter, it may be
useful here to insist on the point that such construction is not dependent on
subjective decisions in the choice of tests, but is largely determined by objective
facts. (There is of course some element of subjectivity involved, but so there is,
as we have seen, in the construction of thermometers!) For the measurement of
g, we select tests on the basis of (a) high gsaturations in preliminary testing, and
(b) variety of content and mental ability tested. The higher the g saturations of
the tests, and the greater the variety of content and mental processing involved,
the better the final test. It is sometimes objected that IQ tests “‘are made by
white, middle-class psychologists for white, middle-class children”. This is sim-
ply untrue; tests which have high g saturations for white children and adults also
have high saturations for Japanese, or black children and adults; tests which
have high g saturations for middle-class children and adults also have high g
saturations for working-class children and adults; tests which have high gsatura-
tions for male children and adults also have high g saturations for female chil-
dren and adults. The choice is therefore objective; having specified the criteria
for choice, the social class, colour, or sex of the psychologist putting together the
test is largely immaterial. This is a consequence of the “indifference of the
indicator” which Spearman proclaimed; as long as the model we have outlined is
not displaced by a different and better model, so long will the construction of 1Q
tests be largely determined by objective factors.
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3 The Measurement of IQ

Everything that exists, exists in some quantity and can
therefore be measured

E. L. Thorndike

We have so far considered the meaning of intelligence, the kinds of problems
that are suitable for the measurement of intelligence, and the evidence for the
existence of a global capacity which might rightly be called intelligence. How-
ever, to undertake the actual measurement of this hypothetical construct
requires more than the existence of individual problems; we must have a scale
having certain psychometric properties. The problem is similar to that of the
early workers in the field of temperature measurement who also required to
have a proper scale, which they attempted to provide by having a freezing point
(0° centigrade) at the bottom, and the boiling point (100° centigrade) at the top,
and dividing this range into one hundred equal parts. Something analogous was
needed in psychology, and this was first of all provided by the French psycholog-
ist Alfred Binet. His work generated eventually the concept of the IQ, but the
actual method he used has been given up by modern workers. The scales he
constructed are age scales, i. €. they relate a person’s performance on a given set
of tests to the average age at which these tests are successfully completed by
children of different ages. As we shall see, age scales are complex to construct,
depend on assumptions which are only very partially fulfilled in reality, and lose
all meaning once the growth of intelligence with age ceases in late adolescence.

Age scales have been supplanted in most countries, and certainly for adult
testing, by point scales, although for the sake of convenience, point scales are
usually interpreted in terms of IQ. — in spite of the fact that these scores have
nothing to do with quotients of any kind. More recent still, and another impor-
tant step forward, is the development of measurement models first developed by
Rasch (1960, 1966) in Copenhagen in the early sixties. This model, which is in
many ways superior to either age or point scales, has not yet been widely used
for the construction of intelligence tests, but will undoubtedly be so used in the
future. In this chapter we shall begin by discussing age scales, and in particular
the Binet-Simon scale, then go on to point scales, particularly the Wechsler
scales, and end with a consideration of the Rasch-type scales. We will then go on
to discuss some general problems of measurement which apply to all these
scales.

The intelligence scales that Binet constructed were the result of a number of
influences and theories, and of a variety of practical measures and experiments
in tests, which created a climate which made possible this new development.
Much of this climate is due to Sir Francis Galton, one of those universal geniuses
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who excel in many different fields. In 1869 Galron had published his classic
paper on ‘‘Classification of men according to their natural gifts”’, in which he
anticipated Spearman’s theory of general ability and special abilities; he carried
out many practical studies concerning a large number of psychophysiological
variables, such as anthropometric measures of hand, arm and body length,
reaction time, sensory acuity etc. His work led him to invent the statistical
technique of correlation, and he was the first to use the term menral test. He and
many others tried to use measures of acuity, of reflex activity, and other phy-
siological functions as measures of intelligence, but these efforts failed on the
whole. Some writers, including for instance Ebbinghaus, produced tests which
would later on be found to be good measures of intelligence, but they had no
way of demonstrating this. The first to construct an actual scale for the measure-
ment of intelligence were two Frenchmen, Blin and Damaye, some of whose
problems were later on taken over by Binet and Simon. They used such ques-
tions as: “What colour is this pencil?”’ ““Are you less thirsty when it is hot then
when it is cold?” “Is a week longer than a month?” “What do soldiers have on
their heads?”’, and such instructions as: ‘‘Put out your tongue.” “Put your finger
on your left eye.” “Go to the wall and come back here.” They would also ask
such questions as “What is the difference between the Catholic religion and the
Protestant religion*?”’

Binet’s interest in the problem of intelligence measurement had begun in
1896, when he published an article together with Henri in which he criticised
earlier attempts at mental testing. Binet and Henri believed that the tests com-
monly used were weighted too heavily in the direction of sensory functioning
and the most simple of psychological processes, and they considered that the
tests failed to contain a sufficiently varied sample of measures related to the
various mental faculties. They suggested the outline of a mental test which they
considered more adequate. This test would be designed to sample a variety of
psychological functions, using superior or higher mental abilities, and would
include tests of such abilities as memory for various materials such as musical
notes, digits and words; and tests of imagery, imagination, attention, com-
prehension, suggestibility, moral attitudes, aesthetic appreciation, judgment and
others, making ten faculties in all to be measured.

This programme was brought to fruition when in 1904 the French Minister
of Public Instruction formed a committee whose task was to study how mentally
defective and severely retarded children could best be taught. One of their
recommendations was the inclusion of psychological examinations to determine
the child’s ability to profit from instruction in the ordinary school, and this
recommendation proved a starting point for the development by Biner and
Simon first of a set of tests, published in 1905 and, three years later, of the first
Binet-Simon intelligence scales designed for children aged between three and
twelve. It was in the 1908 report that Binet and Simon formally introduced the
concept of mental age by specifically listing the three to eight items that could be
passed by the majority of children at each age level from three through thirteen

4 A good account of the history of the Binet test and its forerunners can be found in Matarazzo
(1972).
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Fig. 3.1. Distribution of IQ test categories, giving rough indication of the meaning of these
categories

years. There were fifty—eight such items. The principle underlying the age scale,
which had first been suggested and used by S. £. Chaille in 1887 and published
in the little known New Orleans Medical and Surgical Journal, is that children
are arranged according to the age at which the tests are normally passed. In
other words, we ascertain the average age at which children first pass a given
item. We then apply the scale to a given child whose intelligence we wish to
estimate, and determine at what level he begins to fail items. His mental age is
determined by the age level of the items with which he succeeds. If he succeeds
with all the seven year old items, and succeeds with 50% of the eight year old
items as well, then his mental age would be seven years and six months. (Pro-
vided of course that he fails all the items of the nine year or higher age group.)
This mental age is determined quite independently of the child’s chronological
age; a child with a mental age of eight could be five years old or ten years old,
and Binet and Simon determined the relative brightness of a child by looking at
the difference between his chronological and his mental age.

This is not a satisfactory procedure because a difference of one year looms
very large in the record of a child who is young, say three or four years old, but
makes little difference to a child who is twelve or thirteen. The German
psychologist W. Stern suggested the use of a ratio, i. e. the ratio of mental age
over chronological age; this is usually multiplied by one hundred to get rid of the
decimal point so that formula reads: IQ = 100 (MA/CA). By definition the
mean IQ of a given group or population must be 100, and scores above 100
indicate high intelligence, scores below 100 low intelligence. The distribution of
IQs in the normal population is of course continuous, but it is customary to label
various groups in the manner indicated in Fig. 3.1. This process is meaningful
only as long as the relation between score and age is linear, and this is roughly
true between the ages of four and twelve, although linearity may hold up a little
beyond the age of twelve. Figure 3.2 indicates the development of intelligence
as found in a study by N. Bayley in which the same individuals were repeatedly
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Fig. 3.2. Theoretical curve of growth of intelligence, based on repeated testing of the same individu-
als. Adapted from N. Bailey’s Development of mental abilities, 1970

tested. Clearly the concept of IQ as a quotient ceases to have much meaning
beyond the age of sixteen, and is certainly useless for adults. Beyond the age of
twenty, adults would retain the same mental age but increase their chronological
age so that a person who has an IQ of 100 at the age of twenty would have an IQ
of 50 at the age of forty! This is clearly nonsense, and point scales were intro-
duced partly in order to obviate this difficulty.

It may be interesting to take a brief look at some of the test items which
Binet used in his 1908 scale. At the age of three, a child can point to nose, eyes,
or mouth; can repeat sentences of six syllables; can repeat two digits; can
enumerate objects in a picture, and give his family name. At the age of four he
knows his sex, can name certain familiar objects shown to him such as a key,
pocket knife or penny; he can repeat three digits and can indicate which is the
longer of two lines five and six centimetres in length respectively.

At the age of five, the child can indicate the heavier of two cubes, one
weighing three and the other twelve grams; he can copy a square, using pen
and ink; he can construct a rectangle from two pieces of cardboard, having a
model to look at; and he can count four pennies. At the age of six, he knows
right and left as shown by indicating right hand and left ear; he can repeat
sentences of sixteen syllables; he can define familiar objects in terms of their
use; he can execute a triple order; he knows his age and he knows morning and
afternoon. At the age of seven he can tell what is missing in unfinished pictures;
he knows the number of fingers on each hand or both hands without counting
them; he can copy a diamond, using pen and ink; he can repeat five digits; he
can describe pictures as scenes; he can count thirteen pennies; and he knows the
names of four common coins. These are typical of the accomplishments of
younger children, and while the facts and broad outline of development were of
course known to people interested in children for many years, the exact deter-
mination of the mean age at which the child becomes able to carry out these
tests was crucial for the construction of Binet’s scale.

59



Binet’s whole theory of course is based on the fact that the child’s intelli-
gence actually increases with age, at a fairly uniform rate. The facts of this
development can be brought home most clearly to adults by looking at the
sequence already suggested in what has been said about some of the tests used
by Binet. At the age of five for instance a child can copy a square; it is not until
the age of seven that he can copy a diamond. This fact has been used at the
Gesell Institute of Child Study at Yale University as the basis for a figure
copying test. (Fig.3.3) The items are sequentially arranged in order of difficulty,
and as the child gets older, he is more able to copy the more difficult items. The
child is simply instructed to copy the items on paper, and it is found that young
children succeed only with the first one or two items; as they get older, they
succeed with more and more difficult items. This is not a function of teaching; it
is practically impossible to coach a young child to succeed with an item which is
beyond his ability. Even when by dint of hard practice a child is taught to
succeed with an item beyond his age, he is found soon to forget his skill after a
few days, and to return to his proper stage. This test correlates very well with
other tests of intelligence, and is less influenced by cultural and environmental
factors than most.

Y

OO

Fig. 3.3. Gesell Figure Copying Test

Binet’s test has been widely used, and has profoundly influenced the con-
struction of many other tests. Later revisions have been published by him, and
revisions of these revisions in America, England and elsewhere. Binet believed
that it was possible to raise intellectual performance by environmental interven-
tion, and developed a series of procedures referred to as ‘“‘mental orthopaedics”.
These procedures were designed to increase facility on certain component skills,
in the hope that such training would improve overall intellectual functioning.
There is no doubt, as we shall see, that this is feasible, although there are
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apparently fairly strict limitations on the degree to which improvements of this
kind can be made.

Binet’s views on the nature of intelligence incorporate a clear paradox. His
original belief about the nature of intelligence was dominated by the then cur-
rent views of faculty psychology, i. e. the belief that there were a number of
faculties (memory, imagination, reasoning, etc.,) which were independent and
which could be located in different parts of the brain; this would lead to the
belief that intelligence was defined by a diverse set of independent abilities. Yet
the test Binet eventually developed issued in a single index of mental ability,
suggesting that intelligence was unitary. Binet never discussed this issue in suffi-
cient detail to make it clear what he really believed, and his theoretical views are
now of purely historical interest. Probably Tuddenham (1962) was right when
he summarized Binet’s views by saying that ‘“‘Regarding intelligence as a product
of many abilities, Binet sought in his tests to measure not an entity of single
dimension — “‘general intelligence” — but rather an average level — “intelligence
in general” (page 489).” This would also be the view of many American
psychologists nowadays, but it does not account for the fact that these many
abilities do in fact correlate together, as we have seen, and produce a matrix of
rank one — or something very near it. This fact suggests very strongly that to
some degree at least intelligence is a meaningful entity.

The principles of the “age”-type test make the concept of the IQ meaning-
ful; it is indeed a quotient. However, as we have seen, this quotient makes
nonsense when applied to adults, and the whole method of test construction is
clumsy and often leads to odd results — such as different standard deviations in
IQ at different ages. (The meaning of S. D. s will be explained presently.) For
these and many other reasons, test makers generally prefer the method of the
so-called “point” scales, although results are still usually expressed in terms of
IQ - this is done for the sake of convenience, and while it may be confusing has
become so firmly ingrained in the mental habits of psychologists and test users
alike that we shall have to follow suit here.

We have already seen that 1Qs, when plotted for whole groups of children or
adults, tend to fall into a “normal” distribution, i. e. the kind of distribution
which is often known affer its discoverer as “Gaussian”. Figure 3.4 shows such a
distribution of IQs, also indicating the proportion of members of the group
expected to lie between certain limits. Thus 25% have 1Qs between 100 and
110, or between 100 and 90; 2% have I1Qs between 130 and 140, or between 60
and 70, and so forth. The normal distribution has many statistical properties of
great interest; the major one to be noted here is that it is completely described
by just two numbers. The first of these is the mean, in this case of course 100.
The other describes the variability of the character measured; this is the so-
called standard deviation (S.D.) Looking at the curve in Fig. 3.4, we can see
that as we descend from the top towards the bottom, the curve bends first one
way, then the other. The point where the one bend is transformed into the other
locates the S. D. point; in the case of our curve it lies at £+ 15, 1. e. at 115 and at
85 IQ, respectively. Knowing only that IQ has a mean of 100 and a S. D. of 15
gives us all the information contained in Fig. 3.4, and indeed a great deal more.
In actual fact the distribution of IQ is not exactly normal, in this sense; we shall
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Fig. 3.4. Normal frequency distribution of IQs (Gaussian curve), indicating the percent of cases to
be expected at various levels

return to this point presently. However, for all practical purposes we can neglect
minor deviations and concentrate on the derivation of point scales, and the
determination of their IQ equivalents.

Before doing so, we may just note that the S. D. of the IQ is not precisely
known; the figure of 15 is approximate, and will be retained for our further
discussion, although different tests, and different populations, give rise to diffe-
rent S.D.s. This makes sense; we would obviously get a larger S.D. if we
included mental defectives in institutions in our sample, than we would if we
excluded them. Most studies do so exclude mental defectives, and therefore
underestimate the S. D. Few studies in fact can be said to test random samples of
the population; this is an almost impossible task — certain individuals are almost
always excluded (mental defectives, inmates of mental hospitals, prisoners, and
down-and-outs.) In addition it can be argued that the purer a test is as a measure
of intelligence (i. e. the higher its g saturation), the greater will its S. D. be.
Consider a test made up of two types of items, correlating together perhaps
0.60, and suppose that IQs derived from each set separately have a S. D. of 20.
The correlation indicates that a child having an extremely high or low score on
one set of items will not have such an extreme score on the other otherwise the
correlation would be much higher); that means that the curve of distribution of
scores will become thinner, i. e. have a lower S. D. In the case mentioned, the
S. D. of the combined set of items would be more like 15! Cartell (1971) has
suggested that tests of g. are more likely to combine different items in this
manner, while tests of g are more simple, so that consequently the latter type of
test would have a larger S. D. Figure 3.5 shows that this is so; tests of the former
type have a S. D. of 16, tests of the latter type one of 24. In comparing IQs,
differences in S. D. must always be borne in mind, as otherwise comparisons are
meaningless. As we shall see later, S. D. s vary with age, so that comparisons
between age groups present a hazard unless we convert results from one group
into IQs having a similar S. D.

Let us suppose that we have administered a test consisting of 142 items to a
group of adults who are a representative sample of the population, and let us
further assume that the mean score of this group was 90, and the S. D. 10. We
can immediately translate these figures into IQs by saying, first of all, that the
mean score, 90 points, must by definition be equal to an IQ of 100. An IQ of
115 is one S. D. above the mean, and so is a score of 100 points (90=+10);
consequently a score of 100 is equal to an IQ of 115. Similarly, a score of 80 is
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equivalent to an IQ of 85. In this manner we can go on to translate scores into
IQs — always remembering that this is just a statistical exercise, and that these
artificial IQ are merely equivalents, not real quotients in any sense. In this way
we can create a point scale, and score it in terms of IQ, without encountering the
difficulties .and absurdities of constructing an actual age scale. Note that in the
point scale our real unit of measurement is not a quotient (as in IQ measure-
ment proper), nor a simple point score, but rather the S. D.; properly speaking
we should score a person as being 1 S. D. above the mean, or 2'/> S. D. s below
the mean, etc. Measurement in terms of the S. D. (also sometimes denoted by
the Greek letter sigma) is referred to as a standard measure; if we now re-
translate these standard measures into artificial IQs, as in our example above,
we are still in fact dealing with standard measures. This is important because
measurement in standard terms liberates us from the restrictions of the particu-
lar unit of measurement employed (meter, ounce, pound, IQ), and allows us to
compare and correlate characters not sharing the same unit of measurement. It
also gives us a scale having interesting and important qualities, such as compara-
bility of units.

We have just stated that the normal curve does not exactly apply to point
scale data. There are two major reasons for this, the first trivial, the second of
great importance. The trivial reason is that by deviating from proper standards
of test construction we can cause the distribution of scores to differ significantly
from normal, and indeed become bimodal or U-shaped. Consider an extreme
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example. Suppose we were to construct a test having only two kinds of items —
those easy enough to be solved by anyone above IQ 90, and those so difficult
that only those with IQ 110+ could solve them. There would be a large heap of
individuals all with high scores, namely those with IQs above 90, who succeeded
in solving all the easy items. The distribution would be grossly skewed, and be
quite unlike a normal distribution. Similarly, consider a perfectly well con-
structed IQ test, and suppose that we add a large number of very easy items.
These would discriminate between the dull subjects, but not between the bright
ones (all of whom would solve practically all the items), and in this way we
would get a long tail on the left of the distribution, again causing a marked skew.

Clearly it would be absurd to do these things, but minor errors of this kind
do occur, and produce various slight departures from normality in actual dis-
tributions found with widely-used tests. The fact that we can influence the
observed distribution by choice of items has led some people to argue that the
distribution of IQs is arbitrary and subjectively controlled by the test maker, and
the we cannot properly speak of the underlying distribution at all. This is not a
reasonable conclusion. There are obvious rules of test construction which must
be followed in order to obtain a sensible result; e. g. problems of all levels of
difficulty must be presented, in reasonable proportions — to arbitrarily include
too many easy or difficult problems goes counter to these rules. As we shall see,
problem difficulty must be taken into account in constructing proper scales of
measurement, and this is done in the more modern types of test. For certain
practical purposes we may indeed construct tests having, say, much larger num-
bers of difficult than easy items; such a test might be used, for example, in
selection for advanced education, where our interest is not in the distribution of
IQ in the population, but rather in differentiating as efficiently as possible
among the brightest 30% of the population, and where therefore we would not
be interested in the relatively dull. But such a test, and the distribution of IQs
obtained with it, would be irrelevant to the problem of distribution of IQ in the
general population.

The other cause of departure from normality is much more serious ( Roberts,
1952). It is usually found that there are many more cases of very low IQ (below
60 points or so) in the population than there ought to be on the hypothesis of a
normal distribution; Fig. 3.6 illustrates this fact (although it exaggerates the
hump in the tail for expository purposes.) Why this hump? There are two main
reasons. In the first place, some children suffer birth injuries to the brain, with
serious consequences for their subsequent mental development. These children
furnish us with one group of very low IQ subjects whose low IQ cannot be
accounted for in terms of the normal distribution. Secondly there are children
suffering from single-gene intellectual defect, i. e. children in whom the defect is
produced by very rare genes having the power to interfere with physical,
metabolical and anatomical developments essential to the normal development
of intelligence. Mongolism (Down’s disease), phenylketonuria, and others are
examples of such diseases. The existence of such disorders, or of birth injuries,
does not invalidate the hypothesis of a normal distribution for intelligence; it
merely suggests caution in actually describing existing populations.

While this departure from normality is relatively easy to explain, the fact
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Fig. 3.6. Theoretical “normal” distribution of IQs (shaded curve) and the actual distribution in the
population (heavy line), with the lower hump exaggerated for expository purposes. Adapted from
Jensen (1972)

that at the other extreme of the curve there is a similar excess of cases is more
mysterious (Burt, 1963). It is usually found that high and very high IQs are
found more frequently than should be the case if the distribution were exactly
normal. It may be possible to explain this fact by assuming that intelligence is
dependent upon the combined effect of large numbers of genes; as we shall see
this assumption is in line with empirical evidence. If now all these genes were of
equal influence, the resultant distribution would be normal. If however, some of
the genes exerted a larger influence than others, we would find a distribution
with exaggerated tail effects, i. e. with too large a number of extremely high and
extremely low scorers. There is at present no way of testing this hypothesis; it
may or it may not be true. It could also be that similarly there were a great many
different environmental causes which exerted an influence on IQ; if some
exerted a much greater influence than others, again we would find a distribution
extendet towards the ends. A decision between environmental and genetic
theories must be left until a later chapter.

Nearly all modern IQ tests are point scales, translated (though not always)
into IQ equivalents. Perhaps the best known of these tests is the Wechsler Scale,
which is available both for use with adults (WAIS) and with children (WISC).
The test consists of a number of subtests, some of which are verbal or numerical,
others practical (i. e. requiring the manipulation of objects). This allows the
tester to derive two separate (but of course quite highly correlated) IQs, namely
a verbal and a performance IQ. There are hundreds of other tests, usually group
tests, which give rise to some form of IQ); it should however, be borne in mind
that because a test is labelled a test of intelligence, and purports to give an IQ
score, it is not necessarily a good test of intelligence, or comparable to a Binet or
a Wechsler. There are many very bad tests about, and results obtained with
these tests are misleading and erroneous at best.

The verbal and performance scales of the Wechsler appear closely analogous
to the v:ed and the k:m factors of Vernon which we introduced in Chapter 2.
Does factor analysis of the correlations between the subtests of the Wechsler
bear out this interpretation? Berger et al. (1969) have reported detailed factor
analyses of such correlations for four different age groups, and extracted four
factors for each group. Only the first two in each case are of much interest; the
third and fourth factors have very low loadings and are difficult or impossible to
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Table 3.1. Factor saturations of Wechsler subtests

Age 18-19 Age 25-34 Age 45-54 Age 60-75
Subtests Factors Factors Factors Factors

1 2 1 2 1 2 1 2
Information 57 12 44 08 55 05 66 02
Comprehension 57 02 53 10 51 09 61 02
Arithmetic 52 09 16 10 24 10 55 17
Similarities 58 10 48 04 45 10 43 19
Digit Span 50 05 10 03 08 09 38 07
Vocabulary 68 01 60 —00 60 —06 67 —03
Digit Symbol 42 14 21 21 14 11 19 40
Picture Completion 20 48 21 42 21 30 24 23
Block Design 08 60 03 55 01 55 05 66
Picture Arrangement 14 44 17 32 20 18 21 34
Object Assembly 01 61 —-01 59 04 52 —-00 57

interpret. Loadings for the first two factors, for all four age groups, are shown,
are shown in Table 3.1. It will be seen that the first factor, corresponding to
v:ed, loads on information, comprehension, arithmetic, similarities, vocabulary,
and (for the youngest and oldest groups only) digit span and digit symbol). The
second factor, corresponding to k:m, loads on picture competion, block design,
picture arrangement, and object assembly. The names of the tests are self-
explanatory (although readers interested in the measurement of intelligence
should certainly acquaint themselves with the details of the test by having them-
selves tested, and by testing others), and the outcome is clearly in support of
Vernon’s hypothesis.

We have now looked at age and point scales; we next take a brief look at the
so-called Rasch scales — named after Georg Rasch, a Danish psychologist. (A
good discussion is given by Gugjahr, 1974). The look must be brief because the
rationale underlying these scales is mathematically complex, and furthermore
none but the recently developed British Intelligence Scale has really been
designed to take advantage of the improvements made in test construction by
this new method of scaling. Rasch begins by taking exception to some of the
requirements of age and point scales, particularly their dependence on compari-
sons of an individual’s performance with the performance of others of like age.
This is not usual practice in physical measurement, i. e. of length, or of tempera-
ture; we measure length and temperature in absolute terms, without having to
compare the particular sample we are measuring with other samples. Rasch
wants to introduce independent and absolute scaling, and in doing so he more
formally than anyone else has introduced the measurement of item difficulty
into the measurement process. The requirements for such scaling are four fold:
1. Item difficulties are independent of the abilities of persons attempting them —
in other words, if item a is more difficult by a certain factor than item b for
Mr. X, then it must also be that much more difficult for Mr. Y, and Mr. Z, etc. 2.
Item difficulties are independent of the difficulties of other items in the test —in
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other words, if item « has a difficulty of 10 on some scale of item difficulty, then
the fact that there are other items in the scale of varying difficulty levels must
not influence the difficulty level of item a. 3. Person abilities are independent of
the particular items attempted — in other words, a person has a certain ability
which can be given an absolute value along some scale, and this ability does not
depend on the particular choice of items used for testing. 4. Person abilities are
independent of the abilities of other persons taking the test.

Two simple assumptions are involved in these requirements. The first is that
items have a unidimensional difficulty which is independent of the difficulties of
other items in the set and of the abilities of subjects who attempt them. This
means in essence that all items in the test discriminate along the same ability
dimension and no other. The second assumption is that people have a unidimen-
sional ability which alone determines their performance on the test, and this
ability is independent of the abilities of other people who take the same test, and
of the difficulties of the items which they attempt. In as far as people perform
differently on the items of a test (leaving out chance errors for the moment), we
may say that a single ability parameter accounts for their performance on each
item. Provided the difficulties of all items attempted are known, this ability
parameter can be computed and will be the same for the same person, regardless
what subset of the available calibrated items is attempted. Both item difficulties
and test subjects are characterised by a single measure, and all item difficulties
measure the same thing as each other and as the person abilities measure. /rern
and person measurements are on the same scale.

Early work on the British Intelligence Scale suggests that these requirements
are fulfilled to a reasonable extent by existing types of intelligence test items.
This means that we are able to construct interval scales for intelligence, i. e.
scales in which the intervals between successive points are equal in a meaningful
way. Temperature measurement in degrees Fahrenheit or Celsius is such an
interval scale; we have already seen that there are some difficulties even in that
field to obtain proper equality of intervals when different measuring instruments
are used, and no doubt similar difficulties will arise in working with the Rasch
model. Even more desirable would be a ratio scale, i. e. a scale in which we have
an absolute zero. Measurement of quantities such as length in metres or yards
possesses such an absolute zero, and indeed so has temperature; we can find a
point (by extrapolation) which is meaningfully associated with complete
molecular movement, i. e. absolute zero. This point lies at — 273° Celsius, and
the temperature scale based on this is named after Lord Kelvin, who discovered
this point. Can we hold out the possibility that IQ too could in due course be
measured on a ratio scale? Thurstone (1928) has attempted to establish such an
absolute zero point by extrapolation, based on the finding that in the Binet test,
dispersion in ability, measured in sigma units, actually increases with age; if
sigma = 1.00 at age 3.5 (i. e. in the three-year old group), then it is 1.792 at the
age of 14.5 (i. e. in the year old group). This change in variability was found to
have a linear relationship with mean test performance for a number of tests, and
by extrapolating this straight line below the ages where tests can be given, until
variability vanished, Thurstone found a true zero for ability; this was located
just a few weeks before birth. We thus possess scales which in essentials resem-
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ble the most powerful physical scales, having a true zero point and equal units.
In practice there are of course still many detailed difficulties to overcome, and
no doubt we will encounter many more. Nevertheless, it is important to realize
that many of the objections made by those critics who have not looked in detail
into the psychometric properties of mental testing are untrue and irrelevant in
principle. This is a great advance since the days of Binet and Simon.

The Rasch model has been introduced here partly to point out the sort of
work psychometrists and statisticians are doing at present in efforts to improve
the rationale of mental testing; it was also introduced in anticipation of argu-
ments to be presented in a later chapter concerning the breaking up of the IQ
into its constituent parts. The methods used there are based in part on the type
of analysis used by Rasch, and a preliminary view, however superficial, of his
arguments seemed appropriate. The details of course are inevitably closely
wrapped up in statistics, and would not be suitable for presentation here, and
the same is true of Thurstone‘s derivation of a true zero for mental ability.

In summary of this section, we may say that the day of the age scale is
definitely finished; it seems most unlikely that anyone will ever again produce a
scale such as the Binet. The labour is prohibitive, the disadvantages too great,
and the statistical advances which have since been made rule it out as inapprop-
riate. The days of the simple point scale are probably numbered; scales which do
not take difficulty levels of items into account in the construction of the test in
something more than the usual casual manner do not make proper use of all the
information that should be available about items. The future must lie with
models such as the Rasch model, although here we are still at a stage of develop-
ment where much work remains to be done. Measurement proceeds by steps
from the most elementary and unsatisfactory to better and better methods;
there is no end to this progression. Just as the measurement of temperature
started out with quite elementary errors (such as not sealing the top ot the
thermoscope, thus mixing up temperature and atmospheric pressure), to the
measurement of intelligence started with rather unsatisfactory scales. Just as the
measurement of temperature even now is far from completely satisfactory, so
obviously the measurement of intelligence is still far from satisfactory. The truth
is that measurement is closely tied up with the development of a satisfactory
theory about the phenomena in question. Until we have a more satisfactory
theory of intelligence, our measurements will be less than perfect.

We must now turn to a consideration of certain problems and criticisms
which are often made of mental testing. We have already noted the criticism,
often voiced, that IQ tests are made by white, middle class psychologists for
white, middle class children, and we have also noted, in our discussion of the
construction of test items, that these are selected on an objective, empirical
basis, and not through the whim or prejudice of the test constructor. We have in
this chapter presented evidence to show that these objectively selected test
items are put together into tests along lines which are equally objective and
empirical. Results from such, appropriately constructed and used, show that
neither colour nor race affects test scores in the direction expected from the
criticism. Japanese children and adults, as Lynn (1977) has shown, grow up in a
society which spends much less money on education, and where that education
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certainly is not ‘‘by whites and for whites”’; yet on the Wechsler tests children in
all age groups from 5 to 15 were found to score higher than American children
(mean score of the Japanese children = 103.1 on the performance scale). This
amounts to a difference of 4.6 points, as the American norm for all Americans
would be 98.5, for various reasons discussed by Lynn. Later tests gave even
greater differences, amounting fo over ten points of IQ (the Japanese IQ mean
was 111.7!) After some discussion of possible artefacts, Lynn concludes that
“the Japanese mean IQ is significantly higher than that of North American
Caucasians by somewhere between approximately three and ten IQ points. If a
single figure for the mean Japanese IQ is required the most reasonable proce-
dure is probably to take the average from the three Wechsler standardizations,
weighted for the sizes of the samples. This gives an overall Japanese mean 1Q of
106.6. It is believed that this is the highest mean IQ ever recordet for a national
population.” (P.70) Note that this “highest IQ ever recordet” was found for a
non-white population significantly less ‘“middle class” than many others with
which it can be compared, and who scored significantly lower!

This finding would be difficult"to explain in terms of environmental advan-
tages and tester bias. As Lynn explains, “‘the Japanese have had a considerably
lower per capita income than the Americans throughout the whole of the pre-
sent century and consequently have had less to spend on food, education, health
and most of the other environmental variables commonly advanced to explain
population differences in mean IQ. For instance, in 1935 (around the time when
some of the cohorts tested were born), the Japanese per capita income was
approximately one-eighth of the American and, though the Japanese have been
catching up fast, even by 1970 their per capita income was well under half that
of the United States. Similarly, the calorie consumption of the Japanese has only
been about two-thirds that of Americans throughout the period 1935-1970 . . .
In education also the Japanese have been at a disadvantage. Before and during
the war schooling in Japan was only compulsory from the ages of 6 to 11 and it
was only in 1946 that the minimum school leaving age was raised to 14 . . . Thus
it seems that the two usual types of explanation advanced by environmentalists
to explain low mean population IQs (test bias and impoverished environment)
cannot plausibly be invoked to account for the relatively low mean IQ of the
Americans as compared with the Japanese.” It is interesting that Jensen, who
has tested large numbers of underprivileged Orientals in California, has also
found them superior to Americans of much higher socio-economic status, taught
in much superior schools (personal communication). Such facts do not permit us
to accept the criticism of test bias as reasonable. It is of course possible to
construct tests which show bias (in any desired direction), but the construction
of such tests would violate the rules laid down for the selection of test items and
the validation of tests and batteries of tests. These rules are almost entirely
objective, and if followed properly should exclude any form of bias.

It is certainly true that American whites and blacks have been found
repeatedly over the past 60 years to show differences in IQ of much the same
size as those found between white working and middle class groups, i. €. about
15 points (Shuey, 1966). A large literature has developed around attempts to
explain the causes of this difference ( Eysenck, 1971); some of the major recent
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summaries of this work have been referred to in the Introduction. The issue is
too complex to discuss here in detail, and no brief examination of the arguments
would be adequate. It is important, however, to note that no extension of the
finding of differences among American groups to non-American groups (e. g.
whites in Europe, blacks in Africa) is permissible. Different groups have diffe-
rent interbreeding patterns, different patterns of immigration and emigration,
and different environments requiring different qualities for survival; these dif-
ferences cut across, and may be more important than, racial differences, assum-
ing these to exist. Lynn (1977) has recently shown that the intelligence of
Scotsmen is at present something like 4 points lower than that of Englishmen,
although a century ago it was at least equal, and possibly higher. He gives strong
evidence for the hypothesis that emigration of the more highly gifted Scotsmen
is the answer. Thus in a relatively brief period of time quite strongly marked
differences may arise between racially similar or identical groups through pat-
terns of emigration and immigration. The discovery of oil in the North Sea, near
the Scottish borders, may reverse the trend, and indeed may reverse the direc-
tion of the difference. Ethnic, national and local groups and sub-groups are in a
constant state of change; this makes impossible or at least very difficult any
major generalization affecting racial or other groupings.

Critics sometimes suggest that if certain populations (bushmen in Australia;
blacks in Africa) do poorly on typical IQ tests, then perhaps Europeans would
do poorly on such “tests” as hunting, throwing the boomerang, or tracking
animals. Such activities are largely perceptual and motor tests below the level
where they could be regarded as cognitive; these are skills analogous to playing
tennis, or skiing. Skills of this kind can be learned, but they fail the first test of a
good IQ test item, namely that of correlating with other cognitive items to a high
degree. If submitted to the usual rules of test construction, throwing the
boomerang or tracking animals through the forest would fail completely. Critics
would therefore be better advised to consider the rules of test construction, and
the results on which they are based, rather than arbitrarily name activities which
have been practised by one group and not the other. If the rules of test construc-
tion are faulty, then these faults should be particularized and pointed out in
technical detail. If they are not found to be faulty (and while small faults will of
course always be present, we are here talking about fundamental faults which
would invalidate the whole procedure), then criticism is inappropriate which
disregards these rules and concentrates on spectacular but irrelevant compari-
sons. Whites play football better than aboriginals on the whole; aboriginals
throw the boomerang better on the whole. These may be facts, but they are
irrelevant to a debate about the construction of IQ tests, or their meaning —
neither football nor boomerang throwing correlates to any appreciable extent
with intelligence.

Similar criticisms are sometimes made with respect to class differences. It is
true, as we shall see, that middle class children do better on IQ tests than do
working class children; it does not follow, as is sometimes argued, that this is due
to, and in turn demonstrates, that IQ tests are ““unfair” to working class chil-
dren, having been constructed by middle class psychologists. Not all psycholog-
ists are in fact middle class, and great efforts have been made to construct tests
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which would eliminate these differences between the classes; all have failed.
Efforts to use slang terms more familiar to working class children to put over the
instructions and the contents of the test have equally failed to change the posi-
tion; even when there is clear bias in favour of the ‘“‘underprivileged” child of
working class origin, nevertheless he fails on the average to come up to the level
of the (average) middle class child. (It is necessary to emphasize the “average”
nature of these comparisons; there is of course a great deal of overlap in the two
distributions, and bright working class children are better at IQ tests than dull or
average middle class children.) We may consider with advantage the diagram
shown in Fig. 3.7; this gives a schematic picture of the IQ differences between
members of different social classes. The picture is only schematic because the
terms “‘working class’” and “middle class” are somewhat arbitrary; clearly there
is a continuum from the unskilled manual worker through the semi-skilled and
skilled, to clerical workers and administrators to the highest forms of profes-
sional middle class groups. In making a comparison, therefore, much depends
on just where the cut is made. We have assumed a simple manual workers vs.
others comparison, which gives a difference in IQ between the groups of about
15 points. Greater or smaller differences could be obtained by defining the
classes somewhat differently. More detailed figures for the mean IQ of different
occupations and professions will be given in a later chapter. Let us also note
that, because of regression to the mean (this too will be discussed later on), the
children of working class and middle class parents will show less difference than
their parents.

60 80 Ww1o00M 120

1

140

Fig. 3.7. Comparison of working class and middle class IQs, assuming equal numbers in both groups

The figure shows the large amount of overlap between the classes; it is
clearly impossible to tell much about a child’s IQ from knowing nothing but his
social class! Nevertheless, the differences should also not be underestimated;
they are particularly noticeable at the extremes. This is a function of the nature
of the Gaussian distribution. At an IQ which might be regarded as a required
qualification for really successful University completion (say 122.5 points),
middle class children are eight times as frequently represented as working class
children (16% as compared with 2%). At a point which might be regarded as a
normal cut-off point for educational subnormality, requiring special teaching
(say IQ 77.5 points), working class children are eight times more frequently
represented than middle class children. These differences explain why there are
so few working class children at University, and so many in educationally sub-
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normal classes. It may be argued that these differences are due to environmen-
tal, not to genetic causes; this argument will be pursued in a later chapter, when
we have had a chance of looking at the evidence in the nature-nurture debate.
For our present purpose this argument is irrelevant. Whether the observed
differences in IQ between classes are due to genetic causes, or to the influence
of early environment (or, as seems more likely, to both influences working
together in complex and subtle ways), it remains that the tests are fair enough in
mirroring the intelligence, here and now, of the children in question, and that
their future education and life history will be powerfully influenced by this
ability as measured. This discussion is of course only preliminary to a more
detailed consideration of the two issues adumbrated here; to what extent is
intelligence genetically determined, and to what extent do IQ tests measure
what we normally call intelligence? The next chapter will consider the latter
question, and the succeeding three chapters will deal with the former.

Before turning to these questions, we must discuss at least in passing the
relation of age and sex to measured IQ. Binet’s work was of course based on the
development of intelligence with age, but the abandonment of age scales leaves
open the precise investigation of the nature of this relationship. Broadly speak-
ing of course there is no question that intelligence grows with age, and probably
declines with old age, but the precise details need to be investigated, such as the
question of whether all types of tests increase pari passu in score with age, or
whether there are some types of tests (e. g. measures of g;) which continue to
grow longer than other types of tests (e. g. measures of g). Such questions are of
considerable importance, not only for the measurement of intelligence, but also
for an understanding of its nature. The same is true of differences in ability
between the sexes; are we justified in combining scores abtained from males and
females, or are there important differences in ability, either general or in rela-
tion to specific abilities, which must be taken into account? We shall not go into
too much detail here, but just mention the major results obtained.

Figure 3.8 shows the development and decline of the Wechsler IQ with age;
the progression is very much as anticipated. IQ grows until the age of 16 to 20 or
there abouts; thereafter it declines in a fairly regular fashion. The standard
deviations increase with age, from around 16.8 at the age of 10.5 to 24.5 at the
age of 55-59. Two things must be said right away about this figure. In the first
place the values at different ages are derived from different samples; in other
words, the research on which the data are based is cross-sectional, not longitudi-
nal. This is important; we cannot assume that the differences in the cultural
environment, or the eating habits, or the teaching between successive genera-
tions have not affected their IQ scores, and that we are partly testing hese
differences, rather than age effects pure and simple. The other point is that this
curve is the average of a number of different tests, and these may show quite
marked differences in shape from each other, and from the final average curve.
Follow-up data on the whole give results similar to those of cross-sectional
studies (Matarazzo, 1972), but too few good studies are available to be certain
on this point (Horn and Donaldson, 1976; Schaie, 1976). At times, rather
divergent results may be found, as is illustrated in Fig. 3.9 (Schaie and Strother,
1968).
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Fig. 3.8. Full-scale Wechsler standard scores, showing growth and decline with age. Adapted from
Matarazzo (1972)
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Fig. 3.9. Differences in adult intelligence as assessed by cross-sectional and longitudinal studies
respectively. Adapted from Schaie and Strother (1968)

The shape of the Wechsler curve is certainly not unique; Figure 3.10 gives
the combined results of several studies using different types of test — some
group, some individual; some culture fair, some not. It will be seen that on the
whole there is good agreement between the tests. Figure 3.11 shows that diffe-
rent Wechsler tests have different curves of decline with age; thus in the diagram
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Fig. 3.11. Change in performance on sections of the Wechsler scale with age, showing comparative
decline of verbal and performance subtests

verbal scores (perhaps somewhat more g, than g;) decline less than do perform-
ance test scores (perhaps somewhat more g than g). Figure 3.12 shows the fate
of individual tests; information declines least, block design most. These figures
are typical; measures of g generally decline much more rapidly than measures
of g., which decline slowly or not at all.

There is another difference between crystallized and fluid ability, namely the
cessation of growth as a function of age and level of ability. Figure 3.13 shows
that for g, there is a tendency for the brighter youths to keep increasing in mean
performance longer than the average, and these in turn longer than the dull.
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This is not so for g, as shown in Figure 3.14. These diagrams are adapted from
Catrells (1971), who discusses in detail the evidence on which the diagram is
based.

The growth curve of different abilities is different too, as shown by Thur-
stone (1955). His estimates are shown in Figure 3.15; it will be seen that percep-
tual speed grows most quickly, word fluency most slowly. The differences are
noticeable, but not overwhelming; all abilities follow a rather similar growth
curve, with minor variations. In general, Bloom (1965) has estimated that 50%
of adult IQ is already developed by the age of 4; another 30% accrues from 4—8;
and the remaining 20% is consolidated by the time the child reaches the age of
17. These figures are far from accurate, of course, being average estimates
subject to all the provisos we have already mentioned, such as the differential
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Fig. 3.15. Estimated curves for the development of special mental abilities. Adapted from Thurstone
(1955)

growth curves, different abilities, and the different growth rates in different
people; however, they will do as a general summary of what is known about the
increase of intelligence with age.

Sex differences may be said in general to be slight, and not to extend to
general mental ability, but rather to various primary mental abilities; Maccoby
and Jacklin (1975) give an excellent review of the evidence. There is some
evidence that males have slightly larger standard deviations in IQ, i. e. there are
more males with very high and very low 1Qs respectively, averaging out to the
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same mean IQ as females. The evidence on this point is doubtful, and in some
countries (e. g. Yugoslavia) no differences have been found (Smiljanic, personal
communication). But men excel in visuo-spatial ability, i.e. the ability to
organize, relate and manipulate visual inputs in their spatial context. Animals,
such as chimpanzees and rats, show the same sex-related pattern, which does
not seem to be affected much by cultural factors. From the point of view of
evolution this may be related to the male animal’s need to maintain accurate
spatial orientation during his foraging, and to detect spatial relationships despite
distortions and camouflage. There is evidence both for genetic control of this
ability, and also for the suggestion that at least one of the genes controlling it is a
recessivel carried on the X-chromosome; in other words, that this ability is to
some extent sex-linked. Similarly, there is evidence to show that spatial ability
develops under the partial control of the sex hormones.

If men are superior in respect of visuo-spatial ability, women show almost
the same degree of superiority with respect to verbal ability. Girls learn to talk
earlier, articulate better, and acquire a more extensive vocabulary than do boys,
at all ages. They write and spell better; their grammar is better, and they con-
struct sentences better. The earliest beginnings of this differentiation can be
located as early as six months. In other species, particularly in those where the
individual’s affective state is indicated by characteristic vocalizations, females
also show pronounced superiority. But this fact should not be generalized too
far; females are superior in language usage, or verbal fluency; they are not
superior with respect to verbal reasoning, that is the use of intelligence in tasks
which are presented verbally. When comprehension and reasoning are taken
into account, boys are slightly superior to girls. Allied to the fact that females
are superior with respect to those properties of language which can be learned
by rote is the fact that women excel in all rote learning tasks. Women seem to be
able to hold in their memory store for short periods of time a number of
unrelated and personally irrelevant facts, while men are capable of comparable
memory feats only if the material is personally relevant and/or coherent. Here
too there seems to be present a genetical component, rather than an environ-
mental one.

Boys seem to have a more divergent cognitive style, which may predispose
them to be more original and creative; we shall discuss in a later chapter the
vexed question of divergent and convergent styles, and the relation of this to
originality and creativity. This difference too can be seen already in the play of
pre-school children. These brief notes do not exhaust what is a very large area of
research, but these are the main facts relevant to our present purpose. We may
recapitulate by saying that overall there are no sex differences in intelligence of
any size; with respect to particular abilities, women are superior with respect to
verbal fluency, and rote memory, men with respect to visuo-spatial ability and
probably the k factor (practical and manipulative tests). The old belief in the
inequality of the sexes is certainly not supported by these data; as a criterion of
intelligence, sex must be disregarded.
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4 Does 1Q Measure Intelligence?

If you wish to strive for peace of soul and pleasure, then
believe; if you wish to be a devotee of truth, then inquire

Nietzsche

This question is often asked, but it is probably an inadmissible and meaningless
question. Does the thermometer measure temperature? If by ‘‘temperature” we
mean the scientific concept, embodied in a series of laws, then by definition the
answer is “Yes’’; temperature is almost defined as that which is measured by a
thermometer. Similarly if by ““intelligence”” we mean the concept as worked out
by psychologists along the lines indicated in the last three chapters, then obvi-
ously IQ tests, properly constructed, measure intelligence; indeed, in a very real
sense intelligence may be defined as that which is measured by IQ tests —
provided we allow for the presence of chance error, which is attached to all
scientific measurement, and provided that the rules of test construction are
followed which we have already discussed. But both temperature and intelli-
gence arose as concepts from common, everyday observation — of hot and cold
sensations in the one case, of bright and dull people, in the other. Do scientific
measurements agree with commonsense observations? This question is not of
very great interest if put like this, for several reasons. Nevertheless, the search
for “external validity”, i. e. for agreement between scientific measurement and
criteria external to that measurement, which are agreed to be relevant to the
concept in question, is of some importance, and certainly of social relevance in
the case of intelligence testing; it will therefore be discussed in this chapter. We
will certainly not expect perfect agreement between external criteria and IQ
measures; external criteria are affected by many determinants of which IQ is
only one. Furthermore, external criteria are often difficult to measure, and this
difficulty clouds the exact determination of any relationship. However, some
relationship there ought to be, and we would feel disinclined to call something
“intelligence” that did not correlate with external criteria such as success at
school and university, or in life, or at work.

An example from the measurement of temperature may make it clear why
external criteria may be unreliable, and why agreement with them is not perfect,
even in the physical sciences. Our perceptions of hot and cold are also affected
by irrelevant consideration, e. g. by the humidity of the air, or by our previous
practice or exercise; our judgment is therefore not of temperature as such, but
of a complex of effects of which temperature is only one. A well known experi-
ment will make this clear. Sit down in front of you three bowls filled with water —
hot water in the bowl on the right, cold water in the bowl on the left, and tepid
water in the bowl in the middle. Plunge your right arm into the bowl on the
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right, your left arm into the bowl on the left, and leave them there for a few
minutes. When you have become accustomed to the temperature in each bowl,
take out your arms and plunge both into the centre bowl. You will now experi-
ence the tepid water as hot for your left arm, and as cold for your right arm — by
virtue of the contrast with the hot and cold bowls! In other words, the same
water can, at the same time and to the same person, feel both hot and cold!
Clearly personal sensations cannot be relied upon to give veridical reports.

Similarly with human judgments of intelligence. Most people are somewhat
confused by the contrast involved in separating out g and g, i.e. fluid and
crystailized intelligence. Sometimes people talk about intelligence as pure abil-
ity to learn cognitive materials, to solve problems, and to think and reason; at
others they use the same term to refer to acquired knowledge, calling the person
who is knowledgeable “intelligent”. Now as we have seen g and g, are not
unrelated in our society, or indeed any society about which we have some
knowledge; but they are not the same. I can solve many mathematical problems
which would have stumped Newton, Leibnitz, and the greatest minds of the
middle ages — not because I have an 1Q which could remotely compare with
theirs, but because I have learned the solutions worked out by thousands of
scientists during the past three centuries. On the whole the more intelligent (g)
have acquired more knowledge (g.), and in many circumstances it is possible to
use a person’s possession of this knowledge (as in a vocabulary test) to assess his
fluid intelligence. But we must still make an important distinction between the
two; simple knowledge is not intelligence, and for the man in the street this
distinction is certainly not always clear — although quite often he seems to
recognize it clearly enough. Knowledge can be a very uncertain guide to intelli-
gence, although often it is closely related to it. /diots savants have been known
who could acquire highly specialized knowledge (or mental arithmetic, say) to a
very high degree, but who were otherwise mentally defective. IQ tests are a
good measure of intelligence, but they are not perfect; as we shall see in the next
few chapters, the correlation between IQ and intelligence (conceived as innate,
general mental ability) is about 0.9 — high but not unity.

It would be impossible to summarize all the available evidence on the exter-
nal validity of the IQ as a measure of intelligence; we shall consider some
outstanding studies, but only if these are typical of the large number of others
not considered in detail. Our main purpose will be to give an idea of the many
different types of studies done in this area; this is far more convincing, of course,
than concentration on just one or two areas of investigation. The first and most
obvious line of investigation is that of looking at groups which have always been
regarded by the man in the street (and the expert!) as typifying low and high
intelligence respectively — mental defectives and successful academics and pro-
fessional people. Mental defectives are so diagnosed in the first place because of
their inability to adjust to normal life by virtue of lack of mental powers; in some
countries they may be so diagnosed also by virtue of “moral imbecility”, and for
other causes of misdemeanour, but such cases are of course quite different, and
may have quite high IQs. We shall concentrate on mental defectives diagnosed
independently of IQ tests by psychiatrists because of extreme dullness. Officially
mental defect of this kind is defined by the American Association on Mental
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Deficiency in the following way: ‘“Mental retardation refers to subaverage gen-
eral intellectual functioning which originates during the developmental period
and is associated with impairment in adaptive behaviour.” In terms of 1Q, the
A. A. M. D. suggests the following subclassification: Borderline cases — IQs
between 70 and 84 on the Wechsler test; mild retardation — 55 to 69; moderate
retardation — 40 to 54; severe retardation — 25 to 39; profound retardation —
below 25 IQ.

While the IQ has been found extremely useful in diagnosing mental retarda-
tion, and in preventing misdiagnosis in more or less normal individuals whose
social adaptation was faulty for reasons other than mental defect, there is no
one-to-one correspondence between IQ and faulty social adaptation. Employa-
bility, for instance, is highly related to social competence, and this has been
found, in some British work, to be related to emotional stability as much as to
intelligence in a group of high-grade defectives ( Eysenck, 1970). But on the
whole there is nevertheless a high correlation between social and psychiatric
assessments of social competence and adaptability, on the one hand, and IQ on
the other. Low and very low IQs almost invariably denote mental retardation as
expressed in terms of social criteria universally accepted as indicators of poor
intelligence; this fact gives powerful support to the view that IQ measures very
largely what the man in the street would regard as “intelligence”. More detailed
discussions of the voluminous evidence on this point will be found in Mararazzo
(1972), who also reviews the many definitions of mental defect, and its various
causes.

At the other extreme we have successful academics and professionals, and it
can be said right away that these practically always have IQs well above the
average. Fig. 4.1 shows as an example the distribution of IQ for 148 faculty
members in various disciplines at the University of Cambridge (Gibson and
Light, 1967). A very similar picture is given by a study of 80 medical students
published by Kole and Matarazzo (1965), and depicted in Fig. 4.2; the two
means are almost identical. There is quite a spread of IQ in both groups, but
very few members have 1Qs below the 120 mark. It should be noted that both
studies used the Wechsler test, and although this is an excellent test for the
majority of the population, it is not particularly well suited to the demands of
scientists, such as those examined in Cambridge, or of bright medical students.
The testing (particularly the differential testing) of high-grade academics
demands specially constructed tests; ordinary tests have a ““ceiling’” which com-
presses the scores of such high-grade groups and makes it difficult for them to
do themselves justice. Even so the results are in line with expectation, in show-
ing mean scores almost two S. D. s above the mean. Matarazzo (1972) gives a
table showing that quite generally people receiving advanced academic degrees
have an average IQ of around 125; the mean of college graduates in the U. S. A.
is 115 (it would be rather higher in European countries, because of the greater
selectivity of Universities over here). These figures indicate that persons who do
well in academic life are well above average in 1Q.

During the first World War, large numbers of recruits were tested by the
American Army psychologists on an early group test of intelligence, the Army
Alpha; data have been published which show the relative performance of dif-
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Fig. 4.2. Full-scale Wechsler I1Qs for 80 medical students. Adapted from Kole and Matarazzo (1965)

ferent occupations on this test.(The scores are reported in terms of points
gained, and have not been transformed into 1Qs.) Figure 4.3 shows some of the
results, giving both the mean score and the range found for each occupation; it
will be found that the groups decline in mean as would be expected in terms of
common assumptions regarding the intelligence required for the different occu-
pations. It will also be seen that there is much overlap. These figures from
Yerkes (1921) were obtained 60 years ago, but more recent studies have given
identical results.

It should not be assumed that in academic life IQ is the only requirement;
there is a minimum below which success is unlikely or even impossible, but a
high IQ does not of course guarantee success. Personality, luck and hard work
all play their part. Thus Wankowski (1973) has demonstrated on large samples
of students at Birmingham University that students who are extraverted do
conspicuously less well than do students who are introverted; similarly, students
with neurotic tendencies do much less well than do more stable students. Worst
of all is the prediction of success for students who are both extraverted and
neurotic; they produce far more failures, and far fewer outstanding successes,
than do students who are stable and introverted — in spite of the fact that both
groups have similar IQs. This is an important consideration; IQ is a vital ingre-
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Fig. 4.3. Scores on the Army Alpha test obtained by soldiers in World War I, entering service from
various pre service occupations. Adapted from Yerkes (1921)

dient in the recipe for academic success, and for success in professional life, but
it is not the only ingredient, and if other ingredients are missing the gifted
individual may still end up a failure. Psychologists who claim that IQ measures
intelligence, and that intelligence is important, are often criticized because some
very bright individuals fail, and some dull ones succeed. This would only amount
to reasonable criticism if IQ had been suggested to be the on/y relevant variable;
this has never been maintained by any responsible psychologist. We have seen
that emotional stability can be of great importance in making a mental defective
employable; similarly emotional instability can render a bright academic unsuc-
cessful. Success is never unidimensional, i. e. depending on only one quality;
correlations can never be expected to be perfect between success and any one
quality or characteristic.

Results from a more recent investigation into the mean IQ levels of mem-
bers of middle class, skilled working class and semi-skilled working class have
been published by Harrel and Harrel (1945), using scores on the American
Army General Classification Test; a selection of these results is given below in
Table 4.1. It will be seen that those in middle class occupations tend to score
above the 120 level; those in semi-skilled occupations below 100. Note also that
the S. D.s of these groups go up as the mean IQ goes down; in other words,
there is much greater variability in the lower social grades than in the upper
ones. This is a phenomenon known technically as heteroscedasticity; it is pre-
sumably due to the fact, already noted, that higher class occupations require IQ
but also other traits; where these other traits are missing the individual will
become a member of a lower social group, and thus increase the IQ variability
within that group. (The terms “lower” and “higher” are here used because they
are in common usage, and easily understood; it is not suggested that the work
done by a miner or a lumberjack is less socially useful in any was than that done
by an accountant or a lawyer. Cynics might feel that it was considerably more
useful.)

IQ tests were used in the American Army originally in order to allow some
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Table 4.1.2

Mean: S.D.
Accountant 128 11.7
Lawyer 128 109
Auditor 125 11.2
Reporter 124 11.7
Chief clerk 124 11.7 Middle class
Teacher 122 12.8 Occupations
Draughtsman 122 12.8
Pharmacist 120 15.2
Book-keeper 120 13.1
Toolmaker 112 12.5
Machinist 110 16.1
Foreman 110 16.7°
Airplane mechanic 109 14.9
Electrician 109 15.2 Skilled working
Lathe operator 108 15.5 class Occupations
Sheet metal worker 108 15.3
Mechanic 106 16.0
Riveter 104 15.1
Painter, general 98 18.7
Cook & baker 97 20.8
Truckdriver 96 19.7
Labourer 96 20.1 Semi-skilled
Barber 95 20.5 Working class
Lumberjack 95 19.8 Occupations
Farmhand 91 20.7
Miner 91 20.1
Teamster 88 19.6

2 Adapted from Harrel and Harrel (1945)

estimate of intelligence to be made for the purpose of officer selection. The
great and universally agreed success of these tests caused many other countries
to adopt them in later years, and presents another external validation criterion
for 1Q tests as measures of intelligence. Figure 4.4 shows the Army Alpha test
scores of officers, sergeants, corporals, and literate and illiterate enlisted men.
(Illiterate men were more usually tested with the Army Beta test, a test specially
constructed to obviate the use of language.) It will again be seen that variability
of scores is greater for the duller groups, as expected; officers require to be
intelligent, but they also require to have other attributes not measured by an 1Q
test.

Can mental tests be used as selection criteria? Figure 4.5 shows results from
testing large numbers of recruits by means of a selection battery designed to
measure likely proficiency in primary pilot training. These future pilots were
only studied, i. e. their scores were not used to eliminate any of them from the
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Fig. 4.5. Percentage of cadets eliminated from primary pilot training, classified according to
“stanine” scores on selection battery. Adapted from article in Psychol. Bull. 42, 46 (1945)

course. It will be seen that there is a considerable degree of agreement between
score on the test battery, and success in pilot training. The battery was later used
for selection, with considerable success. It too has since been adopted by many
different nations for the same purpose, in view of its great success. (This study is
only partly relevant to a discussion of intelligence because more specific tests of
the components of flying ability were also used, but these all correlate with
intelligence, although not always very highly.) The study illustrates the use of
primary ability tests, for special purposes.

Particularly well known has become the work of the War Office Selection
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Boards (W. O. S. B. s) in Great Britain during the War. In the early years of the
Second World War, the Army had found its officers from among men who had
taken a school certificate, or some higher examination, and who had, at the
same time, attended one of the schools providing an Officer Training Course.
Selection was carried out by Interview Boards attached to Army Commands,
the technique being that of a simple interview lasting for about twenty minutes.
Halfway through the war, however, this traditional method of officer selection
was braking down, and the failure rate at Officer Cadet Training Units
(O.C.T.U.s) was rising to quite alarming proportions. This state of affairs was
not only wasteful, but it had a very bad effect on the morale of the ranks, who as
a consequence did not apply for commissions in anything like the number
required. In addition, it was found through psychiatric examination of officers
who had suffered a breakdown in service that many of these men should never
have been commisioned at all. As a consequence there was growing public
concern about this state of affairs, and questions were being asked in Parlia-
ment.

Reasons for this failure were many, but possibly the most important was the
fact that until that time, officers had come almost entirely from one social class,
and methods of selection were based on this fact, in the sense that they implied
the existence of a social background common to selectors and candidates.
Reliance on intuitive judgments based on resemblance of candidates and inter-
viewers probably worked reasonably well as long as this fundamental condition
was fulfilled, but as the war progressed the reservoir of candidates of this type

-became exhausted, and selection boards were very soon faced with candidates
whose personality and background were quite alien to the officers who had the
task of selection. Under these conditions, traditional methods were inadequate
and judgments became based on irrelevant factors.

W.O.S.B.s were set up in the summer of 1942 in order to remedy these
deficiencies, using psychological tests, of which the intelligence test turned out
to be the most prognostic. For a short while W. O. S. B. s and old procedure
boards were working side by side, and it was possible to follow up the men
whom they had recommended for commission. Of those recommended by
W.0O.S8.B.s, 35% were found to be above average, while of those recom-
mended by the old procedures only 22% were above average. Of those rated
below average at O. C. T. U., candidates came from W. O. S. B. s only in 25% of
the cases, and from old procedure boards in 37% of the cases. There appears to
be very little doubt that the War Office Selection Boards were substantially
better than the old procedure boards, and that this success was due largely to the
introduction of tests of intelligence. The Army soon abandoned the use of the
old fashioned selection board and went over wholehartedly to the new
W.O.S.B.s. Intelligence tests have played an important part in selection pro-
cedures in the British Army ever since.

What we have said so far can be put in terms of a certain logical chain.
Intelligence, as measured by IQ tests, determines a person’s socio-economic
status to a considerable extent; through this, it determines his earning capacity
and his general position in society. (This point is documented in a later chapter
more thoroughly.) How is this relevant to our major question, i. e. whether IQ
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measures what most people would consider ““intelligence”? For an answer, con-
sider again Table 4.1. It will be clear that most people would think that the
middle class jobs require more intelligence than the skilled working class jobs,
and that those in turn require more intelligence than the semi-skilled (or a
fortiori the unskilled) working class jobs. The results in Figure 4.3 bear this out
— accountants and engineers would commonly be thought to be more brainy
than labourers and carpenters. But we can put this on a more precise and
objective basis. First, we may have recourse to the Barr scale of occupations;
this was drawn up by a number of psychologists who rated 120 representative
occupations with respect to the grade of intelligence required in each one for
ordinary success — basing themselves of course on studies of the kind reviewed
above. Second, there are the results of a large-scale public opinion poll, under-
taken by the National Opinion Research Centre (NORC), in which the prestige
ratings of a great number of occupations were established. Last, we have ratings
of socio-economic status (SES) as assigned officially in the Census of Population
of 1960 to each of hundreds of listed occupations on the basis of average income
and educational level prevailing in the occupations. Prestige ratings and intellec-
tual requirements (NORC and Barr) correlate ().91; prestige and income corre-
late 0.90; intellectual requirements and income correlate 0.81. There is thus a
close relation between the intelligence needed in an occupation, its social pre-
stige, and the income and education of the people in it. If we regard income and
prestige as having social importance. then it is clear that intelligence precedes
occupational choice, and is thus clearly implicated in the other two variables.
It is clear that intelligence, social status and income are fairly closely related
when we look at distinct groups of occupations; would it be true to say that
within a given occupation there was also a close correspondence between 1Q
and achievement? The answer must be that there is far less evidence on this
point, it being much easier to grade occupations (membership of which is a very
objective criterion) than to grade people in given occupations (which would
require us to have some criterion of excellence). Such a criterion is usually very
difficult to provide, and often impossible. Is Smith a better teacher, or doctor, or
scientist than Brown? Judgements can be made using a multiplicity of criteria,
and none could be said to be indisputably superior to the others. It might be
thought that among scientists at least it would be obvious and agreed who was
better than who, but this is true only in retrospect (i. e. when the person in
question is dead, and his true contribution can be properly assessed), and with
regard to the most eminent — who would now dispute the superiority of Newton,
Einstein, or Galileo? But for the great mass of scientists there is confusion,
rather than agreement. Readers who are not personally involved with scientific
work and research may like to consult for evidence Mitsoff's (1974) book on
The Subjective Side of Science, in which he interviewed in depth more than
forty of the most eminent scientists who studied the moon rocks. These inter-
views make crystal clear the difficulty of ranking these scientists in order of
“goodness” or success; there is total disagreement with respect to the majority,
with very strong feelings attached to the value judgements made about each.
Even if there were some agreement on a given person’s quality in his chosen
field, this would not necessarily be expressed in financial terms. There are no

86



doubt considerable differences in IQ and quality among the professors of
psychology (or any other science!) teaching at British Universities, yet by Gov-
ernment decree they all receive the same salary (graded only by age!) This is not
so in the United States, where there is competion among Universities for the
more prestigious professors; thus a correlation might be found there between 1Q
and income, but not in the U. K. Even in the U. S. A., but of course much more
in the U. K., do we find strong forces which press for the elimination of ine-
qualities in reward (and even in achievement); thus trade unions have been
known to expel members who worked too hard, or achieved too much, thus
“‘showing up” their less able or hard-working brothers. Such pressures need not
always be formally categorized; often the general feeling among one’s co-work-
ers is enough to discourage the brighter, more adventurous, more hard-working
from using their abilities to the full. Thus pressures of this kind may eliminate
the advantages which would rightly go to the person with the higher 1Q, and
lead to a dead egalitarianism geared to the dullest, the least proficient, the
slowest. The Stakhanovite movement in the U. S. S. R. was a propaganda move
directed against this general malaise; little comparable can be found in the
Western democracies, other than vague exhortations.

Last, but not ieast, there is the problem of irrelevance of criteria for ad-
vancement which can be very serious. At the risk of seeming frivolous I shall
illustrate this risk through a joke which has powerful sociological and psycholog-
ical implications. A high-ranking businessman is looking for a secretary, and his
industrial psychologist has narrowed the field of applicants for this much sought-
after job down to three women. He gives them a series of aptitude and intelli-
gence tests, and presents the results to the boss. “The test I used,” he says, “was
a simple one — what is two and two? Miss Smith said four. Miss Brown said
twenty-two. Miss Jones said it could either be four or twenty-two, depending
how you put the two figures together. Now you will know whom to pick.”
“Yes,” said the boss, “of course I know. I’ll have the one with the big boobs!”
Beauty, charm, sexual availability only too often play a prominent part in selec-
tion and advancement of female workers, and similar personal factors quite
irrelevant to the job can often be found in the working lives of men too. (Simple
size correlates with earnings in men!) Intelligence can more easily be over-
looked, and can be a positive handicap; many bosses claim to look for men of
independence, originality, and integrity when a job is advertised, but prefer to
settle for dull and mediocre yes-men. Even scientists may suffer through being
too intelligent and original; recognition after death is little recompense for
neglect during their working lives, and the same is true of artists, inventors, and
others.

In view of all these problems we would not expect much of a correlation
between IQ and success within a given job, and this expectation is indeed borne
out in the few studies which have been done in this connection’. None show a

5 It is important in this connection to realize that different jobs have different IQ requirements,
even though these jobs may have no scholastic or academic content whatever; it is their complex-
ity (as already suggested on an earlier page) that determine their g content. Thus it has been
shown in on-the-job work sample tests given to U.S. Army cooks, equated for months of
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negative correlation; most show a small positive correlation, with one or two
showing a more positive outcome. If social impediments to truly competitive
within-occupation behaviour could be removed; if more objective and reliable
criteria could be devised; and if irrelevant personal preferences on the part of
employers could be ostracized, then and only then would we expect to find high
positive correlations between IQ and job success. We are perhaps fortunate that
in our type of society there is little evidence of political and ideological interfer-
ence with employment and promotion (except perhaps through union activity);
in countries like the U. S. S. R. political considerations can be much more pow-
erful than any others, thus probably reducing even more the correspondence
between IQ and success in a given occupation.

Ghiselli (1966), who has made a detailed study of this whole problem,
summarizes the literature by saying that the correlation between IQ and job
success in a given occupation is only about 0.20; this should be compared with
the correlation of 0.50 typically found between 1Q and occupational attainment,
i. e. taking into account different occupations. This latter correlation may at first
sight seem entirely different from that presented above, between intellectual
requirements of different occupations, on the one hand, and prestige ratings and
incomie of the occupations, on the other. The answer, of course, is that the latter
correlations are derived from average figures for different occupations, the
former form individual people entering these occupations; thus the latter figure
takes into account the variability within each occupation which we have noted.
Mention of the variability of IQ within given occupations may serve to remind
us of one last and perhaps even more powerful reason than those already given
as to why the correlation between IQ and success within a given occupation is so
low. Within an occupation there is a considerable restriction of range of ability;
thus we have seen from Figs. 4.1 and 4.2 that in the professions of scientists and
doctors the range was not from 70 to 150, as it would be in a random sample of
the population, but from 110 or 120 to 150 or less. Thus the range was reduced
by more than half, and we would accordingly expect any correlation between 1Q
and success to be reduced correspondingly. (There are statistical formulae which
compensate for this restriction of range, but there would be little point in going
into detail here.)

Restriction of range is apparent not only in the higher professions, but
equally in other occupations. Figure 4.6 shows the Wechsler IQs for 243 police
and firemen applicants; the results are quoted from a study by Matarazzoet al.,
(1964). Essentially the range only covers 30 points of IQ, instead of 80 or so; in
other words, the range is only about one-third of that of a random sample! The
difference in IQ remaining are not sufficient to be very predictive of success,
particularly when we remember that IQ is not the only variable concerned with
success as a policeman or a fireman.

It is usually assumed that education plays an important part in fitting a man

experience in the kitchen, that the various routine tasks performed by cooks are differentially g-
loaded. Making jellyrolls, as it happens, is much more g-loaded than preparing scrambled eggs!
Thus g intrudes even into apparently simple, non-academic jobs, whenever performances of any
degree of complexity are required, or when any kind of mental manipulation is involved.
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Fig. 4.6. Full-scale Wechsler IQs for 243 police and firemen applicants. Adapted from Matarazzo et
al. (194)

(or woman) for the more responsible, better paid, higher prestige job, and there
is no doubt that this is true in our society, just as much as it is in Communist
societies, or in ancient China or any other highly developed society. This sug-
gests that educational attainment would be a reasonable criterion to look at in
our search for external validation of IQ tests; success in education, if anything,
should be dependent on intelligence, at least in part. We may first state the
general finding from thousands of studies in the U. S. A. and elsewhere, namely
that there is an average correlation of 0.50 between IQ and success at school
(measured by grades, or grade point average, or rank, or leaving age). Much
higher correlations have been found, e. g. in Scotland, as well as much lower
ones®; the actual figures obviously depend on such factors as the degree of

6 It is possible to increase the reliability of both IQ and achievement measures by obtaining
repeated measures throughout the course of the child’s school career, thus averaging out the
fluctuations in performance that often occur between any two single test scores obtained on the
same individual tested at different times. Such cumulated IQ and achievement test scores have
been found to correlate over 0.90 with each other, suggesting that the gfactor of any large battery
of nonscholastic cognitive tests is the same g factor that can be extracted from a comprehensive
battery of scholastic achievement tests. It can be shown that it is not scholastic achievement which
determines IQ, but IQ which determines achievement; a statistical technique known as cross-
lagged correlation analysis (Crano et al., 1972) has been used to show that the predominant
direction of causality is in the direction going from the more abstract and g-loaded tests to the
acquisition of the more specific and concrete scholastic skills.
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variability in IQ of the school population — restriction of range can often be
found in British grammar and so-called public school where selection is very
severe, and where accordingly we would expect lower correlations. Similarly we
would expect lower correlations due to restriction of range, in some British
comprehensive schools where the brighter pupils had been ‘“‘creamed off”” by
adjacent independent schools, leaving them with rather dull pupils only.
Another factor of course is the reliability of the criterion; some schools use
methods of examining and grading which leave much to be desired, and in these
the correlation of IQ with the criterion is lowered because of the low validity of
the criterion. This can be a very important consideration; it is well known that
examinations in school and University are often highly unreliable, particularly in
subjects like English, History, Art, and other non-scientific subjects; Mathema-
tics of course is usually highly reliable in the marking, although there are other
sources of unreliability.

The whole subject of reliability of criteria is a vital one in considering the
data presented in this chapter, and a few words in explanation of the concept
may be in order. We have already seen that there are two meanings to the term
“validity”. This can mean internal validity, as for instance shown in batteries of
tests the correlations between which approximate rank one, or it can mean
external validity, as for instance when tests of IQ correlate with criteria such as
occupational success or school achievement where there are good grounds to
believe that the criterion depends to some degree on intelligence, and individual
differences in intelligence.

In the same way may it be said that there are two types of reliability. Where
validity refers to the question: “Does the test measure what it purports to
measure?”’, so the question of reliability refers to the question: ‘“With what
accuracy does the test measure whatever it may measure?”” The first type of
reliability refers to the consistency of the test items in measuring whatever the
test measures; this could be indexed by correlating each item with total score —
items which did not correlate with total score, or which correlated negatively,
obviously did not belong into the test. Or we might correlate the sum of the odd-
numbered items with the sum of the even-numbered items; if all the items
measure the same qualtity, then the two halves should correlate together quite
highly. This would then be a measure of the consistency of the test. A different
type of reliability is the so-called test-retest reliability; it asks the question of
consistency over time. If we test 100 children today with the WISC, and test
them again next month, when they have forgotten their previous answers, we
would expect that each child would gain an IQ the second time of testing which
was very similar to that he obtained the first time round; if this were not so the
test would be so unreliable as to be practically useless. There would be no
consistent, enduring concept of IQ to measure! In fact of course the reliability of
the IQ is quite high — in the case of test and retest after a month the correlation
for a random group of 100 children of identical age the correlation would be

(There are differences in the resuits obtained in subsamples of middle and low socioeconomic
status children, and in subsamples of bright and dull children, for various types of scholastic
achievement, but the overail direction of causality is unmistakeable.)
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Fig. 4.7. Correlations with terminal IQ of children repeatedly tested from a very early age; each
point represents the average of three testings. Drawn from data by Jones and Bayley (1941)

between 0.90 and 0.95, probably nearer the second figure than the first. This is
acceptable for individual measurement. Reliabilities decrease during childhood
the longer the duration of the interval between testing and retesting; roughly
speaking we may say that from the age of 6 to the age of 16 the reliability of the
retest decreases by 0.04 per year. In other words, if the interval is one year,
retest reliability is 0.91. After two years, it is 0.87; after three years, 0.83; and
after four years, 0.79; and so on.

These figures are of course somewhat idealized; real-life results are never as
regular as this! Figure 4.7 shows the results of an actual follow-up study (the
Berkeley Growth Study), a longitudinal investigation of 61 children born bet-
ween 1928 and 1929, and followed up until the age of 36 at the time of the latest
publication (Jones and Bayley, 1941, give a description of the sample.) Individu-
als were tested repeatedly from infancy to adulthood, and the Fig. gives correla-
tions between terminal IQ scores at ages 17 and 18, and tests scores achieved at
various periods during the growth of the children. These test scores are based on
the averaged scores of three testing occasions; thus they are more reliable than
single administrations of the tests involved. It will be seen immediately that IQ
scores below the age of three years are pretty meaningless; in fact, scores do not
become useful for prediction in individual cases until the age of between 5 and 7
years, as indicated by the stippled line in the diagram. A straight line can be
drawn through the points of the diagram, indicating that the reliabilities follow
roughly the rule given above. Note that the line gives a zero reliability roughly at
or just before birth; this is another way of locating an absolute zero point for IQ.
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The reliability of scholastic examinations unfortunately compares very
unfavourably with that of IQ tests (e. g. Hartog and Rhodes, 1936). It is not only
that when two independent examinations are held for the same group of stu-
dents that the results of the one correlate poorly with those of the other; there
are additional sources of unreliability. Different examiners grading identical
papers show poor correlation, and even the same examiner, grading the same
papers after an interval of a month or so, will not show good agreement with his
own first grading! Under such conditions the criterion must be considered to be
of doubtful reliability, and it follows directly that correlations with an unreliable
criterion cannot themselves be very high. Correction by statistical formula is
possible, and assuming for the purpose of the exercise that the correlation
between IQ and a given scholastic grade is 0.5, it can be shown that this correla-
tion becomes 0.64 if we assume a reliability of the educational tests of 0.60; it
becomes 0.70 if we assume a reliability of 0.50; and it becomes 0.79 if we
assume a reliability of 0.40! These calculations should not be taken too seriously
(although the range of reliabilities of examinations does lie between the values
of 0.40 and 0.60 for many subjects, and may even be lower than 0.40! The
figures are mentioned merely because existing and reported correlations always
underestimate the true relationship between the variables imperfectly measured
by our tests; thus the true validity of IQ tests is always, and sometimes very
drastically, underestimated. The high correlations reported from Scotland may
bear testimony to the greater care with which traditionally Scottish educational-
ists conduct their examinations.

These figures are derived from cross-sectional testing in schools; ideally we
would like follow-up studies to see what happens to children as they progress
through school. Studies by Bajema (1968), Bienstock (1967), Dillon (1949),
Embree (1948) and Stice and Ekstrom (1964) provide evidence on this point.
Bajema and Embree found correlations of between 0.5 and 0.6 between child-
hood IQ and later educational achievement; this indicates considerable predic-
tive accuracy in early IQ testing. Dillon started with 2600 youngsters in grade 7
and recorded the number dropping out of school at various grade levels as a
function of the youngsters’ IQ. Figure 4.8 shows the result for bright and dull
pupils respectively; it will be seen that of 400 dull pupils at the time of testing in
grade 7, only 14 remained until graduation, while of an equal number of bright
pupils, 344 remained. Intermediate degrees of intelligence were related to inter-
mediate degrees of drop out. Proportions of those dropping out from the five IQ
groups used by Dillon were, in order, 96% (for the dullest), 46%, 37%, 24%
and 14%, respectively. Stice and Ekstrom similarly found in a study of tenth
graders that aptitude and proportion dropping out before high school gradua-
tion were related as follows: Lowest third in aptitude — drop out 31%; middle
third — 20%; top third — 9%. Bienstock, in a study of over a million and a half of
American high school students, found a similar decline in rate of graduation
with lower IQ; using quartiles to define his IQ ranges, drop-outs made up
respectively 20%, 12%, 6% and 5% over a period of one year only! T}l ¢ figures
leave no doubt about the close relation between IQ and success at school.

When we turn to University students, we must bear in mind the inevitable
restriction of range which makes the discovery of high correlations unlikely;
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Fig. 4.8. Dropping-out of formal education of bright and dull children respectively. From data by

Dillon (1949)

undergraduates are already so highly selected that those below average ability
never reach University status. In spite of this fact hundreds (indeed thousands)
of studies have demonstrated correlations between IQ and success at University
varying from small to quite large. Lavin (1965) has presented a review of much
of this material, and concludes that “on those educational levels for which data
are most reliable (high school and college) measures of . ability on the average
account for 35 to 45 per cent of the variation in academic performance.” This,
as will be remembered, is equivalent to correlations of 0.60 to 0.67, i. e. the
square roots of the percentage figures; these values are somewhat larger than
those suggested by us above. At University rather than College level the values
are lower, although there is extreme variation between different Universities,
Departments, and between males and females — usually correlations are higher
for women than for men. These variations are probably due to a great variety of
factors, such as range of ability, type of test used, type and reliability of criterion
used, and many others. Furthermore, different types of subject matter may
demand different tests — English and Mathematics demand different kind of
primary abilities, in addition to general IQ. Eysenck (1947) in a review of the
evidence suggested a value of between 0.50 and 0.60 as being representative of
good studies, properly executed, using appropriate IQ tests and reasonably
reliable criteria. Instead of discussing the many published studies in detail, it
may be better to look at some results from two studies which illustrate the
general findings.

Figure 4.9 shows a scatter diagram of the correlation between an IQ test
score (abscissa) and the first term grade point average of 589 University of
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Fig. 4.9. Scatter diagram showing relationship between IQ test scores, grouped in stanines, and
College success for 589 University of Oregon freshmen. Adapted from Tyler (1965.)

Oregon freshmen students ( 7yler, 1965). Grade point averages range from zero
(very poor) to 4 (excellent) IQ scores are grouped into nine so-called stanines.
The correlation illustrated in the diagram is 0.43, i. e. somewhat less than that
suggested as typical above. It will be seen that no student who did really well
(grade point average 3.50 or 4.00) had an IQ score that was not above the
average (that is to say, the average of his fellow university students; all the
students tested would of course have IQ scores above the mean of the popula-
tion!) Some of the poor students, with very low grade point averages, had quite
good IQs; this illustrates again the principle of heteroscedasticity mentioned
before — you need more than IQ to succeed, but you need IQ as a foundation for
success. IQ is a necessary but not a sufficient cause of academic success, as well
as of life success.

This study was carried out in the U. S. A., and it shows to what extent IQ
scores can be used to predict academic success. Clearly in this highly selected
population this prediction is not very accurate, but it is clearly much better than
chance; prediction from high school records would probably be just as good, or
even somewhat better. However, a combination of high school record and IQ
score, particularly if the IQ were to be derived from a complex combinations of
separately scored primary ability measures, would almost certainly be better
than either alone. For students who had gone to a poor school, or who for some
reason (absence, illness, bad teaching) had done poorly at high school, the IQ
would give a better prediction than the high school record. Conversely, for
bright students inherently lazy, extraverted, or neurotic the IQ measure might
hold out more promise than their high school record, and in these cases the high
school record would be a better predictor. IQ tests are a good aid in selection,
but a bad master; it would not be reasonable to rely exclusively, in some
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mechanical fashion, on IQ tests alone. Nevertheless, the addition of IQ tests to
the existing machinery of selection would in most cases serve to improve it.

Next we may look at an English example reported by Himmelweit (1963);
the work was carried out at the London School of Economics (L. S. E.) Eleven
tests of ability were given to volunteer students, together with personality tests;
the ability tests measured general intelligence, arithmetical reasoning, spatial
ability and rote memory. Two main analyses were carried out, the first involving
232 students in economics and commerce, the second 48 social science students.
The correlation between psychological tests and final degree class was 0.55 for
the first group and 0.60 for the second; note that none of the personality test
scores were taken into account in this correlation, but only scores derived from
the IQ tests. The correlations found were not significantly different from those
between the intermediate examination (held after the first year at the L. S. E.)
and the final; i. e. the IQ tests predicted final scores just as well as did the
examination held after one year at the University. A third group of 57 medical
students was also studied; here the correlation between tests and ratings of the
students by two member of staff was 0.63. These are astonishingly high values,
considering the high selectivity of University course in England, although it
seems likely that on replication these multiple correlations would sag a little.

It is interesting to note that the actual admittance procedure by which the
students were selected, did not predict academic success successfully. The multi-
ple correlation between scores obtained from the existing entrance procedure
and the Intermediate examination was 0.23, which was not significantly diffe-
rent from zero; in other words, the existing procedure has not predictive value,
while the tests do have considerable predictive value. It can be calculated what
reduction in the failure rate of the students would have resulted if selection had
been based on psychological tests, and if the ratio of candidates to places had
been 3:1. Selection by psychological tests would have reduced the failure rate
from 15% to 3%; this is a marked improvement. Similarly, selection by tests
would have increased the number of 1st class and upper second class degrees
from 25% to 48%; this is a tremendous improvement. Finally we may consider
that the selection ratio of 3:1 is much lower than would be realistic in most
departments at British or continental Universities; ratios of 50:1 or even sev-
eral hundreds to one are quite common, although the practice of multiple appli-
cations makes it difficult to know the exact number. Nevertheless, it is clear that
tests of intelligence can improve very significantly the existing practices of selec-
tion in European Universities. (Needless to say, the L.S. E. decided after
receiving the report of the study to retain its ancient practices, and not supple-
ment them by psychological tests!)

Given that students on the whole would be almost certainly more intelligent
than the average, and successful students more so than unsuccessful ones, we
would also expect that students who achieve the distinction of obtaining Ph. D.
degrees, i. e. the highest honour which the University system has to offer by way
of examination, would be even higher in IQ. A study of Harmon (1961) used
the Army General Classification Test and reported on the results achieved by
Ph. D. students in various subjects. This test has a mean of 100 and a S. D. of 20,
so that the results are not directly comparable with IQs, but are about 25%
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higher. The average level of the successful Ph. D. candidates was 130.8, com-
parable with an IQ of about 125; physics and mathematics students had rather
higher scores (140 and 138, respectively), but students of education rather
pulled down the average (their score was only 123!) These results confirm the
common belief, not only that Ph. D. students are rather bright, but also that
some subjects are much more demanding than others. The social sciences were
on a par with arts and the humanities (132 points), just about half-way between
physics and education. These figures, taken with those mentioned in previous
paragraphs, suggest strongly that one requirement for taking IQ seriously as a
measure of intelligence is on the whole fulfilled, namely that Ph. D. students >
all students > average run of people > E.S.N. (educationally subnormal
pupils) > mental defectives (diagnosed without aid of IQ tests.) In this sentence
the sign ““>” stands for ‘having higher IQ scores’. This surely is a minimum
condition for accepting the IQ as a measure of intelligence; if this condition did
not obtain, we would rightly have serious doubts about the value of the IQ in
this respect. Data such as these have many applications for higher education;
Price (1963) has used them in an interesting and provocative manner to draw
important social conclusions relevant to many issues ranging from the numerus
clausus (which is such a debating point in many continental countries) to the
possible number of first-rate scientists a country could hope to produce.

Most of the studies quoted so far are cross-sectional, or at most follow up the
subjects tested over a period of a few years. What would be more impressive
would be a long-term follow-up describing in detail the adult characteristics,
successes and failures of a group of children of known IQ. Such a study was
planned and carried out by L. M. Terman, in collaboration with M. H. Oden (for
a summary, see Terman and Oden, 1959) Terman originally introduced Binet’s
test into America, translating, adapting and standardizing it and making it a
much better instrument than it had originally been (7erman, 1916). The study
now to be described, originally somewhat tendentiously labelled “a study of
genius”, became known later on as a study of “the gifted child”’; it was con-
cerned with a large sample of children who scored highly on the Terman-Binet
IQ test, all living in California, and all having IQs of 140 or above. Such IQ
scores are of course rare, but they do not entitle a child to be considered a genius.

There was a total of 1528 gifted youngsters who probably represented a
cross-section of American children of high intelligence. In 1921 these youngs-
ters ranged in age from three to nineteen years, with an average of eleven years;
their individual IQ scores ranged from 140 to 200, with a mean of 151. Only a
small fraction of 1% of the total population of course would belong into such a
group. In the fifty years which have since elapsed, these children were re-
examined either in person or by mail on seven occasions, the latest being 1960;
full details will be found in the latest report (Oden, 1968), which was published
after Terman’s death in 1956 and gives references to all the previous reports. In
1960, when this last report was inaugurated, 1188 of the children still survived.

In addition to the intelligence test scores, a wealth of data was collected
including developmental records, health history and medical examinations;
home and family background; school history; trait ratings and personality evalu-
ations by parents and teachers; tests of interest, character and personality; and a
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battery of school achievement tests. Follow-up surverys have provided further
data on subsequent school history; physical health and psychiatric studies; mar-
riage, children and grandchildren; occupation; annual income; the use of
alcohol; police records if any; and any distinctions and awards earned in arts,
letters, science, the humanities, public and foreign affairs, etc. The successful
careers of the men are summarized as follows by 7erman and Oden (1959):

“A number of men have made substantial contributions to the physical,
biological, and social sciences. These include members of University faculties as
well as scientists in various fields who are engaged in research either in industry
or in privately, endowed or government-sponsored research laboratories. List-
ings in American Men of Science include 70 gifted men, of whom 39 are in the
physical sciences, 22 in the biological sciences, and 9 in the social sciences.
These listings are several times as numerous as would be found for unselected
college graduates. An even greater distinction has been won by the three men
who have been elected to the National Academy of Sciences, one of the highest
honors accorded American scientists. Not all the notable achievements have
been in the sciences; many examiples of distinguished accomplishment are
found in nearly all fields of endeavour.

Some idea of the distinction and versatility of the group may be found in
biographical listings. In addition to the 70 men listed in American Men of
Science, 10 others appear in the Directory of American Scholars, a companion
volume of biographies of persons with notable accomplishment in the
humanities. In both of these volumes, listings depend on the amount of attention
the individual’s work has attracted from others in his field. Listings in Who’s
Who in America, on the other hand, are of persons who, by reasons of outstand-
ing achievement, are subjects of extensive and general interest. The 31 men
(about 4% ) who appear in Who’s Who provide striking evidence of the range of
talent to be found in this group. Of these, 13 are members of college faculties
representing the sciences, arts and humanities; 8 are top-ranking executives in
business or industry; and 3 are diplomats. The others in Who’s Who include a
physicist who heads one of the foremost laboratories for research in nuclear
energy; an engineer who is a director of research in an aeronautical laboratory;
a landscape architect; and a writer and editor. Still others are a farmer who is
also a government official serving in the Department of Agriculture; a brigadier
general in the United States Army; and a vice-president and director of one of
the largest philanthropic foundations.

Several of the college faculty members listed in Who’s Who hold important
administrative positions. These include an internationally known scientist who is
provost of a leading university, and a distinguished scholar in the field of litera-
ture who is vice-chancellor at one of the country’s largest universities. Another,
holding a doctorate in theology, is president of a small denominational college.
Others among the college faculty include one of the world’s foremost oceanog-
raphers and head of a well-known institute of oceanography; a dean of a leading
medical school; and a physiologist who is director of an internationally known
laboratory and is himself famous both in this country and abroad for his studies
in nutrition and related fields.

The background of the eight businessmen listed in Who’s Who is interesting.
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Only three prepared for a career in business. These include the president of a
food distributing firm of national scope; the controller of one of the leading steel
companies in the country; and a vice-president of one of the largest oil com-
panies in the United States. Of the other five business executives, two were
trained in the sciences (both hold Ph. D.’s) and one in engineering; the remain-
ing two were both lawyers who specialized in corporation law and are now high-
ranking executives. The three men in the diplomatic service are career diplo-
mats in foreign service.

Additional evidence of the productivity and versatility of the men is found in
their publications and patents. Nearly 2000 scientific and technical papers and
articles and some 60 books and monographs in the sciences, literature, arts, and
humanities have been published. Patents granted amount to at least 230. Other
writings include 33 novels, about 375 short stories, novelettes, and plays; 60 or
more essays, critiques, and sketches; and 265 miscellaneous articles on a variety
of subjects” (pp. 146-147).

The women too were successful far above the average. Although the major-
ity of women in the sample were of course housewives and did not choose to
pursue a career, the following accomplishments for the 700 women studied are
reported by Terman and Oden; seven were listed in American Men of Science,
two in the Directory of American Scholars, and two in Who’s Who in America.
The group had published five novels, five volumes of poetry, 32 technical or
scholarly books, 50 short stories, 4 plays, more than 150 essays, and more than
200 scientific papers. The study leaves very little doubt that scores on 1Q tests
related closely to accomplishments outside of academic success, as well as to
academic success. It is very doubtful if the attempt to select children scoring in
the top 1% of any other single characteristic would be as predictive of future
accomplishment.

Not all the children were successful; roughly 85% in this gifted group might
be said to have been successful by our usual standards. The remaining 15%
might be counted as failures, and suggests the importance of other, non-cogni-
tive and non-intellectual factors. Some members of the group did not finish high
school; others were occupational failures by their own admission, earning
incomes below the national standard for the average adult. Others committed
suicide, were alcoholics, or homosexuals, or had spent considerable time under
psychiatric care. One of the 857 boys in the initial sample served a term of
several years in prison for forgery, and two of the gifted women were arrested
for vagrancy, with one serving a jail sentence for it. It is interesting to note that
many of these failures could have been predicted in terms of the personality
ratings made in their childhood; high degrees of emotional instability at that
time predicted failure with some degree of precision. It is a pity that better
instruments for the measurement of personality were not available at that time;
it is the inter-play between intelligence and personality which is so important in
making accurate predictions.

It is of course possible to discount these achievements by claiming that other
aspects of life may be more important, and such an argument cannot be denied.
Let us merely state that the outcomes achieved were successes as defined by
people taking part in the investigation themselves, i. e. the men and women who
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were singled out as children by their extremely high IQs. Values should not be
imposed on people; in judging whether the high IQ enables the person to suc-
ceed, one must inevitably have regard to the definition he himself, or she her-
self, gives of “success”. Taking this into account there is no doubt that these
children in the great majority of instances have succeeded in achieving what
they set out to achieve, and that where they failed, to do so the failure lay in
personality factors not measured by IQ tests.

These results, and others like them, have often suggested that highly gifted
children should receive special education adapted to their needs, rather than
being kept to the same slow pace as their less gifted brothers and sisters. This
has been suggested particularly with respect to the most highly gifted, i.e.
children even more outstanding than the children in the Terman ‘genius”
group. In opposition, it is often said that such Wunderkinder may impress as
children, but usually fail as adults. This belief is very widespread, but it is not
based on fact. The belief seems to be based almost entirely on the career of
William James Sidis, who in 1909, as a boy of only 11 years of age, was allowed
to enter Harvard College. There, three months before his twelfth birthday, he
gave a lecture on higher mathematics. But he never reached the scientific stature
that might have been expected of someone possessing his early brilliance, but
died alone, obscure and destitute. He left a troublesome legacy which Montour
(1977) termed the “Sidis fallacy” — that talent like his rarely matures or
becomes productive. “Legends and myths about this man whose intellectual
grasp as a youth was made to exceed his emotional capacity still exert an adverse
influence on the education of intellectually gifted children.” As she points out,
“Even those who claim to have some knowledge of Sidis probably are aware
only of the untruths spread about him after his death.”

There can be no doubt about the high level of intelligence of the Sidis boy.
He was able to write at the age of 3, type well at the age of 4, and when, at the
age of 5, his father gave him several calendars to teach him the idea of time, and
to familiarise him with numbers, he was able, by studying these, to devise his
own method for predicting on what day of the week a date would fall. ““At the
same age he had been taught to read Russian, French, and German as well as
English.” A year later, 6 year old William could also read Hebrew words, and
afterwards he learned Latin and Greek.

When the 6 year old boy found a skeleton his father had used as a medical
student, he studied the bones and compared them with an anatomy textbook
until, as the father said, “He knew so much about the structure of the body that
he could pass a medical student’s examination at 6 years of age”. In his eighth
year, William passed the entrance examination for the Massachusetts Institute
of Technology, devised a new table of logarithms using a base of 12 instead of
10, and passed the Harvard Medical Schools Anatomy Examination. At the age
of 9 he had the knowledge and background for enrolment at Harvard College,
but they refused to admit so young a boy. Only at the age of 11 was he permitted
to enrol as special student in the Autumn of 1909. It was shortly after that that
he delivered his celebrated lecture on the Fourth Dimension before the Harvard
Mathematical Club. As Norbert Wiener, another child genius and future father
of cybernetics (then a 15 year old Harvard graduate student) wrote of the
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lecture: “The talk would have done credit to first or second year graduate
students of any age . . . Sidis had no access to existing sources (so) that the talk
represented a triumph of the unaided effort of a very brilliant child.”

William graduated in 1914, but only spent one year doing graduate study at
Harvard and did not receive a graduate degree; he entered the Harvard Law
School but also failed to take a degree although doing well. He was offered a
teaching position at the Rice Institute in Texas, but failed to measure up to the
responsibility, probably because of immaturity. He was unable to cope with the
reporters who constantly followed him about; was arrested during a May Day
demonstration, and although he won an appeal against his conviction, he finally
dropped out of sight. He became estranged from his family, who had driven him
on throughout his youth, and attempted to lead a solitary, unassuming existence,
drifting from one poorly paid and non-demanding job to another. He was
always rediscovered by reporters who made his life a misery. ‘“‘He fled from one
low-paying job to another and lived in dismal quarters in the shabbier parts of
various cities as he tried to escape his former fame.” His case became very
widely known through the efforts of reporters and others who used his career as
a homily against the intellectual “force-feeding” of children, and in favour of
vaguely egalitarian, non-elitist ideas. He finally died in his forties, unmourned
and under-achieved.

Montour makes a good case for the belief that the failure of the young man
was due to emotional immaturity, produced in large measure by his parents
inability to relate to him emotionally and to give him the support he needed. In
many ways his parents exploited him as an advertisement for their methods of
education. Persecution by the press added an incredible stress to his life with
which because of his emotional immaturity he was unable to cope. There is no
reason at all to believe that it was his accelerated mental development that was
responsible for his failure; rather it was a lack of a proper loving and secure
family background that led to his downfall. There certainly are many Wunder-
kinder whose adult achievement does not belie their early promise. Norbert
Wiener has already been mentioned; A. A. Berle is another, and so are John
Stuart Mill, Edmund Gosse and Samuel Butler. Many others are mentioned in
Montour’s article. Most of these had difficulties in their parent-child relation-
ships, their homes being usually run, and their education dominated, by a
dominant father, who evoked suppressed feelings of revolt in the attitudes of
these brilliant sons. There is much to be said for giving the parents of brilliant
children guidance on how to avoid the abuses which were suffered by William
James Sidis; there is no reason whatsoever to believe that they should not be
intellectually advanced well beyond the kind of teaching their years alone might
suggest. The USSR has taken this point seriously, and has founded special
schools for children showing quite exceptional gifts for mathematics and physics.
There is no suggestion among these children that the case of William James Sidis
is anything but an exception to the general rule that brilliant children become
brilliant adults.

We have now come to the end of a brief glance at the various sources (by no
means all the sources) of evidence for the statement that IQ does measure quite
well what the man in the street would refer to as “intelligence”. External evi-
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dence reviewed includes school and university achievement, achievements in
later life (scientific, commercial, military, etc.), and the achievement of high
social status and a good income. Of course there are many exceptions to the rule
that high IQ = success in life. We have seen that neurotic and other personality
difficulties can nullify the advantages conferred by a high IQ: we have seen that
luck and unfair personal advantages, from good looks to charm, and from
nepotism to being born with a silver spoon in one’s mouth, can make up for lack
of intelligence. In our society, there are various occupations which lead to high
income and even adulation, without requiring even average 1Q, from being a
football or tennis star to earning a living as a prostitute or a pop artist. It is not
necessary to list all the exceptions to our rule; the fact that correlations between
IQ and criteria are far from perfect indicates that intelligence is only one of
many factors which make for success. Nevertheless, it is important to realize that
in our (and indeed any complex) society that may exist, intelligence as indexed
by IQ is perhaps the most important single quality that makes for success and
advancement. This constitutes the social importance of the IQ, and of IQ test-
ing; what political and social deductions we make from this fact, and if how we
use IQ tests in school, university, business and elsewhere, are questions which
cannot find an answer simply by looking at the facts. Such answers are in part
determined by one’s social philosophy, political convictions, and even moral and
religious beliefs; it cannot be the purpose of a scientific treatise to make any
prescriptions in this connection, although we shall discuss some of the pos-
sibilities in the final chapter.

This brings us to the end of our discussion of external criteria, but some of
the issues raised will be reverted to in later chapters. It should be noted that in
this discussion we have purposely omitted any detailed discussion of the ques-
tion of heredity and environment; we have been concerned only with the ques-
tion of external validity of IQ measures taken at a particular time, i.e. the
correlation of these measures with various criteria. We have not taken up the
equally important question as to the causation of these correlations, except in
passing. The data quoted, or at least most of them, are equally compatible with a
genetic explanation as with an environmental one. It would be equally easy to
postulate that IQ differences are caused by environmental events in the lives of
the children tested, from intrauterine experiences to post-natal ones, as it would
be to postulate that genetic factors were responsible for the major of the
observed variance. Clearly the nature-nurture problem is entirely separate from
the one considered in this chapter, and deserves extensive discussion. This dis-
cussion will also attempt to take further our consideration of the causal chains
involving education, IQ, income, social status, and the various other social
variables considered in this chapter. The facts here considered establish that IQ
is socially important, i. e. is closely related to variables universally regarded as
being important; they do not by themselves tell us all we want and need to know
about the causal relations obtaining in this field. For that purpose a detailed
investigation of the genetic problem is required, and to this we shall turn in the
next three chapters.
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5 Nature and Nurture: Heredity
D. W. Fulker and H. J. Eysenck

It often happens also that the children may appear like a
grandfather and reproduce the looks of a great-grandfather
because the parents often conceal in their bodies many
primordia mingled in many ways, which fathers hand on to
fathers received from their stock; from these Venus brings
forth forms with varying lot, and reproduces the counte-
nance, the voice, the hair of their ancestors

Lucretius
On the Nature of Things

The question of the relative importance of nature and nurture in predisposing
people to behave differently is a vexed one, having important implications bey-
ond the immediate concerns of psychology. For mental illness, sociopathy or
intellectual ability, for example, the broad question of the place of the individual
in society is raised. We are forced to consider the nature and extent of the
opportunities that face the individual and, in the light of his limitations, what
might constitute realistic and humane social policies. These and similar ques-
tions naturally generate a great deal of emotion as well as interest, and emo-
tional attitudes have often hindered an objective evaluation of the empirical
evidence, resulting in exaggerated claims for the importance of nature or nur-
ture to the complete exclusion of the other.

Of course, such extreme views are quite unfounded in reality, and where
they have subsequently been allowed to influence social policy they have been
disastrous. Extreme hereditarian views have been used, frequently, to support
eugenic arguments both cruel and absurd and to justify the persecution and
oppression of minorities. These evils are now, thankfully, less evident, although
the world is far from free of them. Less obvious, but hardly less dangerous, is
extreme environmentalism which is increasingly used to justify a Procrustean
and intolerant treatment of human individuality in the name of equality.

Fortunately, these extreme views have seldom been characteristic of those
actively carrying out research into these problems, and we now have a wealth of
evidence demonstrating the combined importance of both nature and nurture in
determining individual differences in behaviour. Hopefully this knowledge has
an important contribution to make to human welfare. It is this evidence in
relation to IQ and educational achievement with which we will be concerned in
the next three chapters. In the present one we will be concerned mainly with
nature, attempting to assess the extent of genetic influences relative to those
stemming from the environment and looking, in some detail, at the forms these
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genetic influences take. In the next chapter we will be concerned more with
nurture examining factors such as early environment, the economic quality of
the home, its cultural atmosphere and interactions with parents and other chil-
dren. Finally, in Chapter 7, we will be concerned with how nature and nurture
interact during an individual’s lifetime and the role they play in influencing
social structure.

The theoretical model underlying the partitioning of human variation recog-
nizes that the phenotype or the individuals’s level for the trait in question will be
determined both by his genetic makeup and his environmental circumstances. In
its basic form, the phenotype (P) is expressed quite simply as the sum of the
genetic effect (G) and the environmental effect (E).

P=G+E

This formulation often causes difficulty because it seems to imply that a
complex interactive process between genes and the environment in which they
develop has been reduced to an unrealistic level of simplicity. It is felt to be a
little absurd to claim, for example, that an IQ of twenty points above the
average is made up of 15 points from genetic makeup and 5 from the environ-
ment, especially since we can only observe a single level of 120 in the individual.
However, this is to misunderstand what is really a very straightforward and
intuitively sensible model. The genetic effect, G, of an individual is being
thought of as the average effect of his genetic makeup assessed across a rep-
resentative range of environments. In our example we are saying that this indi-
vidual has the kind of genetic makeup that in general would tend to raise 1Q
about 15 points, whatever the environment. Similarly, the environmental effect,
E, is being defined as the average effect of a particular set of environmental
experiences assessed across a range of genotypes. For the individual in our
example we are saying that his environmental experiences are of the kind gener-
ally beneficial to the extent of about 5 IQ points.

This formulation is therefore no different from that underlying the conven-
tional experimental designs we commonly use to assess the effects of independ-
ent variables.

In laboratory animals we can measure the values of G and E without diffi-
culty by rearing animals from a number of strains in a range of environments
and observing mean performances. In humans, assessing the effects of G and E
is more difficult because we have only limited control over both genetic make-
up and the environment. However, the situation is no more difficult than in
many other branches of social science where complete experimental control is
impossible. Indeed, it is considerably better since the biological mechanisms of
Mendelian inheritance guarantee a substantial measure of randomisation of
genetic and environmental influences. In practice, the behaviour geneticist
adopts approximate or quasi-experimental designs (Campbell and Stanley,
1963) in which balance and control is achieved not by randomisation, as in true
designs, but by exploiting natural situations in a systematic manner. Such
designs, of course, require greater caution than truly randomised ones and the
use of independent checks on the validity of their underlying assumptions.

In short, then, the definitions of G and E in the model are completely
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straightforward and operational. The model is, indeed, simple and in its basic
form deliberately side-steps the complex problem of how genes and environ-
ment have interacted to produce the phenotype. It is the very simplicity of this
formulation that provides a firm base from which we can elaborate and take
account of a realistic level of complexity, should the situation demand.

What are the quasi-experimental designs that have been used to separate the
effects of G from E in IQ variation? There are many, but one of the simplest and
certainly the most frequently employed is the twin study.

Approximately one in every hundred births gives rise to a pair of twins. Of
these, about one third result from a single conception and are thus genetically
identical. These are monozygotic or identical twins (MZ). The remainder are
the result of two separate conceptions and so are neither more nor less alike
genetically than ordinary siblings. These are dizygotic or fraternal twins (DZ).

A fascination with twins goes back to antiquity, but it was not until the last
century that the English scientist, Sir Francis Galton, realised that the two
different kinds of twins offered an opportunity to distinguish the effects of
nature from nurture. Galton was hampered by the lack of reliable measures of
intellectual ability, but with the development of intelligence tests at the turn of
the century it became possible to do justice to his approach.

The logic of the twin study is quite straightforward. Twins are divided into
monozygotic and dizygotic on the basis of similarity (MZ) or dissimilarity (DZ)
of obvious physical characteristics known to be very highly genetically deter-
mined. These might be facial appearance, fingerprints or, most reliably of all, a
variety of blood group factors. Individuals are then measured on the trait under
investigation and the extent to which MZ twins are found to resemble each
other more than DZs taken as an indication of the relative importance of genetic
influences.

An early, carefully planned study of IQ carried out by Herrman and Hogben
(1932) and involving 65 pairs of MZ twins and 234 pairs of DZs illustrates the
approach. Twins were identified in London schools and judged to be MZ or DZ
on the basis of finger-printing. They were then given the Otis Advanced Group
Intelligence Test, which was standardised to give a mean IQ of 100 and a
standard deviation of about 23. In addition to the twins, 103 pairs of ordinary
full siblings (FS) were also tested for comparison with the twins.

A number of indices of similarity are available to assess twin resemblance,
some like the correlation coefficient, for example, being more useful than
others, but the simplest, most obvious index is the average pair difference.
These average differences for the twins and siblings in Herrman and Hogben's
study are shown in Table 5.1.

The results are quite clear cut. Firstly, there is no difference between like-
sexed and unlike sex DZ twins, suggesting that genes and environment operate
on both sexes in the same way. Secondly, DZ twins are no more alike than
ordinary full siblings, indicating that twins are not treated differently from ordi-
nary brothers and sisters. But, MZ twins are much more alike than DZ twins or
siblings, their average difference differing by a factor of almost two. Since MZ
pairs are genetically identical, and DZs are not, it is plausible to ascribe their
greater IQ resemblance to genetic influences.
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Table 5.1. Mean differences in IQ of four groups in Herrman and Hogben’s study (1933)

Groups N pairs Mean IQ difference
MZ twins 65 9.2+ 1.0
DZ twins of like sex 96 17.7 £ 1.5
DZ twins of unlike sex 138 179 £ 1.2
Siblings 103 16.8 = 2.3

This is the basic logic of the twin method and it rests on the critical assump-
tion that relevant environmental influences of MZ twins are shared to the same
extent as those of DZs. If the assumption does not hold, then the increased
resemblance of MZ twins may simply reflect their greater environmental simi-
larity. The assumption is crucial, and doubts have frequently been raised con-
cerning its validity. At first sight these doubts seem reasonable enough, since
they rest on the well established fact that in many respects MZ twins are treated
more alike than DZs. For example, a recent study of scholastic achievement by
Loehlin and Nichols (1976), based on over 2000 pairs of twins, obtained paren-
tal ratings of the twins for dressing alike, playing together, sharing the same
teacher, sleeping in the same room and the extent to which parents consciously
tried to treat their twins alike. In all cases, MZ twins were treated more alike
than DZs.

However, the important question is whether or not such variables are impor-
tant determinants of intellectual ability. If they do not influence IQ there can be
no possibility of differential treatment causing the surplus MZ resemblance. In
Loehlin and Nichols’ study it was possible to show that these influences were
having absolutely no effect by looking to see if those twins who were treated
more alike actually were more alike in intellectual ability. They found that the
correlation between differences in similarity of treatment and differences in
ability was only —0.05 for MZs, a trivial value and, in any case, opposite in sign
to that expected. For DZ twins there was an even smaller correlation of +0.02.
Clearly these particular treatments are irrelevant, failing to influence intellec-
tual performance. This is not surprising if we recall Herrman and Hogben‘s
finding that neither sharing the same gender nor being a DZ twin rather than an
ordinary sibling influenced similarity either. If being treated as a boy rather than
a girl does not affect similarity in cognitive performance, it is not surprising that
dressing similarly, some parental pressure towards uniformity and the like
should also fail to do so. There is not a shred of evidence to suggest any special
differential treatment of MZ twins relevant to cognitive development. Indeed,
what evidence we have is entirely negative.

We can explore the nature-nurture question in a more thorough manner by
developing our simple G and E model and applying it ot other features of twin
data. Recall the basic model. The phenotype is expressed as the sum of two
components, one due to nature, G, and the other to nuture, E.

P=G+E
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If these two components are independent, then the observed phenotypic varia-
tion V (P) can also be expressed as the sum of two components V (G) and V (E),
which are the variances of the genetic and environmental effects respectively.
That is

V(P) = V(G) + V (E)

The use of the variance, which is simply the square of the standard deviation,
rather than some other summary population statistic, has the advantage of
allowing us to move from the individual to the population while still retaining
the additive nature of the model. Whereas we cannot separate G and E for any
single individual phenotypic score, we can separate V (G) and V (E) from the
variances and covariances of groups of individuals such as twins. This fact deter-
mines the choice of analysis of variance of twin data to assess the relative effects
of G and E.

The analysis of variance of twin pairs partitions total IQ variation into two
sources, that Between Pairs and that Within. To the extent that pairs resemble
each other, the Mean Square Between (B) will be greater than that Within (W),
the ratio (B — W) / (B + W) being a measure of this resemblance known as the
intra-class correlation. It is to these Mean Squares or, more simply and sufficient
for our purposes, to the correlations derived from them, that we equate our
genetic and environmental components V (G) and V (E).

Because people are typically raised in families, we must elaborate the
environmental part of the model slightly, replacing E with two components, one
reflecting the effects of home background together with shared or common
experiences, and the other reflecting experiences that typically differ for chil-
dren even though they are reared together. We will refer to these as home or
common environment (CE) and specific environment (SE) respectively. The
expression for the phenotype now becomes

P=G + CE + SE
and the phenotypic variance
V(P)=V(G) + V(CE) + V(SE)

Table 5.2. Analysis of Variance of IQ, intraclass correlations and genetic model for MZ and DZ
twins

Twin Source of Variation MS r2 Model for r
Mz Between pairs  (B) 850 0.84 V (G) + V (CE)
Within pairs (W) 75
DZ like-sex B 730 0.47 112V (G) + V(CE)
w 260

ar=B-W)/B+W
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Analysis of variance of twin data allows us to separate these components. The
Mean Squares reconstructed from Herrman and Hogben’s data, together with
the derived MZ and DZ intra-class correlations and their expectations on this
model are shown in Table 5.2.

The genetical and environmental expectations for the intra-class correlations
in Table 5.2 are determined by means of the following argument. The correlation
reflects the variance of all shared influences. MZ twins share the same home
environment (CE) and exactly the same genes (G). Hence their correlation
reflects V (G) + V (CE). DZ twins also share the same home environment but
only half their genes, the latter following from genetic theory. Hence their
correlation will reflect V (CE) + '/2V (G). Given this model, straightforward
arithmetic gives estimates of the components in the model as follows:

V (G) is twice the difference between the two correlations and

V (CE) the difference between the MZ correlation and our estimate of

V (G).

Thus V (G) = 2 (0.84 — 0.47) = 0.74 or 74%

V (CE) = 0.84 — 0.74 = 0.10 or 10%

V (SE) is 0.16 or 16%, the amount required to make all three compo-
nents sum to 100%. The quantity V (G) is often referred to as the broad
heritability.

An alternative representation of this model in terms of path coefficients was
developed by the geneticist Wright (1954). In this approach, the effects G, CE
and SE are all assumed to be measured on a scale with a standard deviation of
one, a device which puts them on an equal footing as potential influences on the
phenotype, P. The phenotype can then be represented by a regression equation
in which the beta weights, known as paths, are the correlations between P and
G, CE and SE respectively. It follows from this formulation that these correla-
tions are merely the square roots of the associated variance components for G,
CE and SE in the previous formulation. In our example

V(G) = 0.74, therefore Rgp = V0.74 = 0.86
V(CE) = 0.10, therefore Rggp = V0.10 = 0.32
V(SE) = 0.16, therefore Rgep = V0.16 = 0.40

and the prediction equation for P is
P = 0.86G + 0.32CE + 0.40SE

Looked at another way, the square of each of these correlations or paths gives
the proportion of variance explained or accounted for by the three uncorrelated
variables G, CE and SE.

Wright’s formulation has two advantages. Firstly, it can be represented in
diagrammatic form, as shown in Fig. 5.1. This simple visual representation is
extremely useful when we wish to inter-relate variables and consider the more
complex multivariate systems in Chapter 9.

Secondly, the values of the paths better indicate the relative importance of
the respective influences on individual differences than do the proportions of
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P = 0.86G + 0.32CE + 0.40SE

Fig. 5.1. The simplest realistic path model representation of genetic and environmental influences
on IQ

variance. Thus the finding of a heritability of 74% compared with a common
environmental variance of only 10% suggests the overwhelming importance of
genetic influences. However, their true relative importance in terms of raising or
lowering an individual’s IQ is in proportion to their paths, 86% to 32%, indica-
ting a sizeable impact of the common environmental influence.

A full discussion of the model underlying the partitioning of IQ variance has
been attempted in order to avoid misunderstandings concerning the logic of the
approach. The meaning of the component of genetic variation V(G), often
referred to as the heritability, has been particularly misunderstood. It is often
said, for example, that because it is a population statistic (which it is) it is not in
any sense applicable to individuals (which is false). The linear model underlying
the partitioning of variation refers to the individual, although we can seldom
directly observe the effects involved. The proportions of variance are summary
statistics that apply to the population. But they also translate into effects we
expect to influence individuals, as Wright’s formulation clearly shows. This for-
mulation enables us to predict what we would expect an individual’s IQ to be in
the light of information concerning his environment and genetic makeup. So far
as the environment is concerned we can often measure it (Rao et al., 1974). In
the case of genotype we must rely on information concerning blood relatives.
The randomisation of genetic influences makes prediction in the case of any one
individual quite inexact, though still better than chance, a fact which is often
ignored. However, as the numbers of individuals increases the power of the
prediction goes up as can be seen in the case of regression effects, discussed later
in the chapter and from recent advances in pedigree analysis (Lange et al.,
1976) which allow reasonable predictions concerning whole families.

Herrman and Hogben’s study (1932) indicates a large genetic influence on
IQ. How typical are these results of twin studies in general? Several compila-
tions of the results of twin studies of IQ have appeared in the literature, but
probably the best known of these is that of Erlenmeyer-Kimling and Jarvik
(1963) which also includes many other relationships for purposes of compari-
son. They list 14 studies of MZ twins and 11 of DZs, with median correlations of
0.87 and 0.53, very close to 0.84 and 0.47 found by Herrman and Hogben.
These correlations give estimates of components of variance of
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V(G) = 68%
V(CE) = 19%
V(SE) = 13%

which are probably the best overall estimates available from twin studies.
Roughly speaking, then, twin studies suggest a breakdown of IQ variation of
about 70% genetic, at most 20% common environment and about 10% specific
environment.

We have dealt at length with twin studies because they are relatively com-
mon. How consistent are genetic and environmental estimates from twins with
those from other lines of evidence? After all, these estimates depend on an
inference from two kinds of twin correlations and rest on the assumptions of
equal twin environments and the surplus resemblance of MZ over DZ twins
being !/2 V(G). While these assumptions are quite reasonable, it would obvi-
ously be reassuring to have additional evidence and perhaps a more direct
indication of the relative importance of genetic and environmental influences.

Adoption studies of various kinds provide such additional and more direct
evidence. When children are separated from their natural parents at an early age
and brought up in different homes, a variety of relationships are generated that
allow a direct separation of nature and nurture, provided there is little selective
placement. That is, we require that the children are placed in their foster homes
at random with respect to the environmental determinants of the trait in ques-
tion.

There are two ways of looking at these studies, one from the environmental
viewpoint, the other a genetic one. The correlations between an adopted child
and its foster sib or foster parents directly reflects the influence of common
environment. The correlation between the natural sib or parent, with whom it
has had little or no contact directly reflects genetic influences. A special case of
great interest but unfortunately (for the behaviour geneticist!) quite rare arises
when the foster child has an identical twin who was either reared by the natural
mother or fostered elsewhere. For these individuals, separated identical twins,
the correlation reflects the total effect of genetic influences, while the extent to
which they differ reflects the total effect of the environment.

There are four major studies of IQ in MZ twins reared apart (NVNewman et al.,
1937; Shields, 1962; Juel-Nielsen, 1965; Burt, 1966) comprising a total of 122
pairs’. The correlations obtained in these studies are given in Table 5.3. In spite
of the relatively small numbers in each the results show a remarkable consis-

7 Recent attempts to discredit Burt’s studies of IQ are discussed in Appendix A. The matter is also
raised in relation to the discussion of Table 5.9. In relation to Burt’s sample of MZ twins reared
apart the main criticism concerns the individual test scores which were “corrected” in the light of
known factors in the home environment, previous school performance and the like, rather in the
manner of an educational psychologist attempting to make a realistic evaluation of a child’s
intelligence. This procedure, of course, raises the correlation and renders it unsuitable for the
approach developed in this chapter. However, as is clear from Table 5.3, the group test correla-
tion which was based on unadjusted scores is entirely comparable with the other studies and its
omission would not alter the conclusions.
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Table 5.3. IQ Correlations between MZ twins reared apart

N pairs Group Individual
tests tests
Newman et al. (1937) 19 0.73 0.67
Shields (1962) 38 0.77 -
Juel-Nielsen (1965) 12 0.77 0.68
Burt (1966) 53 0.77 0.86

tency, particularly as regards the four different group tests. Taken at face value
these tests suggest a heritability of about 77%. A figure reasonably close to the
68% obtained from the MZ and DZ twins in Erlenmeyer-Kimling and Jarvik’s
compilation, while the median individual test correlation suggests 68%, agree-
ing precisely with earlier twin data.

The main objection raised by critics of foster studies concerns the degree of
selective placement. In the case of the studies of MZ twins reared apart, selec-
tive placement would raise the correlation and overestimate the heritability. In
principle we can detect the presence of selective placement directly by noting a
similarity between features of the foster home relevant to the development of
IQ and those of the home the child would have had if it had remained with its
natural parents. In practice it has proved difficult to measure the relevant vari-
ables.

However, some similarity between homes seems likely in the studies of MZ
twins reared apart. We know, for example, that in Shields’ study a number of the
children were reared by aunts or uncles and could not have been as widely
separated as one would have expected if foster homes had been chosen unsys-
tematically. However, two factors suggest that this effect exerts only a minor
influence on twin resemblance. Firstly, and most importantly, the correlations
for MZ reared apart, in all four studies, suggest a heritability only slightly higher
than that obtained for MZ and DZ twins reared together. The consistency of
evidence from independent sources is an important criterion by which to judge
the correctness of a scientific theory. Secondly, even if a number of the twins are
reared in related families, by aunts and uncles as in Shields’ study, the degree of
resemblance produced should be slight. This excess resemblance should not
exceed that of ordinary cousins, even assuming zero heritabilities. Studies of
cousins typically find a correlation in the region of 0.2. Allowing for some
genetic resemblance between cousins and the fact that most twins will be more
widely separated than cousins, a placement effect of much less than 10% seems
likely. As pointed out comparisons with studies of unseparated twins, which
suggest a heritability of about 70% compared with 77% for the separated ones
are consistent with this conclusion.

Perhaps the most striking testimony to the importance of genetic factors to
come from these studies of 122 pairs of MZ twins reared apart is quite simply
the largest recorded IQ difference of 24 points. This difference is for one of
Newman, Freeman and Holzinger’s twin pairs, 35 year old Gladys and Helen.
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Table 5.4. IQ Correlations for siblings reared apart

Study N pair Correlation
Hildreth (1925) 78 0.23
Freeman et al. (1928)? 125 0.25-0.34
Burt (1966) 151 0.42

2 The lower figure is intraclass, the higher, product moment calculated for younger and older sibs.

Gladys, who had the lower IQ, had been reared in a remote part of the Canadian
Rockies, was of relatively poor health and had missed a great deal of schooling.
Helen was reared on a farm, but with encouragement from her foster-mother
graduated from a good college and pursued a career in teaching. These environ-
ments were different enough, although many other pairs of twins, particularly in
Shields’ study, were reared under much more diverse conditions. The point to
note, however, is that given identical genetic make-up, 24 IQ points is the
largest difference typical environmental influences have ever been found to
produce. In a comparable sample of 244 individuals drawn at random from the
population we would typically expect to find a maximum difference in the region
of 80 points, the difference between a subnormal person of IQ 60 and a bright
person of 140. Even larger differences, of course, exist. Clearly these studies
suggest that the effect of nurture on IQ is much less than that of nature.

Studies of siblings reared apart are even fewer than those of separated MZ
twins, there being only three, shown in Table 5.4. Since siblings only share on
average half their genes, twice their observed correlation estimates heritability
directly. The median figures suggest a value between 50% and 68%, depending
on which of the two correlations given by Freeman et al., (1928) is chosen. Thus
these studies suggest a somewhat lower heritability than those of twins, but not
strikingly so. The difference between these two correlations in Freeman et al’s
study arises from a negative correlation of IQ with age, an artifact frequently
found for older tests, imperfectly standardised. The figure is a product-moment
correlation between older and younger siblings and is therefore crudely cor-
rected for this source of bias. Although such artifacts are troublesome when we
wish to make precise comparisons, they are of trivial importance in the broad
picture.

More numerous are studies of unrelated individuals reared together or foster
sibs. Their resemblance, again in the absence of selective placement, will be a
pure reflection of shared environment. However, whereas selective placement
in studies of twins and siblings reared apart causes an over-estimate of genetic
influences, together with an underestimate of environmental effects, the con-
verse is true for studies of foster sibs. A degree of compensation can therefore
be expected in the cumulative picture that emerges from considering both kinds
of foster studies. Imperfect age standardisation will also have a similar compen-
satory effect.

The results of seven studies, including two recent ones, are shown in Table
5.5. The median correlation is 0.23, unchanged from Erlenmeyer-Kimling and
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Table 5.5. IQ Correlations between unrelated children reared in the same home

Study N pair r

Freeman et al. (1928) 140 0.34
Burt (1966) 136 0.25
Scarr® and Weinberg (1976) 84 —0.03
Scarr and Weinberg (1977) 187 0.33
Burks (1928) 21 0.23
Leahy® (1935) 35 0.08
Skodak (1950) 63 0.50

2 In this study most pairs were mixed black and white.
b Calculated by Jencks (1972).

Jarvik’s median of the five studies available in 1963. This direct estimate of 23%
for V(CE) (probably a slight overestimate due to selective placement) is only
trivially different from the 19% suggested by the MZ and DZ twin data alone. A
good broad agreement between the various lines of evidence is beginning to
emerge.

The correlations between both foster sibs and sibs reared apart can be com-
pared with the correlation for normal siblings to estimate V(G) and V(CE). For
siblings we have a wealth of reliable data. Jencks (1972) lists six American
studies involving a total of 1951 pairs for the Stanford Binet test alone. From
these studies he estimates the sibling correlation to be 0.52. Another American
study (Higgins, et al., 1962) employing a variety of tests, found exactly the same
figure for a sample of just over one thousand pairs. Erlenmeyer-Kimling and
Jarvik obtained a median value of 0.49 for 35 studies. There seems little doubt
that the sibling correlation is in the region of 0.50. If we accept the estimate of
V(CE) of 0.23 from studies of foster sibs and combine this estimate with a
sibling correlation of 0.49, we can estimate heritability as twice the difference,
or 52%, somewhat lower than the 68% obtained with twins, but not strikingly
so. Had we chosen a sibling correlation of 0.52, our estimate of V(G) would
have risen to 59%, then only slightly less than our twin estimate of 68%. The
precise estimate will be fairly sensitive to very minor variations in the observed
correlations. Alternatively, comparing the sibling correlation of 0.49 with that
for sibs reared apart of 0.34, we can estimate V(CE) as the difference, or 15%,
this time very close to the 19% obtained from twins.

We have used comparisons between correlations for contemporaries such as
twins, siblings and foster sibs to estimate V(CE) and V(G). Comparisons bet-
ween natural and foster parents and their children also allow us to estimate
these sources of variation in a similar manner. In this case, however, V(CE) may
not have quite the same meaning as it does for contemporaries, since the shared
environment of parents and children may not have all its elements in common
with the environment shared by siblings.

Correlations between foster parents and adopted children from six major
studies, three of them quite recent, are shown separately for mother and fathers
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Table 5.6. IQ Correlations between foster parents and their adopted children

N pair father N pair mother
Burks (1928) 178 0.07 204 0.19
Freeman et al. (1928) 180 0.37 255 0.28
Leahy (1935) 178 0.19 186 0.24
Scarr and Weinberg (1977) 111 0.15 109 0.23
Scarr and Weinberg (1976) 127 0.18 128 0.17
Horn? et al. (1975) 228 0.09 236 0.15

2 Personal Communication reported by Munsinger (1975)

in Table 5.6. These correlations which, in the absence of selective placement,
estimate directly the effects of home environment, indicate a median value of
0.17 for foster-fathers and 0.21 for mothers, the overall median value being
0.19. The agreement with estimates of V(CE) for contemporaries from the
other lines of evidence so far examined is truly striking. It is of interest that the
correlations are very similar for both foster-mothers and foster-fathers, indica-
ting that it is the general quality of the home that influences IQ rather than
predominantly the influence of either the mother or the father.

Comparisons between natural parent-child and foster parent-child correla-
tions indicate the influence of genetic factors, just as do comparisons between
correlations for natural sibs and foster sibs. In both cases twice the difference
estimates the heritability V(G) assuming the very simplest genetical and
environmental model. The fosterparent-child correlation is 0.19. Erlenmeyer-
Kimling and Jarvik report a median correlation of 0.50 for twelve studies of
natural parents and their children. Jencks (1972) reports a figure of 0.48 for
what he considers to be five of the more reliable US studies. Estimating herita-
bility from Erlenmeyer-Kimling and Jarvik’s figure indicates 62%, again only a
little different from 68% indicated by the twin date.

The most direct evidence of the genetic component in parent-child resem-
blance comes from studies of natural parents and their children given up for
adoption shortly after birth. Only three such studies exist, for which correlations
are shown in Table 5.7. In Snyggs’s study (1938) threequarters of the children
were tested at under 5 years of age, when a reliable measure of IQ is difficult to
obtain. However, following the procedure of selecting the median correlation as

Table 5.7. IQ Correlations between mother and child reared apart

N pair r
Skodak and Skeels (1949) 63 0.40
Horn et al. (1975)2 192 0.32
Snygg (1938) 312 0.13

2 Reported by Munsinger (1975)
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Table 5.8. IQ Correlations between natural mothers and their children given up for adoption at
different ages taken from Skodak and Skeels (1949)

Age Correlation Heritability
2 0.00 0%
4 0.28 56%
7 0.35 70%

14 0.40 80%

typical suggests a heritability of twice 0.32 or 64%. Again, agreement between
the various lines of evidence is very good.

The study by Skodak and Skeels (1949) is particularly interesting since the
children were tested at 2, 4, 7 and 14 years of age, allowing us to look at the
development of heritable influences. The correlations between the natural
mother and the adopted child at these four ages is shown in Table 5.8. The
pattern is very clear, heritability being zero when the children are only 2 years
old, but rising steadily to 80% by the time they are 14. Finding that a delay
between measuring the mother and the child’s IQ increases resemblance is
strongly suggestive that the cause of this resemblance is genetic in origin.

Unfortunately, these authors did not measure the IQs of the foster parents
to allow full comparison of the correlations in Table 5.8 with those from
adopted children and their foster parents. However, they did measure years of
education of both natural and foster parents, a measure fairly highly correlated
with IQ. The correlations between the child’s IQ and the educational level of the
foster parents and natural parents are shown for both mothers and fathers in
Fig. 5.2. Again the pattern is very clear. At no time do adopted children and

_ 0.40 - o
0.40 . . . i,
L o o T /\o i S .¥'
\./.\./. .......... 8 0.30 o
§ 030 s o5 TUT e
5 o] ® L
g i * g
8 020 f « 020
*2 ] E
2 o10b . 2 0.10
:4“9:- ' 0/. /// \\\\\ §
© L g ~~o
1) é /,‘/ e ~e— e _
0___,_/ ______________________ 0 ——— e T g
./
1 1 1 1 1 1 1 1 1 1 1 1 1 .y J 1 1 1 1 1 1 1 !

1 1 1 1
2 4 6 8 10 12 14 16 6 8 10 12 14 16
Age (years) Age (years)

Fig. 5.2. Relation between parents’ and child’s IQs at different ages. Taken from Ehrman and
Parsons (1976)
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Table 5.9. Augmented Erlenmeyer-Kimling and Jarvick (1963) median Kinship correlations for IQ
with simple genetic and environmental model

Relationship N  Observed V(G) V(CE) Expected O-E
Correlation (0) Correlation (E)

Unrelated pairs apart 4 —0.01 0 0 0.00 —0.01
Unrelated pairs together® 7 0.23 0 1 0.18 0.05
Foster parent child? 6 0.19 0 1 0.18 0.01
Sibs apart? 3 0.34 /2 0 0.35 0.01
Parent child apart® 3 0.32 /2 0 0.35 —0.03
Sibs together 35 0.49 1 1 0.53 —0.04
Parent offspring together 12 0.50 12 1 0.53 —0.03
DZ together 20 0.53 2 1 0.53 0.00
MZ apart 4 0.75 1 0 0.69 0.06
MZ together 14 0.87 1 1 0.88 —0.01

2 Augmented as indicated in text
Estimated Effects V(G) =0.69+0.02

V(CE)=0.18+0.02
By subtraction V(SE) =0.13

Variation in correlations explained by the model is 98%.

foster parents correlate more than 0.1; for the most part, even less. Adopted
children do not grow to resemble their adoptive parents. In contrast, children
certainly do grow to resemble their natural parents, whether they are living
together or not, and to a substantial degree. The presence of a strong genetic
component in parent/child resemblance seems put beyond reasonable doubt.

The overall consistency of the various kinship correlations for 1Q when
judged against our very simple genetic and environmental model has been
remarkable. True, within each category the correlations are quite variable, but
the typical median values clearly show the expected patterns. This remarkable
consistency can, perhaps, best be demonstrated if we judge our simple model
against all these correlations simultaneously. To evaluate the model in this way
we have used the median correlation of Erlenmeyer-Kimling and Jarvik,
augmented in those cases where numbers were small and critical studies have
since been carried out. The assembled median correlations are shown in Table
5.9, together with our simple genetic and environmental model. The additions
are indicated by asterisks and are based on Tables 5.4 to 5.8 in the present
chapter.

In order to estimate the values of V(G) and V(CE) that best account for the
observed correlations, we adopted a simple, unweighted least-squares proce-
dure in which the observed correlations were regressed simultaneously on to the
coefficients of V(G) and V(CE). Using this procedure we find the most consist-
ent values of our parameters are a V(G) of 69% and V(CE) of 18%, each with a
standard error of only about = 2%. More sophisticated approaches that take
into account the different precision with which each correlation is determined
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Fig. 5.3. Graphical representation of the model and correlational data shown in Table 5.9

are possible (see Jinks and Fulker, 1970) but would be out of place in an
introductory text. The very simple approach employed here simply judges the
model equally against each correlation, has the merit of being intuitively obvi-
ous and the adequacy of the model is easily judged by eye.

The model fitting procedure is equivalent to attempting to fit two separate
straight lines of equal slope to a plot of the correlations against the degree of
genetic relationship, represented by the coefficients for V(G) in Table 5.9, one
line to the correlations between individuals reared apart, the other to those
between individuals reared together. Figure 5.3 shows these two lines. The slope
of the lines estimates the heritability V(G) and the vertical gap between them
V(CE). The close fit of the lines in Fig. 5.3 and the similarity of the observed
correlations with those expected on the model in Table 5.9 both show how well
this simple model explains the various kinship correlations and how consistent
the data are when we average across several studies. So well does this model fit,
in fact that it explains 98% of the variation in the kinship correlations, a better
fit for any model being difficult to imagine. In addition, with only two parame-
ters to explain ten correlations there are 10-2 = 8 independent opportunities
for the data to prove the model wrong. There seems little reason, then to doubt
that it reflects reality. The remaining 2% for discrepancies between our
observed and expected correlations is seen to be mainly due to the correlation
for MZA, twins reared apart, and foster sibs, both of which are slightly higher
than expected. This slight discrepancy is almost certainly due to a slight degree
of selective placement, which cancels out when we evaluate the data as a whole.

The compilation of kinship correlations we have used to estimate the pro-
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portion of genetic and environmental variation is open to a number of criticisms.
Insofar as we have used the Erlenmeyer-Kimling and Jarvik data it is not quite
up to date. In addition it has been criticised for including some very small
studies, including studies using poorly standardised tests, confusing some mid-
parent offspring correlations with those for single parents and most tellingly,
during the last few years, for including the correlations of the late Sir Cyril Burt
(1966) whose reporting of data has been shown to be most unreliable (Appen-
dix A).

A number of other compilations have attempted to improve on Erlenmeyer-
Kimling and Jarvik’s omitting Burt’s data and making good some of its more
obvious shortcomings. However, these attempts would generally include other
arbitrary features and the outcome of the kind of analysis attempted in this
chapter was always the same to within one or two percentage points. To illus-
trate the robustness of the data we refer the reader to one of the most careful
recent compilations of kinship correlations by Roubertoux and Carlier (1977)
which attempts to answer all the above criticisms. Whereas we obtained a break-
down of V(G) = 69%, V(CE) =18% and V(SE) = 13%, using the same
model their compilation gave 71%, 16% and 13% respectively.

These estimates of V(G) and V(CE) are, in a sense, lower bounds, since part
of V(SE) is certainly unreliability variation. Unfortunately, given the variety of
tests used we cannot know what their reliabilities might be, but 69% which we
found for V(G) sets the lower bound for heritability with 79% the upper bound
if we assume all of V(SE) is due to unreliability variation®. Few studies have
found such a high figure, although one or two of the more careful ones have,
such as Martin’s (1975) small but thorough study of MZ and DZ twins where a
heritability of 79% was found for IQ.

The conclusion of a sizeable genetic component is strengthened by the inter-
esting orphanage study of Lawrence (1931). Adopted children owe their var-
iance to genetic factors, contributed by their biological parents, and to environ-
mental factors, contributed by their adoptive parents; thus there are two sources
of variation. Children admitted to an orphanage at an early age should owe their
variance almost entirely to biological factors, i. e. the genetic contribution of
their true parents, because an orphanage provides as identical an environment
for the children as it is humanly possible to provide. If the contribution of
genetic factors were as important as suggested by the studies reviewed so far,
there should be little reduction in variance for the orphanage children, as com-
pared with a random sample of ordinary children brought up by their parents;
this is precisely what Lawrence found. Eysenck (1973) argued that the shrink-
age observed was practically identical with that expected if we assumed that h?
= 0.80. The numbers in the study were too small to attribute much importance
to the precise values of the shrinkage, but a repetition of the study with larger
numbers would be of considerable interest. From the social point of view it is

8 Unreliability variation, which equals one minus the reliability coefficient is confounded with
V(SE). To correct the heritability for unreliability we simply subtract the unreliability variation
from V(SE), calculate the new total variation, and express V(G) as a fraction of this new total.
Many of the tests used in Table 5.9 were relatively unreliable group tests with a reliability
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interesting to note that the minute shrinkage in variance found in this study
could not be increased in any political regime, however egalitarian, because it is
difficult to see how such a regime could provide an environment less varied than
that found in an orphange.

The striking adequacy of this very simple genetic and environmental model
makes it highly likely that many of the criticisms it has attracted are without
foundation. The major criticism most frequently voiced is that a simple additive
model in which genetic and environmental influences act independently cannot
be realistic. One form of dependency envisaged is an interaction process. For
example, it is felt that genes for either very high or very low IQ are quite
unlikely to respond to any given environmental experience in exactly the same
way. Consider the availability of good library facilities. A favourable genotype
might be quite strongly influenced; a poor one not at all. Such possible differen-
tial reactions of genotype to environmental experiences are examples of
genotype-environmental interaction.

However, even though such effects might be plausible, their presence to any
degree would have made it impossible for the simple model to provide such a
good account of the available data. We can see this if we consider what effect
they would have on the expectations of our kinship correlations. Pairs of indi-
viduals sharing both genetic make-up and a common environment would be
subject to the same interactive effects and hence show an increased similarity.
The effect would be most marked in MZ twins who share all their genes. On the
other hand, individuals who were fostered either share no genes if they are
foster sibs and foster parents and their adopted children, or share no environ-
mental influences if they are separated pairs of MZ twins, sibs, or parents and
offspring and will interact uniquely becoming less alike. Consequently, an
interaction between CE and G would result in all the correlations for natural
families being higher than the simple model would suggest, and all those for
foster families being lower. The correlations in Table 7.9 show no such ten-
dency.

Any interaction between G and specific environment, SE, would in all cases
lower the correlations and boost the estimate of V(SE) and this form of interac-
tion would remain undetected. However, since V(SE) is only 13% and includes
both genuine SE effects and unreliability variance as well as any G X SE interac-
tion, the amount must be small indeed.

The most likely reason for not finding appreciable genotype-environmental
interaction is that it is only expected at extremes of G and E, that is for a
relatively small proportion of the population. For the vast majority of individu-
als within the normal range, who contribute most to our samples, it is probably
quite realistic to assume that their more typical G and E effects act more or less
independently. We can, perhaps, see the plausibility of this suggestion if we
consider schooling. If we ignore very dull or very bright children, it is unlikely
that the overall effect of environmental experiences, such as losing a little
schooling through illness, benefitting from a particularly considerate or skilled

coefficient around 0.80-0.90. Thus the higher figure of 79% for heritability is probably more
realistic than the uncorrected, conservative value of 69%.
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teacher, or suffering from poor library facilities would affect most of the chil-
dren in a similar manner. In addition, if the overall effect of these influences
were small we would not expect to see marked differences in different genotypic
response to them, that is, genotype-environmental interaction.

Animal experiments in behaviour genetics indicate interactive effects oper-
ate in this way, only being at all marked either when the environmental experi-
ences or the genotypes are extreme. Most studies of IQ necessarily include
relatively few extreme genotypes, IQ being normally distributed. The unifor-
mity of modern industrial society probably excludes really extreme environmen-
tal experiences.

We can test directly for some form of genotype-environment interaction in
studies of MZ twins reared apart. In these studies the mean score of each pair
estimates their genotypic value, pairs in which both IQs are high being high on
the genotypic scale and pairs where both have low IQs being low. In contrast,
differences between their IQs indicates the effect only of the environment, both
CE and SE since they are reared apart. Genotype-environment interaction is
indicated if these environmental effects are related systematically to the genoty-
pic ones. For example, if poor genotypes were more at risk environmentally
than favourable ones, the twin pairs’ means and differences would be negatively
correlated. Other forms of interactions might produce a positive correlation or
lead to curvilinear relationships between the G and E values. Jinks and Fulker
(1970) looked for such interactive effects for a number of measures of IQ and
found them to be of negligible importance.

Another form of dependence between G and E that has given rise to doubts
concerning the adequacy of the simple model developed in this chapter is a
possible covariance between G and CE. This covariance, it is argued, might arise
if favourable genotypes are raised in families with favourable environments. For
IQ such covariance seems highly likely, especially if we think of children with
gifted parents or, on the other hand, children with mentally handicapped
parents. The result would be to reinforce both the genetic and environmental
influences and accentuate individual differences. However, as in the case of
genotype-environmental interaction, the effects may well be most marked at the
extremes which will include relatively few individuals in typical samples. For the
vast majority of children the effect may be much less marked, with parental IQ
playing a more limited role in the development of IQ differences. That is,
although it is almost certain that the differences between parental 1Qs of 150
and 70 will be important, that due to differences of, say 110 and 90 may not be,
factors other than IQ of the parents playing an important part within this range.
In addition, if CE is small, as it appears to be for IQ, the effect of this covariance
may also be quite small compared with the main effects in the model.

To detect covariance between G and CE directly is possible in principle since
it accentuates individual differences in normally reared children. Consequently
the total variation of fostered children is expected to be somewhat reduced. In
practice it is quite difficult to detect because such groups might be subject to a
degree of selection sufficient to reduce the variation slightly and mimic a
covariance effect. Differences between tests and inadequate standardisation will
often produce differences in overall variation. In fact, though, when available
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data are pooled, there is no convincing evidence of a reduced variation from
fostered individuals (Jirnks and Fulker, 1970; Fulker, 1976).

Covariance effects would also show up as a difference in correlation between
individuals in two kinds of foster studies, those in which both individuals are
fostered and those in which only one is fostered, the other being reared by the
natural parents. In the absence of genotype-environmental covariance these two
correlations are expected to be the same. In the presence of covariance the
adopted-adopted pairs should resemble each other less than the adopted-
natural pairs. What evidence we have for these two kinds of fostered children
suggests either no effect or, if anything, the reverse (Jencks, 1972).

However, the best reason we have for doubting that either genotype-
environmental covariance or interaction play any substantial part in defining IQ
variation is the very good fit of our simple model. Attempts to incorporate
either effect into the model can be shown to greatly worsen the fit.

A heritability of about 70% compared with a common environment effect
of, at most, 20% is strikingly consistent with the phenomenon of regression to
the mean of the IQs of relations of selected groups of individuals. If we take a
group of very high or low IQ parents and assess their children’s IQ, we find both
groups of children fall nearer to the mean than their parents, the children of
bright parents being on average duller, the children of dull parents brighter. Of
course, measured across the whole range of parents, the average extent of this
regression is simply a reflection of the parent-offspring regression or correla-
tion, which is around 0.5. However, by taking extreme groups the robustness of
the genetic and environmental model, which predicts linear effects for extremes,
as well as intermediates, is demonstrated.

Terman’s famous study of gifted children (see Oden, 1968) provides appro-
priate data for observing regression. In this study, as already explained, 1528
Californian children with IQs of 140 or higher were followed into adulthood in
order to assess the importance of IQ in adult success and adjustment. The mean
IQ of those that married and had children was 152; that of their spouses, 125.
The mean IQ of this whole group of parents was 138.5. The mean IQ of 1571 of
their children was 133.2, a little less than the parents and showing some regres-
sion to the mean.

Our simple genetic and environmental model can be used to predict what we
would expect their IQs to be. The sum of V(G) and V(CE), which was 87%,
reflects the total influence of family background, both genetic and environmen-
tal. The prediction is very simply that the offspring should fall back 87%
towards the mean from their average parental IQ. The parents were 38.5 IQ
points above the mean, the children should therefore be 87%, of 38.5 or 33.5
above the mean. In fact they were 33.2 above the mean, the predicted value
being very close to that observed. The value of V(G) alone tells us what we
might have expected had their children been fostered at random so that only
genetic factors would be important. In this situation we would have expected a
regression of 69% of 33.2 or 26.6 from the mean, that is an IQ of 126.6, only
some 7 points below that found, reflecting the much greater impact of genetic
influences compared with those of home environment.

At the other end of the IQ continuum, Reed and Reed (1965) found for a
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small sample of 53 pairs of very low IQ parents, with a mean of only 74, or 26
points below the average, that their 177 children regressed upwards to the
mean, having an average 1Q of 82. If we take our estimate of all family back-
ground factors, both genetic and environmental, again to be 87%, we would
expect a regression of 87% of 26 points or 22.6 below average for the children,
that is a mean IQ of 77.4, a little lower than the 82 found. In fact, the mean IQ
of all the children in their sample was about 106, compared with about 102 for
the parents. If it is appropriate to use these norms we predict the children’s IQs
to be 81.7, again the prediction falling very close to the observed value.

However, with very low IQ subjects both substantial physical defects and
recessive genetic ones may contribute appreciably to their low scores introdu-
cing a skewness into the distributions of genetic and environmental effects. Then
we do not expect complete additivity and strictly linear regression which the
prediction equation assumes. Under these conditions children may be expected
to regress further back to mean from the low end of the parental scale than from
the high end, and Reed and Reed’s sample perhaps is, to some extent, reflecting
the presence of these extreme genetic and environmental effects.

We have direct evidence of recessive genes for low IQ from studies of
inbreeding. There are three major studies, and in each the IQs of children born
to parents who are themselves related, usually as cousins, were found to be
lower than those of children born to previously unrelated parents.

It is a well-established feature of genetic systems that involve dominant and
recessive genes that they also show inbreeding depression, and the cause of this
depression is the greatly increased frequency of the double recessive combina-
tions that arise with inbreeding.

We can see how this comes about if we consider the extreme case of a rare
recessive gene with a frequency of 1 in 100. Phenylketonuria which, if untrea-
ted, results in severe mental retardation, is an example of a disorder caused by
such a gene. The frequency of about 1 in 100 implies a population frequency for
the double recessive of (1/100)? or 1 in 10000, which is close to the observed
frequency of Phenylketonuria. The probability of being a carrier, however, is
close to 2 X 1/100, or 1 in 50. Now, should an individual carrying this recessive
gene choose a mate at random, the chance that his mate also carries the gene is
very remote, again only 1 in 50. When two carriers produce offspring there is a
probability of !/+ that they will produce a defective child. Consequently, the
chances of this individual producing a defective child, given he is a carrier and
mating at random, is only /s of 1 in 50, or 1 in 200.

Now consider the case of this individual mating incestuously with his sister,
an extreme form of inbreeding frequently employed in developing inbred strains
of animals. If he carries the recessive allele, then there is a probability of !/: that
his sister does too. The probability now of producing a defective child is /- of !/
or 1 in 8. The risk of this individual producing a double recessive defective child
is thus increased by a factor of 25 times if he mates with his sister. Should he
marry his cousin, one of the closest degrees of blood relationship generally
permitted in modern societies, the probability of his cousin also being a carrier is
/s with a consequent risk to their children of !/s of /s, or 1 in 32. Thus, even with
cousin marriage the increased risk of producing a double recessive Phenyl-
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ketonuric individual is increased by a factor of about 6 or 7. Indeed, the com-
monest way of deciding whether some disorder is controlled by a recessive gene
is to look for common ancestry in the family pedigree. Typically, the rest of the
pedigree will be clear of the disorder.

The best known inbreeding study of IQ was that carried out in Japan shortly
after the second world war by Schull and Neel (1965) as part of a project
designed to detect mutation effects caused by radiation from the atomic explo-
sion at Hiroshima. A Japanese version of the Wechsler intelligence test (WISC)
was developed and given to 486 children of parents who were first cousins, 379
children of parents somewhat more distantly related and 989 children whose
parents were not related at all. They found a small but highly significant depres-
sion of IQ in the partially inbred children corresponding to about 4 1Q points for
cousin marriage. This inbreeding depression indicates genes for low IQ are
recessive to those for high 1Q. 4

That the effect is small is expected from genetical theory. The degree of
inbreeding can be expressed as an index, F, the coefficient of inbreeding which is
zero in outbred populations and reaches a maximum of one when all individuals
are completely inbred, as in the case of an inbred strain of animals. This coeffi-
cient is only /16 for children born to first cousins and since the inbreeding effect
is proportional to F we expect the effect to be quite small.

In Schull and Neel’s study there were confounding effects of age and social
class which mimicked inbreeding depression unless the IQs were corrected by
statistical means. Such statistical corrections are inevitably less convincing than
direct control especially when effects are so small. These corrections have
caused a certain amount of doubt concerning the outcome of their study. How-
ever, a recent Israeli study (Bashi, 1977), which is quite free of social class and
age biases, completely confirms their findings.

This study was carried out among Arab communities in Israel where consan-
guineous marriages are strongly encouraged for social and economic reasons. In
these communities, cousin marriage reaches the very high figure of 34%, com-
pared with around 6% in Japan and less than 1% in Europe and America.
Moreover, the much rarer marriage of double first cousins, which leads to an
inbreeding coefficient of !/s in their children, was also quite frequent in these
Arab communities, being about 4%. Consequently, they were able to see if the
children of these marriages, which result from a pair of sibs marrying into the
same family, showed greater inbreeding depression than those of first cousins, as
genetic theory would predict. The results, involving 970 children of first cousins,
125 of double first cousins and 2108 control children of unrelated parents on a
variety of IQ tests and scholastic achievement strikingly confirmed the predic-
tion. In all cases the children of cousin marriages showed inbreeding depression
and, in all cases, those of double first cousins showed the larger effect. The
depression in IQ corresponding to an inbreeding coefficient of !/1s was about 1'/>
IQ points at age 9 and about 3 IQ points at age 11.

Finally, a small study by Cohern (1963) involving 38 children of cousin
marriages and employing the WISC found a uniformly depressed response on all
the subtests corresponding to about 3 to 4 IQ points.

Taken together these studies of mild inbreeding suggest a depression in 1Q

123



of about 3!/> IQ points from an F of about !/i1s. We can indicate the importance
of this small effect by calculating what would be the effect on IQ of producing
completely inbred strains of people as we frequently do with laboratory animals.
Their expected mean IQ would be 16 times lower than that of children of first
cousins, an appalling value of about 45 IQ points. Inbred strains of people
would barely be human.

The finding of mild inbreeding depression for IQ among children of cousin
marriages is consistent with the greater frequency of retardation found following
inbreeding. Bddk (1957) found a threefold increase of retardates among the
children of cousin marriages, and Reed and Reed (1965) a fourfold increase,
again indicating the presence of recessive genes for low 1Q.

These studies involve a mild case of inbreeding. More severe inbreeding,
such as would result from incestuous unions between brother and sister, father
and daughter or mother and son, should produce much more marked effects,
since the inbreeding coefficient would be !/s. Numerous small studies of incest
do, indeed, indicate a high frequency of mental retardation as well as other
forms of abnormality among the children resulting from such unions. However,
a problem of interpretation arises because individuals who produce children in
this way are very often themselves retarded and might therefore be expected to
produce a higher than normal frequency of retarded children. A recent
Czechoslovakian study (Seemanova, 1971) that goes some way towards adequa-
tely controlling for this effect provides eloquent, if sad, testimony to the reality
of inbreeding depression for intelligence. Of the 161 children born to women
who had conceived through sexual intercourse with their fathers or brothers or,
in one case, a son, 40 suffered from severe mental retardation, that is 25%, or a
10 fold increase over the population incidence. Of their mothers, 14% were
subnormal, of their fathers, only 6%. Clearly inbreeding depression has com-
pletely counteracted any expected regression upwards towards the population
mean. Most striking, however, was the frequency of mental retardation in the 95
children born later to the same women, but fathered by men to whom they were
not related. The frequency of mental retardation was exactly zero.

These studies of inbreeding depression make it quite clear that for many of
the genes influencing IQ there is a marked degree of dominance. Combining the
information on dominance from inbreeding studies with the information we
obtained from the kinship studies allows us to probe further into the nature of
the genetical control of IQ.

In constructing our simple G and E model we made the assumption that the
degree of genetic resemblance of all first degree relatives, that is of parents and
offspring, full siblings and DZ twins, was the same, !/>2V(G). This assumption
was clearly justified in the light of the observed correlations. However, a ques-
tion of interest that arises is, what does this equality of genetic resemblance
imply about the genetical system, knowing that there is dominance for genes for
high 1Q?

Genetic theory predicts that the genetic variation V(G) will be made up of
the two independent components V(ADD) and V(DOM). The first of these is
the additive genetic variance which reflects mainly increasing or decreasing
alleles in homozygous or double combinations. The second, V(DOM), reflects
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the hybrid or heterozygote combinations made up of one increasing and one
decreasing allele insofar as these combinations do not simply fall halfway in
their effect between the two homozygotes. If we had just these two effects,
additive and dominance variation, they should be reflected in a difference bet-
ween the genetic resemblance of parents and offspring and full siblings, neither
being /2V(G). In fact, both would be less than '/-V(G), but with parent-off-
spring less than that of full siblings.

Our finding that the genetic resemblance of all first degree relatives was the
same, !/2V(G), clearly suggests some other influence is counteracting the effects
of dominance. The only two candidates, for which we also have ample evidence
are inbreeding and assortative mating; the tendency for like to marry like.
However, inbreeding is relatively uncommon in most of the countries of origin
of the kinship studies, these being mainly Europe and the U.S.A., and it is very
easy to show from genetical theory that the effects of such modest levels of
inbreeding are negligible. Even the exceptionally high level of inbreeding in the
Arab population in Israel, observed by Bashi, could not produce anything like
the effect necessary to offset the -effect of modest dominance variation. This
leaves assortative mating as the most likely explanation.

Throughout the world there appears to be a modest but widespread ten-
dency for like to marry like, resulting in a host of positive correlations for all
kinds of traits. The most obvious of these correlations is probably indices of size.
Height, weight and chest circumference, for example, all show typical correla-
tions of about 0.2 for spouses. Similar correlations have been observed for
many, though not all, personality traits ( Vandenberg, 1972). However, for cog-
nitive traits, and particularly for IQ, the correlations are very high, estimates
ranging from 0.3 to 0.6 in available reliable studies (Jencks, 1972). With such
high heritability for IQ these figures also imply a high degree of genetic resem-
blance between spouses too, and it is this genetic resemblance that is expected to
influence estimates of genetic variation. Unlike the effects of inbreeding, the
effects of assortative mating are expected to be quite marked. In its presence,
but in the absence of dominance variation, we would expect both the genetic
resemblance between siblings and parents and offspring to be greater than
1/2V(G) with parent-offspring resemblance being slightly higher than that for
siblings. These effects are exactly opposite to those produced by dominance.

The influence, then, of both dominance and assortative mating together
would tend to cancel out, with appropriate levels of each, resulting in /2V(G)
for all first degree relatives. Given that we have independent evidence for both
dominance and assortative mating for IQ and that the presence of both lead us
to expect a very simple model of the kind we found for the kinship correlations
in Table 5.9 the case for an additive-dominance model with assortative mating
for IQ is quite strong. Sir Ronald Fisher (1918), in a classical paper, developed a
detailed model to explain the kinship correlations in the presence of both assor-
tative mating and dominance. In this model the total genetic variation is made
up of three components
V(G) = V(ADD) + V(DOM) + V(AS)
the additional component V(AS) being that due to assortative mating. The
expectations for the genetic resemblance among the kinships we have looked at
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for IQ are shown in Table 5.10. We can use these relationships and our estimate
of V(G) to solve the equations in this table, but to do so we need an estimation
of the correlation between spouses, 1.

Several studies of assortative mating for IQ exist and Jencks (1972) gives
nine, of which he rejects two as unreliable. One of these is small and the parents
were selected on the basis of similarity; another was very large based on Reed
and Reed’s (1965) data involving 1016 pairs of parents. They correlated 0.33.
Jencks’ puts the weighted estimate of r,, at 0.50. Reed and Reed’s estimate he
rejects because subjects were given a variety of tests which might be expected to
lower the correlation. However, their study has one powerful feature the others
lack in that all the subjects were assessed as children long before they married
and frequently before they even knew each other. As a result, this correlation is

Table 5.10. Genetic model incorporating dominance and assortative mating effects for 1Q

Genetic Resemblance Expectation Value for IQ
MZ twins V(ADD) + V(DOM) + VAS 0.690
Siblings 1/2V(ADD) + '/:V(DOM) + VAS 0.345
Parent child {1+pp} {/-V(ADD) + /2V(AS)} 0.345

Solution for "pp = 0.47 and for "pp = 0.33

V(ADD)  =0.36 0.44
V(DOM)  =0.22 0.17
V(AS) =0.11 0.08
Total V(G) = 0.69 0.69

Broad heritability =V(G)=69%
Narrow heritability = V(ADD) + V(AS) = 47%-52%

free of the effects of husband and wife on each other subsequent to marriage, a
problem with many other studies. Since we feel this estimate of r,,, is probably a
good one we have included it among the eight estimates which, following our
usual procedure of choosing the median one, results in an estimate of 0.47. This
figure, as well as that of 0.33 is used in Table 7.10 to estimate the effects of
V(ADD), V(DOM), and V(AS). The results indicate substantial V(DOM), the
estimate being roughly one half that of V(ADD) which indicates on Fisher’s
model that the level of dominance is very probably complete. That is low IQ
alleles appear to be completely recessive to their dominant high IQ counter-
parts. This finding is completely in accord with studies of major genes known to
influence 1Q of which Phenylketonuria is an example.

From these analyses we can even gain a rough idea of how many genes might
be controlling IQ, or at least how many are showing some degree of dominance.
Most methods for estimating the number of genes are very poor and provide
gross underestimates, but one quite robust estimate (Jinks & Fulker, 1970) is
given by the square of the ratio of the inbreeding depression and the inbreeding
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coefficient, F, all divided by the estimate of the dominance variation
(Inbreeding depression/F)? / V(DOM).

If we assume a depression of at least 3 IQ points for the children of cousin
marriage who have an F of about !/is and take as our estimate of V(DOM) the
product of IQ variance (225) and the 0.22 we obtained from the correlational
data we obtain from the above formula an estimate of the number of genes of
about 47. Such estimates are, of course, very gross, but they do serve to empha-
sise the polygenic nature of 1Q.

One of the more interesting features to emerge from a genetic analysis of IQ
is this finding of substantial dominance variation which, from the inbreeding
studies, is seen to favour high IQ. This kind of genetic control is characteristic of
traits intimately concerned with biological fitness and which have probably been

Table 5.11. MZ and DZ correlations for school achievements in Husén’s (1959) study with corres-
ponding estimates of components of variance

n pair Arithmetic ~ Writing Reading History Mean
MZ 352 0.81 0.76 0.72 0.80 0.773
DZ 668 0.48 0.50 0.57 0.51 0.515
V(G) 0.66 0.52 0.30 0.58 0.51
V(CE) 0.15 0.24 0.42 0.22 0.26
V(SE) 0.19 0.24 0.28 0.20 0.23

under strong directional selection during the evolutionary process. Therefore, in
this picture we are probably seeing the result on the genetic architecture of
intelligence of man’s evolution from his ape-like ancestors. Intelligence, as we
would expect, probably played a major role in his evolution.

The evidence relating to a strong heritable component in IQ is overwhelm-
ing with several lines of evidence converging on a strikingly consistent picture.
As a result there can be little doubt that there is a strong biological basis to
individual difference in intelligence as measured in modern industrial societies.

The IQ evidence is particularly strong, but what of the evidence relating to
school achievement?

One problem inherent in studying differences in educational attainment is
how to choose a measure on which the majority of people will have been
assessed but, at the same time, does justice to the full range of intellectual
ability. For example, if we choose to look at elementary test results at an age
when most people will have been assessed, say attainments before statutory
school leaving age, then we will not be discriminating academic ability very well
at the top end of the scale. Among those who score high at the lower level will
be some who leave school and never take any more examinations, while others
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may go on to higher education and attain degrees and professional qualifica-
tions. However, if we attempt to discriminate at the upper end of the ability
levels by studying college examination results, for example, a large proportion
of the population will be omitted from assessment altogether. In consequence,
the full range of individual differences in cognitive abilities may be grossly
under-represented. It is for reasons like these that psychologists favour IQ as a
measure of ability, since it covers a wide range of levels and is reasonably
constant at different ages. Perhaps the most adequate measure of educational
ability we have that gives weight to all levels of ability is years of schooling,
although inevitably we lose some discrimination, since people leaving school at
the same time will still differ quite considerably in intellectual skills.

In spite of these difficulties, school achievements are of great practical
importance and the investigation of their genetic and environmental determi-
nants of some interest. There are three large twin studies of school attainment,
each of which falls into one of the three categories of measure described above.
At the elementary level is Husén’s (1959) involving assessment before statutory

Table 5.12. National Merit Scholarship Qualifying Test correlations and simple genetic and environ-
mental model (Loehlin and Nichols, 1976)

N pair English Mathematics  Social Natural Vocabulary Mean
Usage Studies Science
MZ 1300 0.72 0.70 0.69 0.64 0.88 0.726
DZ 864 0.52 0.51 0.52 0.44 0.62 0.522
V(G) 0.40 0.38 0.34 0.40 0.52 0.41
V(CE) 0.32 0.32 0.35 0.24 0.24 0.32
V(SE) 0.28 0.30 0.31 0.36 0.12 0.27

school leaving age in Sweden. In this study twins were obtained from the entire
population of males reporting for military service evaluation at age 20, between
1948 and 1952. School records of achievement in Arithmetic, Writing, Reading
and History were available for the final year of compulsory education, the
children being between 14 and 15 years old. The MZ and DZ correlation for
these four school subjects are shown in Table 5.11.

The main feature of the pattern of variation compared with that for IQ is the
relatively lower heritability and much greater effect due to common environ-
ment. For IQ, the ratio of genetic variation to common environmental is about
31/>to 1. Here the ratio is on average only 2 to 1. Specific environmental effects
also appear more important than for IQ, but almost certainly reflect the lower
reliability of these measures which Husén puts at only about 0.80, compared
with 0.95 for 1Q.

A large component of variation for common environment was also found by
Loehlin and Nichols (1976) in their large American study of 17 year olds taking
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the National Merit Qualifying Scholarship Test (NMQST), an examination
designed to select students of high academic ability in U.S. high schools. Inevi-
tably this study, while involving some 2000 pairs of twins, suffers from a strong
selection bias in that the mean ability level of NMQST examinees is at least one
standard deviation above average. However, in spite of this quite marked
restriction of ability range, the effects of environmental variation between
families, or in our terminology, common environment, is still much more
marked than for IQ. Correlations and estimates of components of variance are
shown in Table 5.12 for the five NMQST examination subjects. In these data
the apparent magnitude of common environment influences is approaching that
of the genetic influences.

Perhaps the best overall indicator of scholastic ability is years of schooling,
for while the scale must be very coarse, grouping together many people of
different intellectual abilities, it does take in the very wide span of educational
levels typically found in modern society. Some indication of the discriminatory
power of this measure, as well as its social importance, may be judged from its
correlations of 0.5 to 0.6 with adult occupational status and earned income.

Taubman (1976) provides the largest body of twin data for this measure on a
reasonably widely drawn sample of subjects, although these twins had all served
in the US Armed Forces during the second world war so that extremely low
ability levels had been excluded. Taubman found for 1019 pairs of MZ and 907
pairs of DZ twins correlations of 0.76 and 0.56 respectively. These correlations
provide estimates of

V(G) =44%
V(CE)=32%
V(SE) =24%

Again, heritability is lower than for IQ and the effect of the common environ-
ment much greater. Thus in spite of differences between measures and samples
the three large studies are in very good agreement concerning the general pic-
ture for educational attainments.

With home environment playing almost as important a part as genetic
makeup in determining individual differences in educational attainments, the
presence of both genotype-environment interaction and covariance seems a
distinct possibility. Of the two, covariance seems the more likely, since well
educated parents appear to assist their children in school subjects (Mar-
Joribanks, 1977) in addition to bestowing upon them favourable genotypes.
Unfortunately, there is no very good evidence on this matter, since extensive
information on foster sibs, twins reared apart and the like, is lacking. However,
some relevant data are available in two studies carried out by Newman et al.
(1937) and Burt (1966). Although Burt’s data must be considered unreliable,
the two studies are in remarkably good agreement and worth considering
together.

The effects of G X E interaction and covariance on our simple G, CE and SE
model are shown in Table 5.13, on the assumption that for separated MZ twins
only one is fostered, the other being reared by the natural parents, which

129



appears to be the case for most of the twins in Burt’s and a number in Newman
et al.’s studies.

The two models are quite complicated, involving an additional component of
variance, V(G X CE) representing interactions between CE and G and a com-
ponent of covariance Cov(G, CE), reflecting the covariance between G and CE.
V(SE)* represents V(SE) + V(G X SE) which cannot be separated in these
data. They lead to rather different results. Using the correlations from these two

Table 5.13. Model for covariance and interaction between genetic and environmental influences

Type of twin Covariance model Interaction model

MZT V(G) + V(CE) + 2Cov(G, CE) V(G) + V(CE) + V(G X CE)
DZT /2V(G) + V(CE) + 2Cov(G, CE) /2V(G) + V(CE) + /2V(G X CE)
MZA {V(G) + Cov(G, CE)}/{1-Cov(G, CE)} V(G)

-MZT V(SE) V(SE)*

@ V(SE) in the interaction model includes various interactions with SE.

Table 5.14. Solution to covariance and interaction models for Burr’s (1966) and Newrman et al.
(1937) studies of educational achievements

Burt Newman

et al.
MZT 0.98 0.89
DZT 0.83 0.70
MZA 0.62 0.58
V(G) =030 V(G) = 0.62 V(G) =0.38 V(G) = (.58
V(CE) =0.28 V(CE) = 0.68 V(CE) =0.27 V(CE) = 0.51
2Cov(G,CE) =040 V(GXCE) =-0.32 2Cov(G,CE) =0.24 V(GXCE) =-0.20
V(SE) =0.02 V(SE)* = 0.02 V(SE) =0.11 V(SE)* = 0.11
Total 1.00 1.00 1.00 1.00

studies to solve for the parameters gives the results in Table 5.14. Clearly an
interaction model is quite inappropriate in both cases, leading firstly to imposs-
ible negative estimates of the interaction variance V(G X CE), secondly to esti-
mates of V(SE)* that are too small to allow for other than trivial interactions
between G and SE and, thirdly, to estimates of V(CE) that are improbably
large, being 0.68 in Burt’s study and 0.50 in Newman et al.’s. These estimates of
V(CE) imply that unrelated individuals reared together would correlate to an
even greater extent, and what evidence we have suggests figures somewhat
lower.
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The results of fitting a covariance model in Table 5.15, on the other hand,
look very sensible. More extensive analysis of Burt’s familial correlations for
educational attainments also strongly indicated substantial covariance (Fulker,
1974; Jinks and Fulker, 1970). The extent of this covariance between G and CE
can be expressed as a correlation coefficient, being Cov(G, CE) / V(G)"

0.40 Qb‘e\
CE 0.52 Attainments

033

/

Fig. 5.5. Path diagram of correlated genetic and environmental influences on educational attain-
ment. Based on data in Newman et al. (1937)

SE

V(CE)* . This formula gives 0.7 for Burt’s study and 0.4 for Newmanetal.’s,and
enables us to represent the genetic and environmental determinants for attain-
ments in the form of a path diagram, as shown in Fig. 5.5. When we use only
twin data to estimate V(G) and V(CE) this covariance is confounded with our
estimates of V(CE).

A correlation between genotype and environment strongly suggests that the
parent’s own educational level either has a direct influence on that of their
children, or at least creates a home environment that perpetuates academic
standards. However, the educational level of the parents is in part genetically
determined. Therefore, what we see as home environment for the child is in part
a genetic influence operating through the phenotype of the parents. That is,
genetic determinants of cognitive ability may be exerting an influence on the
individual not only through his own genetic make-up, but through the environ-
ment his parents and those before them have provided for him. This ancestral
influence is often referred to as cultural inheritance, and models have been
developed to examine its consequences ( Eaves, 1976). Many aspects, therefore,
of what we consider to be the environment, such as social class differences,
cultural quality of the home and the like may well be in part, perhaps a large
part, themselves genetic in origin, operating in this way. We will have to take
care to distinguish between pseudo-environmental influences and true environ-
mental influences, free of genetic influence, in the next chapter.
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In the present chapter we have considered, in some detail, evidence of
genetic influences on IQ and educational achievements. The evidence is over-
whelmingly in favour of a substantial genetic influence, being particularly high
for the former, somewhat less so for the latter. In contrast to IQ, educational
achievements reflect a much larger common environmental influences. We have
indicated how aspects of population structure may also have their genetic conse-
quences through such processes as inbreeding, assortative mating and cultural
inheritance. Clearly, genetic influences are pervasive and subtle, a theme we will
take up again in Chapter 7. In the next chapter we turn to the environment.
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6 Nature and Nurture: Environment

D. W. Fulker and H. J. Eysenck

Men who have excessive faith in their theories are not only
ill prepared for making discoveries; they also make poor
observations

Claude Bernard

In the last chapter we found 69% of variation to be due to genetic influences
and only 31% to environmental ones. Clearly, genetic factors outweight
environmental factors in causing the wide range of intellectual ability found in
human populations.

However, in spite of its greater importance, we are still almost entirely
ignorant as to the specific mechanisms that underlie this extensive variation.
With so many genes involved, in all probability acting in different ways on a
number of underlying neural and biochemical systems, themselves only dimly
understood, this ignorance is not really surprising.

Investigating these mechanisms by genetic manipulations currently repre-
sents one of the major challenges in behavioural genetics. Meanwhile, the mere
fact that so much genetic variation exists should provide a powerful incentive to
research workers in psychology and many other related disciplines to search for
the physical basis of intelligent behaviour. The existence of this genetic variation
guarantees that differences between people do, indeed, have a physical as well
as an experiential basis.

As regards the causes of environmental variation, the situation is somewhat
different. Although environmental variation is less important than genetic varia-
tion, we are better informed about its origins, the reason being that environmen-
tal influences are often external to the individual and therefore more easily
observed.

The relative ease with which environmental influences can be studied has
caused many behavioural and social scientists to forget about genetic factors
altogether, an unfortunate mistake, since failure to control for genetic variation
has led to a great deal of research claiming to identify strong environmental
influences where, in reality, only weak ones may exist.

Schizophrenia research provides a striking example. This illness is known to
run in families, the parents of schizophrenics sometimes being schizophrenic
themselves, but more often exhibiting a schizoid personality or simply being a
little ‘odd’. This observation led to a great deal of research focussing on the
parent-child relationship in order to discover what might be responsible for the
development of schizophrenia in the child. All manner of complex psycho-
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dynamic theories were developed. One widely held theory was that of the “dou-
ble bind” in which the illogical character of much of the conversation taking
place between parent and child was said to place intolerable strains on the
child’s attempts to grasp reality. Another theory holding sway for some time was
that of the *“‘schizophrenogenic mother”, a cold, unfeeling and puritanical kind
of mother said to be associated with schizophrenic patients. These are just two
among a number of theories involving the psychodynamics of family life put
forward to explain the disorder.

However, we now know that very little, and possibly no general influence
attributable to home environment is involved in the aetiology of schizophrenia
judging from studies that properly control for common genetic factors in the
parent-child relationship (Gotresrman and Shields, 1976; Fulker, 1974). In our
terminology there is very little evidence of any common environmental varia-
tion, V(CE), for susceptibility to schizophrenia, environmental influences being
unique or specific to the individual.

Failure to recognise the necessity to control for genetic factors in this in-
stance not only resulted in misleading theories but was very expensive in terms
of misplaced research effort. Of even greater concern, however, is the great deal
of misery these theories caused to parents of schizophrenic children, who natu-
rally felt that the way they had raised their children was responsible, in some
way, for the development of their illness.

In relation to intelligence, our present concern, the extensive literature on
social class and intellectual ability is often similarly misleading. It is true that
there is a marked relationship between a child’s 1Q and his parental socio-
economic status (SES), the correlation being about 0.3 to 0.4. There is an even
larger correlation of about 0.5 between IQ at eleven and a person’s own SES as
an adult (Jencks, 1972). But there are also common underlying genetic factors,
and ignoring these factors has led to exaggerated claims for the importance of
different aspects of home environment as direct causal agents in determining a
child’s ability and later socio-economic success as an adult.

In reality, both genetic and environmental factors interact in quite a complex
manner to determine adult status, as we will see in the next chapter. However,
this complexity need not concern us here. For the purposes of the present
chapter, in which we are concerned with identifying environmental influences,
we need to recognise the existence of genetic factors mainly in order to control
for them properly and not confuse them with the effects of the environment. In
addition, keeping genetic influences in mind when thinking about the environ-
ment provides us with some idea of how important we can expect particular
causal factors to be. The estimate of genetic variation obtained from Chapter 5
was 69%, leaving only 31% attributable to the environment. As we also saw,
environmental influences could be subdivided into two parts. One part was
environmental influences shared by members of the same family, which we
called common environment (CE), and the other was that specific to individuals
which we called specific environment (SE). These influences tend to make
siblings alike in the case of CE and different in the case of SE. What we found
was that the 31% environmental variation could be subdivided into 17% com-
mon environmental variance, V(CE), and 13% specific environmental variance,
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V(SE). In fact, since the reliability of IQ tests is at most 0.95, V(SE) can account
for no more than 8% of reliable IQ variation, compared with 18% for V(CE).
With these percentages in mind, both of them small, it is apparent not only that
social influences in the environment are likely to outweight other environmental
influences by a factor of two, but also that many environmental factors might
individually contribute no more than one or two per cent to total variation. In
terms of mean effects this will be less than 4 IQ points. Four or five independent
influences of this order of magnitude could, for example, completely account for
V(SE).

Another way of thinking about the magnitude of environmental influences is
in terms of the top and bottom 20% of the distributions of CE and SE, these
percentages representing a fairly marked contrast. Since the variance of indi-
vidual differences in IQ is 225 the variance of environmental effects will be

V(CE) = 18% of 225 = 40.50
V(SE) = 8% of 225 = 18.00

and the corresponding standard deviations the square roots of these variances,
6.36 and 4.24 respectively. Given that the means of the top and bottom 20% of
a normal distribution differ by a little under three standard deviations (2.8) even
the combined effects of commonly occurring environmental influences can sel-
dom be expected to produce differences of more than about 18 IQ points in the
social environment and 12 in that unique to individuals. These effects are large
enough and, as we shall see, combinations of environmental factors approaching
this order of magnitude can be identified, but they are still rather less than the
35 1Q point differences expected to differentiate the top and bottom 20% with
respect to genetic endowment and the 42 points with respect to observed 1Q.

Birth order, which has been extensively investigated, is an example of a
small, within family, environmental influence affecting IQ. We will consider it in
some detail since it is much the best understood influence to contribute to
V(SE).

First-born children often show superior intellectual development compared
with younger siblings; an observation that dates back at least as far as Galron
(1869) who discusses the over-representation of first borns among men of emi-
nence in his book Hereditary Genius. Furthermore, the more widely spaced the
children are, the more pronounced the effect. For I1Q, typical findings are about
1 IQ point or less per sibling. However, a problem arises when we attempt to
assess the effect accurately, for large families have, on average, lower IQs.
Averaging individuals of a given birth order across all families will produce a
spuriously large effect, the higher birth orders necessarily coming from large
families with lower IQs. Consequently, what appears to be an obvious within
family environmental effect may be contaminated with between family genetic
and environmental influences unless we are careful.

In order to control effectively for family size, we need to examine birth order
effects within families of different sizes. Two recent studies of birth order are
sufficiently large to allow this procedure and illustrate the phenomenon.

The first study involves IQ data on almost a quarter of a million nineteen
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Fig. 6.1 a and b. Family size and birth order effects on height and intelligence averaged across
families. Taken from Belmont et al. (1975)

year old men assessed during screening for military service (Belmont et al.,
1975). As a check on the adequacy of their controls, the authors discuss their
findings for both height and IQ, for since variation in height for a population of
the same sex and age is almost entirely under genetic control, we should find
little or no genuine environmental birth order effect once appropriate controls
have been employed.

The simple, uncontrolled influence of family size and birth order can be seen
in Fig. 6.1. Children in small families and of low birth order are both taller and
more intelligent. The effect of an extreme difference, of either family size or
birth order one to six, is about 0.3 to 0.4 of a standard deviation, that is about 4
to 6 IQ points and 2 to 2!/> centimetres in height.

To separate the effects of birth order and family size the authors plot indi-
vidual birth order curves for five different sized families, the results being shown
in Fig. 6.2. The outcome is quite clear cut. For height there is no longer any birth
order effect, the five curves being flat and parallel. For IQ, however, there is still
quite a marked effect, although somewhat reduced, of about -.7 IQ points per
sibling. The <ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>