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INTRODUCTION

There are so many good textbooks in the field of
human psychology that anyone producing a new one
must have a good excuse, ready to explain his
temerity. Our reason for bringing together the various
authors who have contributed the chapters of this
book is a very simple one. Most textbooks are written
just for future professional psychologists, i.e. for
students who are going to adopt psychology as their
life’s work, and whose main area of concentration is
psychology. These students are, of course, a very im-
portant group, yet psychology is becoming more and
more important to professionals in other fields as well
—psychiatrists and doctors generally, sociologists,
educationalists, social workers, penologists, and
many, many more. Indeed, hardly any profession
which deals with people has reached a standard of
perfection where training in scientific knowledge of
people would not be useful; these many non-profes-
sional psychologists are not very well catered for in
the standard type of textbook which takes up
much time and space with discussions of issues which
may be important and interesting to the psychologist,
but which are irrelevant to the many non-specialists
who wish to gain insight into the main findings of
psychology which might be relevant to their own
work..

We have tried to keep this particularly in mind
when designing this book. We hope, therefore, that it
will fulfil a useful double role: firstly, as a practical
introductory textbook for full-time psychology stu-
dents and, secondly, as a comprehensive textbook for
students and professionals in other fields who need a
proper understanding of psychology.

This book is largely based on the psychology
course that is taught to psychiatrists in training here
at the Institute of Psychiatry in London. It tends to
give emphasis to the more applied and ‘human’ areas
of psychology—personality, social, developmental
and abnormal psychology in particular—but there is
also a large section on basic psychological processes
because we believe that a firm foundation in the
general principles of behaviour is essential to effective
applications in the abnormal, or any other, field. It is,
therefore, a general psychology textbook. It differs
from other such texts not so much in content as in
approach. We have concentrated on presenting as
much factual material as possible within the space
available, minimising the amount of history and
philosophy that abounds in many psychology texts. In

this sense the book is more comparable to modern
textbooks of ‘harder’ sciences such as physics and
physiology. Theories are considered important, but
only theories that are scientific in the sense that they
continuously interact with empirically derived facts.
Theories which seldom make contact with facts (e.g.
Jung’s theory of archetypes) are generally ignored.

There is one other point about which we would like
to be explicit. Textbooks often state different theories
regarding a particular phenomenon, or set of phenom-
ena, without giving any opinion as to which of these
theories might be judged superior to the others. In a
textbook directed just at future scientists, this is not
unreasonable; but in a book such as this it seemed
more acceptable to make judgements and to deal
largely with a particular theory, if we felt that this
theory was superior to its rivals in its explanatory
powers and in its support in experimental research.
Similarly, textbooks often deal with discredited re-
searches, simply because textbooks have always dealt
with these studies in the past; it seemed pointless to
us to discuss the research first, and then point out
why it was not worth discussing. We have preferred
to omit the study in question altogether. In some
cases, discredited methods which at one time were
widely used, and a knowledge of which might be use-
ful in reading older texts, have been very briefly dis-
cussed and the main reasons given for not going into
details; projective techniques are an example of this
genre. Theories which have been widely held, but
which have not found ready support in experiment,
have not been dealt with, even critically, as already
pointed out; the only exceptions are psychoanalysis
and Laing’s existentialism. These theories have
achieved such widespread popularity that we felt it
necessary to show in some detail why they are not
highly regarded by psychologists.

It is sometimes said that introductory textbooks
offer a more systematic treatment if they are authored
rather than edited. We believe that the science of
psychology has reached such proportions that no one
man can claim all-round expertise, and it is especially
when a broad area has to be condensed into a
chapter of twenty pages or less that it is necessary
to have a specialist to do the job. Only a specialist
has sufficient perspective within an area to be able to
abstract the most important material, and only a
specialist is sufficiently familiar with the current litera-
ture to be able to sift out genuine discoveries and
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developments from temporary fads and fashions. The
chapters in this book have been mainly prepared by
the members of our own Department who are
currently teaching those topics; they will be recog-
nised as distinguished researchers who have made
substantial contributions to the literature in their
respective fields. Where possible, the chapters are
based on lecture notes that have evolved progressively
over several years, being continually improved and
refined as a result of the teaching experience and
feedback from the students. This, we believe, is one of
the primary advantages that this text may have over
its predecessors.

We have tried to write at a level which would be
intelligible to the layman as well as the professional,
and without too many references, the very profligacy
of which he might find confusing. This has not always
been easy and occasionally we have failed. Our
failures are, however, more often due to difficulties
inherent in the subject matter of a given chapter than
to malevolence of the author; it is easier to write at an
elementary level about Interviewing than about
Memory, for instance. We have tried to combine
scholarly exactness with simplicity and clarity; such
compromises are inherently difficult and no doubt we
have not succeeded in every instance. Yet the effort
seemed worth making. We have tried to organise the
field in such a way that the reader would go away
with an overall pattern, some hint of a general organi-
sation of mental activity, in his mind; we have aimed
at presenting a model of man and have applied this

model to various practical problems, such as criminal
ity, mental disorder, etc. This, of course, is the most
difficult task of all and we are not optimistic that re-
viewers will concede that we have had even a moderate
success. Nevertheless, we feel that psychology should
strive for something of the kind; the usual collection
of unrelated chapter headings does not inspire stu-
dents with confidence in the existence of a unitary
subject called ‘psychology’. We hope that students
will get the feeling of this model toward which psy-
chology is groping, and will feel inspired to try to
apply it in practice; as we shall argue, such applica-
tions as have been made of it in various spheres have
by no means been completely unsuccessful.

We have kept the book as short as possible so that
it might also be useful to students as a practical aid to
retention for examination purposes (the limitations of
lecture notes in this connection are well known and,
in any case, the process of taking notes tends to
interfere with appreciation of the lecture). This leaves
the lecturer free to elaborate on the material in the
text and discuss interesting recent developments in
the field. Most of the material contained in this book
is dealt with in much greater detail in reference books
such as The Handbook of Abnormal Psychology
(Eysenck, 1973) and it may often help the student to
consult this work in addition. Obviously some sacri-
fices have to be made for the sake of brevity, but we
have tried as far as possible to keep the book
interesting and informative as well as understandable
and manageable.

Hans J. Eysenck and Glenn D. Wilson

Institute of Psychiatry,
University of London,
January, 1976
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Chapter 1

PSYCHOLOGY AS A
BIO-SOCIAL SCIENCE

H. J. Eysenck

Psychology is so all-pervasive and so important that it
enters into our every thoeught and action; by definition
almost, the facts and theories of psychology are
central to our mental and physical activities. Psy-
chology, clearly, is about us if it is about anything:
our behaviour, our minds, our emotions, our
intelligence, our crimes and mental disorders, our
problems. This means that ever since human beings
came to the fore in the evolutionary struggle, they
have concerned themselves with psychological
questions. Some of these questions are philosophical
in nature—Who are we? Why are we here? How did
we come to be the way we are? Why do we differ so
profoundly from each other? Other questions have a
more practical turn—How can we make other people
do what we want them to do? Who is best suited for
this or that position? Will she be a good wife for me?
Is he trustworthy? Psychology is still split into a pure
and an applied section, although this differentiation
tends to get more and more blurred. In any case,
psychology has a long past; but it has a very short
history. The history of psychology as a science is just
about 100 years long; it was only in 1879 that
Wilhelm Wundt founded the first formal psycho-
logical laboratory in Leipzig. Its growth has been very
rapid since those early days, but it is still very young
in comparison with long-established sciences like
physics, or chemistry. Both past and history have
been reviewed in great detail, and with many fascinat-
ing details about the many famous people who
contributed to them, by Boring (1950); the History of
Experimental Psychology presents an excellent ac-
count of how psychology grew to its present stature.

PSYCHOLOGY AND BEHAVIOURISM

Just as an elephant is easier to recognise than to
describe, so is psychology; psychologists tend to
know what they are about, but they do not always
agree on a definition of their speciality. Literally,
psychology is the science of the mind or soul, but
psychologists at the time of the first world war
rebelled against such an unenlightening name; we are
merely defining one unknown in terms of another.
They also rebelled against the method of controlled
introspection which was then the most widely used
method of experimental psychology; nothing of any
value seemed to have grown out of all the countless
hours spent looking into one’s own mind, or getting
some colleagues or senior students to look into theirs.

Furthermore, what one found there seemed to be
determined by what one expected to find—or what
one’s teacher expected to find; Wiirzburg psychol-
ogists found different content in their minds to
Gottingen psychologists, in much the same way that
patients treated by Freudian analysts dream in
Freudian symbols, while patients treated by Jungian
analysts dream in Jungian symbols. This rebellion,
led by the founder of the Behaviourist school, J. B.
Watson, suggested that psychology is concerned with
behaviour, not with minds; it is only behaviour
(including in this term all the events taking place
inside the body, such as muscular contractions, nerve
signals, hormonal secretions and the like, as well as
outwardly visible movements, speech, etc.) that can
be observed objectively and can thus serve as the
basis for a properly scientific discipline. Psychology
as the science of behaviour is now almost universally
agreed by psychologists to be the best label we can
pin to our subject matter; mind and soul are recog-
nised as relics from the Cartesian dualism which
split matter and mind asunder in such a way that
no-one could put them together again, a dualism
which is fairly universally recognised nowadays to
have served its purpose, and to be of little use in
dealing with the observable world of living things.

The tenets of behaviourism are often misunder-
stood, and it may be worthwhile to point out that
there are different varieties of behaviourism. Two in
particular must be sharply differentiated, if only
because it is the first of these that is usually held up
to ridicule by critics, while it is the second which is
actually embraced by psychologists working in the
experimental tradition. In the first place, then, we
have philosophical behaviourism; this makes state-
ments about the real existence of matter and the non-
existence of mind, consciousness, etc.—statements
which are reminiscent of naive realism (a rather old-
fashioned philosophical doctrine, not taken seriously
by professional philosophers), and which are just
embarrassing to most psychologists who do not have
much interest in philosophy anyway. In the second
place, we have methodological behaviourism; this
makes statements about the kinds of evidence that we
need in psychology, and the kinds of proof required
in order to substantiate scientific hypotheses. Meth-
odologically, we are all behaviourists; we recognise
that behaviour is our subject matter, this being the
only objective ‘given’ that we can study, and that is in
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the public domain. Peter Medawar once jokingly said
that the essence of behaviourism lay in the distinction
between saying: ‘The dog was sad’ and ‘The dog
howled’—there is much truth in this remark. We can
observe that the dog is howling; to deduce that the
dog is sad constitutes an anthropomorphic jump into
uncertainty that takes us straight out of science.

Note that methodological behaviourism does not
say (as does philosophical behaviourism) that we have
no consciousness; such nonsensical declarations
scientists leave with advantage to philosophers. Be-
haviourists would tend to agree on some such
statement as this: Verbal communication is behaviour,
and is therefore a proper source of information for
psychologists. Whether it can be admitted as a true
indicator of some inner state depends on whether or
not corroborative evidence is available. The fact that
I say ‘I have a headache’ cannot be accepted
necessarily as evidence that I have a headache; I may
simply be trying to get out of some engagement by
pleading illness. But it cannot be rejected as meaning-
less either; I often tell the truth. One would look for
corroborative, behavioural evidence of the ‘headache’
if one really had serious doubts; thus one might
apply physiological measures of muscular stress to
the frontalis muscles which are usually involved in
genuine headaches. But be that as it may, it is possible
to agree on certain procedures which incorporate
verbal behaviour with other types of behaviour and
make it subject to psychological analysis.

VERBAL BEHAVIOUR

Verbal behaviour is often self-validating. If you wish
to know whether I am colour blind, you can present
me with certain colours, of equal brightness, and ask
me to name them; that I can do so is ipso facto
evidence of my not being colour blind; it is not
necessary to speculate about the state of my con-
sciousness. A purist might prefer to condition certain
behaviours to the colours, and see whether the con-
ditioned responses occur in me; thus he might teach
me to salivate on seeing red by always giving me
something to eat after showing me a patch of red
colour. But this would be regarded as absurd even by
the most conscientious behaviourists; speech is
universally admitted as a reasonable aspect of human
behaviour.

The kind of interplay that serves to establish verbal
behaviour as meaningful in psychological research
may be illustrated by an example. This example deals
with verbal conditioning, a technique in which the
subject is presented with cards saying something like:

You You They

‘ He We

will go to town.

Each card has a different sentence on it, and the
subject has to read the sentence, making use of
whichever personal pronoun he wishes. The experi-
ment continues for some 20 trials or so, to see with
what frequency the subject uses each pronoun. Then
begins the conditioning trial; whenever the subject
uses a preselected pronoun (e.g. ‘They’), the experi-
menter nods, or says ‘good’, or makes some
appropriate noise. Gradually the subject begins to
use this pronoun more and more, and the increase in
use of the conditioned pronoun is the score on the
test. People differ greatly with respect to the degree of
conditioning evidenced, and it was predicted, for
reasons which will become apparent in a later chapter,
that introverted people would respond better to the
conditioning paradigm. Many studies have been
published, some of which found introverts better,
others extroverts, and others found no difference.
These results can be reconciled if we go on to say
that often the subject guesses what is going on; he
acquires ‘awareness’ of the contingencies involved in
the experiment. Now the prediction only applies to
unaware subjects; extroverts may condition poorly,
but when aware of what is going on may be more
likely than introverts to wish to please the experi-
menter, and hence play the game for him. If this were
so, we would expect that with subjects lacking in
‘awareness’, introverts would condition better; in
subjects with ‘awareness’, extroverts might give a
better performance. When subjects were verbally
interrogated about what they thought had been
happening in the experiment, they could be grouped
into ‘aware’ and ‘unaware’, and indeed personality
correlated with performance in contradictory ways in
the two groups, as expected. Now the verbal state-
ments of ‘awareness’ might be considered analogous
to introspection, but in this case we have weighty
external evidence to reassure us that the verbal state-
ment is in fact true; it gives evidence of knowledge,
and fits in with a larger theoretical system which
predicts what should happen. As far as the argument

Figure 1.1 Increase in size of penis as a function of
content of imagery



goes, therefore, we may accept verbal statements in
this situation, and for this purpose. Not to do so
would deprive us of important information which
could not be gained in any other way. Refusal of
relevant and important evidence would be a sign of
rigidity and bias.

Even such apparently nebulous terms as ‘imagery’
can be tied down securely to observable facts. Let us
suppose that I tell you to imagine certain situations,
say of a sexual nature. You tell me what you see in
your imagination. Can a behaviourist accept this as
evidence? Figure 1.1 shows the results of an experi-
ment in which the subject was instructed to imagine,
each for 20 seconds, the seven items listed on the
abscissa. On the ordinate are given figures taken from
a penis plethysmograph, which is an instrument which
measures with considerable accuracy the size of his
penis. It will be seen that the more erotic the image,
the greater the enlargement of the penis. We may
accept the reality of the internal process because it is
tied down securely to observable and measurable
events preceding (instructions) and following (penis
plethysmograph) the unobservable event.

THE DEFINITION OF PSYCHOLOGY

We have so far concentrated on methods of investi-
gation and on the usefulness of the behaviouristic
doctrine; we are still far away from being able to
define psychology. To say that it deals with
human behaviour is fine and accurate as far as it
goes; however, there are other sciences or disciplines
which also claim to deal with human behaviour—
sociology, physiology, anthropology, economics,
genetics and many others might be mentioned here.
How can we demarcate the realm of psychology, and
indicate in which way it is differentiated from these
other disciplines? The first answer might be that it
cannot be done at all; academic subjects are in large
part artefacts of the curriculum—divisions which are

Figure 1.2 The position of psychology as a link between
the biological and social sciences
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made for the convenience of administrators, and of
students who cannot be expected to learn more than a
given, limited amount of material in their three or four
years at university. There is no absolute line of
demarcation between psychology and physiology, or
psychology and sociology, such that we might say:
“This investigation is clearly physiology, not psy-
chology’, or: ‘That study falls within the purview of
psychology, not sociology.” But having said this, there
is a way in which we can differentiate these various
subjects, in principle, at least; there will still be
overlap, but the main outlines of the various subjects
may become clearer.

Consider Figure 1.2. It delineates two large groups
of subjects. On the left, we have a sample of the
biological sciences—genetics, physiology, neurology,
anatomy, biochemistry, pharmacology, etc. On the
right, we have a sample of the social disciplines—
history, sociology, anthropology, economics, soci-
ometry, etc. Like a circus rider skilfully straddling
two horses (or like a man sitting down between two
chairs!) psychology clearly partakes of both groups of
sciences. This may be an obvious statement to make,
but it has tremendous consequences: psychology is
both a biological and a social science. The ramifi-
cations of this statement will be discussed in what
follows; here let us merely note that clearly physi-
ology is a biological science, sociology a social one;
these and the other disciplines mentioned do not
meet, except where they are related through some
psychological content or theory. This is the
importance of psychology and this is the reason for
its existence: psychology alone makes the attempt to
tie together these different and heterogeneous groups
of subjects and mediate between them. Is this a
sensible thing to do, and why should anyone try to
carry out such a difficult and perhaps impossible
task?

Physiology deals with segmental processes; it is
concerned with minutiae of reflex activity, carefully
studying one reflex at a time, or with specific organ
systems of one kind or another. Such segmental
studies are of the utmost importance, but they do not
tell us what happens when these segments are
activated in vivo as part of a larger whole—man.
Take a particular example. During the first world war,
there was much interest in night blindness; obviously
a sentry who cannot see in the dark would be a
danger to himself and his whole company, and it was
clearly important to know the likely number of night-
blind soldiers. Physiologists had studied the con-
ditions giving rise to night-blindness, and gave a
reassuring answer—given that enough carrots were
available, only a very small number of people were
likely to be affected. In actual combat, it soon became
clear that the answer given was out by several
thousand per cent; there were quite large numbers of
night blind soldiers in all the armies involved in the
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gigantic struggle. The reason soon became obvious.
The fine adjustments involved in focussing and seeing
in the dark could easily be thrown out of gear by
fear; neurotic soldiers suffered from night blindness in
a functional sense. There was nothing physiologically
wrong with their physical equipment, but the upsurge
of autonomic excitement which was produced by
situations of real or imaginary danger made it
impossible for them to make use of their equipment.
The physiologist could say, quite truthfully, that he
had been asked quite a different question, and that
his answer had been correct. This was no consolation
to those who had originally asked the question; they
were concerned with the interaction of physiological
systems, i.e. with a psychological problem. This is not
to say that psychology is better (or worse) than
physiology; it is simply different. It looks upon the
physiological equipment of man from the point of
view of use in actual life, and this use in actual life
usually implies certain social connotations. The
physiologist quite rightly declines to leave his labora-
tory and take into account variables he has not been
trained to deal with; the psychologist has no choice
but to study these variables and try to integrate them
with whatever he may learn from the physiologist.

The sociologist, on the other hand, is concerned
entirely with social variables; such institutions as
marriage, government and criminality are his concern.
But of course these institutions are run by individuals,
by persons, and it takes a psychologist to undertake
the study of persons in institutions. Similarly for
economics; economics lays down general laws
according to which behaviour should function, but
the psychologist knows only too well that people
don’t usually do what they are supposed to do—such
as buy in the cheapest market, and sell in the dearest.
Psychological experiments have shown that when
identical goods are sold at different prices, many
people pay two or three times the lowest price, even
though the choice is right in front of their noses.
Economics may be able to formulate laws covering
rational behaviour, but psychologists have found
time and time again that human behaviour is only
intermittently rational. Hence on the social side too,
psychology is needed to mediate the general and
abstract laws of sociology, economics, and the other
‘dismal sciences’ which throng the right side of our
diagram.

Psychologists thus have the duty to look at man as
a whole, and to take into account both his biological
nature and the social context within which he alone
can exist. This is not an easy task, and it is hardly
to be wondered at that many psychologists have
concentrated on isolated aspects of the job. There are
physiological psychologists who are often difficult to
distinguish from physiologists; there are social psy-
chologists equally difficult to distinguish from
sociologists. Even among behaviourists interested in

quite general experimental work that would place
them somewhere at the centre of our diagram, there
are often to be found odd notions such as that of the
‘empty organism—a doctrine according to which
physiology is too backward to tell us anything of
interest about psychological processes, or even that
physiology is never likely to be able to make an
important contribution to psychology. In line with
such thinking, psychologists must ‘go it alone’ and
elaborate functional relations between stimuli and
responses; these, it is declared, are the fundamental
bits and pieces out of which a proper science will
eventually be built.

THE STIMULUS-RESPONSE SYSTEM

For many years this view, enshrined in the symbolism
of the ‘S—R bond’, was to be found in every
introductory textbook, and it must be said that the
notion underlying it had an intuitive appeal to many
students. If you can discover which stimuli produce
which responses, or if you can investigate the laws
according to which new S—R bonds are fashioned, by
learning or conditioning, then you can manipulate
responses by suitably manipulating stimuli. This stress
on manipulation has always been strongly associated
with behaviourism; note J. B. Watson’s well-known
saying: ‘Psychology as the behaviourist views it is a
purely objective experimental branch of natural
science. Its theoretical goal is the prediction and
control of behaviour.” Can we indeed obtain ‘control’
over behaviour by simply manipulating stimuli? As
we shall see, this whole notion is so grossly over-
simplified that scientific investigation and experi-
mentation has suffered greatly by the restrictions
imposed by it.

Behaviourists often argued that their model was
in line with the models adopted by workers in the
‘hard’ sciences. A physicist may study the expansion
of metals as a function of heat, or an astronomer the
Doppler effect (red-shift) as a function of the distance
of stellar objects. True, some form of functionalism
is implied in the typical equation written by scien-
tists, a=(f)b. However, there is something missing in
this whole argument. Different metals expand
differently with heat, and in order to get any meaning-
ful answer we have to specify the precise nature of
the metal (or alloy) we are using. Similarly, different
organisms respond differently to different stimuli, and
unless we take this into account we will be quite
unable to make any meaningful predictions—Ilet alone
exert any kind of control! Accordingly, we may have
to expand our formula to read: S—O—R; the stimulus
strikes the organism, interacts with the innate and
acquired properties of the organism, and the organism
then emits a response. Why did this obvious point
take so long to penetrate, and why is it still honoured
more in the breach than in the observance?

The answer must be speculative, but undoubtedly



there is a good historical reason. Biological workers
interested in psychology tended to have a strongly
genetic approach to the subject; often human
‘behaviour was assumed to be generated by ‘instincts’
which dictated precisely what type of response should
be made to different types of stimuli. Opponents of
this doctrine had little difficulty in showing that it was
not of much use in psychology; accounting for
sociable behaviour in terms of an ‘instinct’ of soci-
ability was clearly a circular process which did not
‘explain’ anything. The -doctrine of instincts fell into
disrepute, and a whole-hogging environmentalism
took over which allied itself with the doctrine of the
‘empty organism’, to produce modern behaviourism
which still often echoes Watson’s proud boast that if
you gave him control of the environment, then he
could make young children into anything he chose,
from genius to beggarman. Alas, things are not as
simple as that; the organism arrives on the scene
fully fitted out with genes and chromosomes which
determine its capacities and emotional reactivity, its
abilities and personality, to a very marked degree—as
we shall see in later chapters. A simple-minded dis-
belief in genetics has always characterised
manipulative societies, such as the U.S.A. and the
U.S.S.R.; genetics seems to set limits to the power of
the state to transform itself and its citizens into some
Utopian ideal, and a tabula rasa hypothesis seems
much more acceptable. The impressive empirical
work of ethologists, studying different animal species
in great detail in their every-day lives, has revived the
doctrine of instincts, although in a much more
sophisticated form, and altogether the pendulum is
swinging back towards a position less eccentrically
empbhasising only the one side of the heredity—environ-
ment interaction equation. (Some behaviourists, rather
reluctantly, have recognised the importance of the
organism by postulating that S-R reldtions are
influenced to some extent by the ‘history of reinforce-
ment’ of the organism, i.e. by the rewards and
punishments it received in the past; this purely
environmental view of O has to be supplemented by
recogmition of the genetic determinants of behaviour.)
A more complete chain of events might look like
Figure 1.3, which takes into account the most im-
portant aspects of human behaviour. We begin with
the stimulus, recognising that there is an important
difference between physical stimuli (Sp) and social
stimuli (Ss), and that there may also be internal
stimuli (S;) which emanate from the person’s viscera.
These stimuli strike the organism, which is in a state
of readiness to react to them in certain ways,
determined partly by genetic (G), partly by environ-
mental (E) antecedents. The organism then emits
responses, which may be mediated by the autonomic
nervous system, i.e. are emotional in nature (Rp),
which may be cognitive, i.e. thoughts or ideas (R¢), or
which may be motor movements (Rp). These
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responses finally lead to an effector state (E+) which
may be either pleasant (indicated by the + sign) or
unpleasant (indicated by the — sign). The pleasantness
or otherwise of this state constitutes the positive. or
negative reinforcement produced by the whole chain
of events; this in turn modifies the organism (through
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Figure 1.3 A model of behaviour

learning and conditioning) in such a way that in future
it will seek or avoid the stimuli which herald the final
effector state. We have come a long way from the
simple S—R formula, and many psychologists still
yearn for the relative simplicity of that formula;
however, the evidence for its inadequacy 1s too strong
to allow us to return to it.

Different groups of psychologists concern them-
selves with different parts of the larger formula given
in Figure 1.3. For instance O is the field studied by
behavioural geneticists; Sp—O is studied by workers in
the traditional field of perception. Ss—O constitutes
the relatively new field of social perception; where
traditional workers would use lights and sounds
carrying no meaning as their stimuli, workers in this
new field would be concerned with facts such as that
poor youngsters overestimate the size of high-value
coins, or that college students take longer to recognise
words which refer to unpleasant or pornographic
items (‘perceptual defence’). Sp—R would be a field of
study in which Pavlovian conditioning would be
characteristic; Sp—Rp; would be concerned with
operant conditioning, as we shall see later on in the
book. E+ would be concerned with motivation. It will
be obvious then that while in every behavioural act
the whole chain is involved, it may be necessary for ex-
perimental purposes to study one particular aspect or
connection within the chain, and to try to ‘hold con-
stant’ the remainder—however difficult that may be.

THE INTERACTION OF SOCIAL AND
BIOLOGICAL FACTORS

The fact that human beings are at one and the same
time biological organisms and the products of a social
environment means that we are inevitably concerned,
at all times, with the paradigm of interaction. Bio-
logical and social factors and influences are
constantly interacting with each other, and no attempt
to understand psychology can possibly succeed which
does not bear this in mind. There are in psychology
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sociotropes and biotropes, people who stress one or
the other side alone, and at best give lip service to the
other; such men are dangerous. The danger involved
in such one-sided enthusiasm is simply that we try to
impose on nature our prejudices, rather than allow
nature to teach us what the facts are; scientists have
to have their share of humility and take their cue from
nature.

The danger is particularly apparent when. the
psychological problems in question have social and
political aspects. In the early days of the century, for
instance, many psychologists held a strongly genetic
position which ascribed all (or nearly all) differences
in intelligence, to take but one example, to heredity,
including the large differences in 1.Q. observed
between white and black Americans; from this
allegedly scientific basis strongly racist conclusions
were then drawn. The science of genetics gave no
support to these assumptions, and of course the racist
conclusions would in any case have had no scientific
support, being purely political in nature. Later on,
largely as a reaction, many psychologists held a
similarly extreme view emphasising environment and
stating as a fact that all races had innately identical
intelligence, with the observed differences being due to
environmental deprivations of various kinds. These
beliefs were based on no firmer evidence than those
rejected; the wish, in both cases, was the father of the
child.

Both heredity and environment clearly play their
part in observable, phenotypic behaviour; such an
interactionist doctrine suggests the importance, not of
emphasising one or the other, but of discovering with
some precision the relative contributions of the two
factors in any particular situation. This requires
complex and difficult experimental investigations, and
the construction of genetic models which are testable
against the facts unearthed. Much is now known
about the relative part played by heredity and en-
vironment in'the causation of 1.Q. differences, at least
as far as people living in the U.S.A., the U.K., and the
European continent are concerned; when it comes to
racial differences no results are available which carry
similar conviction.

One particular area of dispute between sociotropes
and biotropes has been the relevance of animal work.
Ever since Pavlov used the conditioning paradigm
derived from his work with cats and rats, psychol-
ogists have argued about the relevance of the results
to human learning and conditioning. The arguments
against ‘rat psychology’ are quite strong. It is said
that species differences are much too large to enable
us to argue from one species to another, least of all
from such lowly animals as rats to animals having the
power of speech, like man. There may be superficial
similarities between rats running mazes and children
learning some simple motor habits, but these do not
extend to specifically human learning, which involves

speech, thought and other human attributes not
found in rats. Similarly, the motivating conditions of
the two species are quite different—rats are usually
motivated in the laboratory by hunger and thirst,
more rarely by sex, and most frequently by electric
shock, while motivations for humans, at least those
living in affluent Western countries, tend on the whole
to be more subtle and less obvious. It may make
sense to talk about ‘drive reduction’ theories of moti-
vation in hungry, thirsty, or otherwise deprived rats; it
may be difficult to see how relevant this is to human
beings living in stable societies. If we are interested
in the abilities, motivations, etc. which made
Shakespeare write his sonnets, or which made
Newton evolve his theory of gravitation, we are
unlikely to get too much help from rats running
mazes, or avoiding shock in a shuttle box, or even
pressing levers in a Skinner box. For these and many
other obvious reasons, rat psychology is in bad
repute with many people, and students often dismiss it
contemptuously as useless. This is probably a one-
sided point of view.

Biologically, rats share with us certain very
impressive similarities. They possess, like us, a central
nervous system, issuing in a cortex; they have an
autonomic system which mediates emotional expres-
sion; they have sense organs very similar to ours.
They respond to physical stimuli much as we doj; they
respond to drugs in ways not too dissimilar to
ourselves. They can learn, and they become con-
ditioned, in ways which are qualitatively and
quantitatively similar, in considerable detail, to our
ways. To stress the differences, to the exclusion of the
similarities, is one-sided, just as it would be one-sided
to look at the similarities alone and conclude that rats
were perfect replicas of humans. The issue simply
cannot be resolved by a priori statements, or in terms
of common sense assessment; it boils down to a
precise evaluation of those areas where rats can be
used with some degree of confidence as analogues of
human beings, and those where the differences are too
great to make this useful. Consider a few examples to
illustrate the possible usefulness of animal analogues
in this context.

THE RELEVANCE OF ANIMAL

EXPERIMENTS

There is a well-known behaviour pattern among
rats called the ‘Columbus effect’. A male rat will tire
of being with the same female rat for any length of
time, and his number of mountings and intromissions
will decline. Furnish him with a new partner and his
vigour will return. This parallels a well-documented
pattern in human behaviour; number of copulations
in marriage declines steeply during the first year, and
then declines more gradually; this gradual decline is
probably due to increasing age, but the precipitate
decline during the first year is very similar to the



Columbus effect. Now it is of course perfectly true to
argue that men are not rats; human behaviour is not
governed exclusively (as is rat behaviour) by bio-
logical mechanisms. The institution of marriage, the
persistence of love, the mutual usefulness of members
of a pair bond are social influences which may
counteract the biological determination of the
Columbus effect. It would be as unrealistic (and hence
as unscientific) to disregard the social forces entering
the equation, as it would be to disregard the biological
ones. Work with rats may clarify the precise nature of
the latter; to that degree it is useful. Work with rats
will tell us little about the former; to that extent it can
be misleading.

As another example, take Pavlov’s work on con-
ditioning with dogs (Pavlov, 1927). He carefully and
precisely worked out the main laws according to
which conditioning takes place, and these laws have
been shown to apply in very much the same manner
to human beings. It is much easier to work with
dogs, and our knowledge has increased enormously
due to Pavlov’s extensive studies. Now obviously it is
also necessary to demonstrate that what is true of
dogs is also true of humans; consequently a great deal
of experimental work has also been done with
humans. This work was inspired by Pavlov’s findings,
and directed in every particular by the theories and
laws he had based on his discoveries. Pavlovian
conditioning plays a vital part in human behaviour; it
lies at the basis of neurotic behaviour, to take but one
example. But of course, here also, the animal work
only gives us the biological side of things; even in
Pavlovian conditioning there is a social side to
consider, and this cannot be discovered from animal
work alone. Thus it would be one-sided and un-
scientific to reject Pavlov’s findings because they
were based on animal work, or to accept them
uncritically as applying without change to human
beings. We can learn from animals, but we cannot
learn all there is to be known from animals.

As a third example, consider the important work of
J. Masserman (1943) with cats. He would teach cats
to get food from a box; next he would electrify the
box so that the cats would get a shock when touching
it. This is a situation of approach—avoidance conflict;
the hungry cats have a strong drive (hunger) which
propels them towards the box, but they also have an
aversive drive (pain avoidance) which pushes them in
the opposite direction, away from the box. This
approach—avoidance situation has been studied in
great detail by N. Miller (see Gray, 1971), whose
work will be discussed in some detail later in this
book; it is very conducive to the genesis of neurotic
behaviour (Eysenck, 1974). This was observable in
Masserman’s cats; it has also been found true in
human behaviour. Again, it is of course true that
human and cat behaviour are not identical; the
conflicts generated by approach—avoidance situations
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are different in the two cases, being less closely bound
to biological stimuli (food, shock) in humans. Never-
theless, the similarities are considerable; they enable
us to achieve a much better understanding of neurosis.
As has been well said:

‘Masserman the cat man,
Makes cats neurotic;

Are cats and humans,
Really asymptotic?

Can we really take over general laws largely based
on animal work, and apply them to human problems?
Consider a particular problem, that of children who
bang their heads. This is a terribly dangerous
practice; children have been known to kill themselves,
or to detach their retinae by the banging and become
blind. What can be done about it? Physicians used to
advise strapping the children to a chair; this certainly
prevents them from banging their heads, but it is
hardly a procedure which can be used for any length
of time, and is reallv a counsel of despair. Psycho-
analysts advised love and affection; whenever the
child started to bang his head, mothers were told to
go and hug and kiss the child. This is a humane
method, but unfortunately a counter-productive one;
the children banged their heads more and more!
Readers might like to stop here and think how they
would deal with this problem, using common sense as
a guide; in the next paragraph we will then go on to
discuss suggestions emanating from animal work.

Towards the turn of the century, E. L. Thorndike
announced the Law of Effect; this states, essentially,
that animals (including people) will tend to repeat
those activities and actions which in the past have led
to pleasant, acceptable consequences, and to shun
those activities and actions which in the past have led
to unpleasant, noxious consequences. B. F. Skinner,
another American psvchologist, took up this notion
half a century later and based his law of reinforce-
ment on extensive work with rats and pigeons;
positive reinforcement (a technical name for reward)
led to repetition, negative reinforcement to abandon-
ment of the particular activities preceding either. This
general sort of approach (which is similar to the
philosophical doctrine of hedonism, but goes beyond
it in many ways, and is much more specific in its
recommendations) leads to a quite clear-cut approach
to our head-bangers. Whenever the child starts to
bang his head, the mother is instructed to pick him up
and take him to a small room; there he is locked in
for 10 minutes, all alone. The mother shows no
emotion, and neither does she scold the child when
he is let out again after his period of ‘detention’ is up.
This ‘time out’ procedure provides negative reinforce-
ment for the action preceding it (i.e. the head
banging), just as hugging and kissing the child, in
accordance with the psychoanalytic recommen-
dation, provides positive reinforcement. No wonder
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the psychoanalytic method makes things worse; the
child is actually being rewarded for misbehaving! The
behaviouristic method works extremely well, and
quickly; most children are cured within a matter of
weeks. The cure is permanent, and does not lead to
‘symptom substitution’, as many psychiatrists feared;
in other words, no alternative symptoms appear
when the head banging is stopped. With a small
group of children something stronger than ‘time out’
is needed; a slight electric shock, administered when-
ever the head banging starts, followed by ‘time out’,
may be required.

This example of ‘behaviour therapy’ (which will be
discussed in much more detail in a later chapter) may
deserve some more detailed study. In the first place, it
shows that general laws derived from animal work
can be applied with considerable success to human
behaviour. At the same time, these laws can be used
to explain why other types of treatment (such as
psychoanalytic treatment) fail to work. Clearly, rais
and humans are not so distant on the evolutionary
scale that certain uniformities cannot be discovered
and used to cross the species boundaries. The method
of treatment so discovered may seem obvious once
the suggestion has been made, but for many years
common sense, medical ingenuity, and psychoanalytic
insight all failed miserably in their efforts to find a
solution to this particular problem. In the same way,
it seems obvious to us that the earth circles round the
sun, and that apples and planets obey the law of
gravitation; these self-evident truths were far from
self-evident 500 years ago, and required great scien-
tific acumen and insight to establish. The laws of
positive and negative reinforcement may also seem
obvious when stated so broadly; they are of course
much more precise and detailed than anything we
have stated so far, and go well beyond common
sense, or philosophical hedonism.

PROBLEMS OF APPLIED PSYCHOLOGY

The example shows that behaviouristic methods,
derived from animal studies, can work; there are
many other examples which will be found in later
pages of this book. It used to be quite popular to deny
that such methods could ever work; this objection has
not survived the many obvious successes of behaviour
therapy. Now it is more popular to say that these
methods are simply ways of inducing conformity in
people, and that manipulation of other persons, as is
implied in all behaviouristic methods, is inherently
wrong and inhumane. This type of objection is more
difficult to answer because there is an element of truth
in it. Nevertheless, we believe it to be mistaken. Let us
note first of all that from birth to the grave man
attempts to manipulate others, and is in turn manipu-
lated by them. The baby is ‘manipulated’ to suck at
the mother’s breast, and later on to take solid food
and come off the mother’s breast. The child is

‘manipulated’ to learn reading and writing, and all the
other things which he needs in order to live happily in
society. The adolescent is ‘manipulated’ to take a job,
earn a living, and maintain a family. The girl is
‘manipulated’ into bed by her boyfriend. The voter
is ‘manipulated’ to give his vote to politicians whose
concern for his welfare is more verbal than real, and
more apparent before than after the election. We are
all ‘manipulated’ by advertisements to buy this rather
than that. Opponents of racial discrimination search
for methods to ‘manipulate’ racists successfully.
Sometimes manipulation is disguised as appeal to
reason, but this is not usually a very convincing mask.
Wisdom begins with the realisation that all social
living implies manipulation of one person by another;
manipulation is the essence of social living—only the
hermit is free from it.

Equally important as the fact of manipulation is
the motive for manipulation. It is idle to say that all
manipulation is bad; without it we would still be
animals living in a state of nature—our lives being
nasty, brutish, and short. It is easy to say: ‘Do your
thing’; the question is of course whether ‘your thing’
is completely innate (which seems extremely unlikely),
or whether it is due to various social influences—
which imply ‘manipulation’. Some kinds of manipu-
lation are obviously of help to the person concerned;
the baby would starve if his mother did not orient his
mouth correctly to the breast, and the head banger
might kill himself if we did not advise the mother
correctly. It is not reasonable to say: ‘Well, let him
kill himself if that is what he wants’. The child is not
able to foresee the consequences of his actions and
certainly does not wish to kill himself. Or consider
the patient who comes to the behaviour therapist with
acute phobic fears and generalised anxieties. He is
driven to distraction by his troubles and may be near
suicide; if methods of ‘manipulation’ exist which can
cure him and restore him to mental health, and if he is
only too desirous of being ‘manipulated’ in this
fashion, would it not be inhumane to withhold
treatment? Again, the grown man often thanks those
who in his youth ‘manipulated’ him in such a way that
he learned to read, thus opening up to him a vast new
world of delight and happiness; had he been left
alone, without any pressure at all, he might still be
illiterate. Children, as they grow up, often reproach
their laissez-faire parents, saying: ‘Why didn’t you
make me do that?”” when some deficit becomes
apparent in their education or upbringing, which
could easily have been dealt with earlier on.

On the other hand, manipulation can obviously
also be bad, in the sense that it is used for the interest
of the manipulator, rather than of the person manipu-
lated. It seems hardly necessary to give examples;
advertising which makes use of natural fears of
death, disease, social isolation and other negative
feelings for the purpose of selling useless and possibly



dangerous drugs, creams, etc., is too well-known to all
of us. More interesting are those cases where a good
case could be made either way. Consider homo-
sexuality. Many homosexuals come to the therapist
asking for treatment; they do not wish to live out their
lives in their present state. Assuming that aversion
therapy (which will be discussed later on) is able to
make them heterosexual, is this a case of ‘bad’
manipulation? The question seems to hinge on
whether or not the patient really and truly wishes to
be changed, or whether he is merely reacting to social
prompting—by family, a court order, or some other
agency. In the former case there seems to be no
reason to consider the case in a different category
from the patient suffering from anxiety; there may be
difficulties in being sure of one’s facts, but in principle
we would not seem to have the right to withhold
treatment from a patient who is suffering and wishes
to be cured. In the latter case, we may take one of
two positions. We may declare that social pressure is
immoral, and that the therapist should refuse to
undertake the treatment. Or we may take the view
that the therapist as therapist can do nothing to alter
social pressures, but must leave the decision to the
patient; if the patient decides that under the circum-
stances he would prefer to opt for treatment, then it is
not up to the therapist to refuse to implement this
decision. If the patient is clearly unwilling, but society
is insistent, then the therapist of course has an ethical
duty to the patient, rather than to society; under no
circumstances would he be justified in ‘manipula-
ting’ the patient against his will.

In all this, behaviourists do not encounter diffi-
culties which are in any way different from those
encountered by - psychiatrists, psychoanalysts, social
workers, and many other people concerned with
social treatment of any kind. The principles of action
suggested above are no different from those which
might be accepted by other workers in this field;
behaviouristic methods do not differ in principle from
those of other groups. Nor can we pretend that
there is always a ‘true’ answer to the problems thrown
up by society; there is often room for genuine
disagreement among well-meaning persons desper-
ately trying to do the right thing. The behaviourist
psychologist, any more than the psychoanalyst, or the
psychiatrist, is not a moral philosopher by training; he
is just as likely to make mistakes as the next person.
Notwithstanding this obvious human fallibility, it
should not be assumed that he is any less well-mean-
ing, or any less conscious of his ethical duties, than
other workers in this field.

REHABILITATION OF CRIMINALS

AS AN ETHICAL ISSUE

A more complicated issue arises when we come to
criminals. Here behaviour therapists have suggested
new methods of treatment which hold out a promise
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of rehabilitation better than any of the existing
methods—token economies, conditioning methods,
modelling, and many others. (Needless to say, none
of these resemble .in any way, shape or form the
methods used in such films as ‘A Clockwork Orange’.
Not only are these inhuman to such an extent that
they would never be used by any clinical psychologist,
but also they are extremely unlikely to work. Dis-
cussion of modern methods of treatment is often
made impossibly difficult because most people derive
their views from films such as this rather than from
reading the official documents.) Now it is sometimes
suggested that crime is the product of the social
system, and that rehabilitation of criminals simply
serves to support the system and make criminals
‘conform’ to the rules of that system. Accordingly, it
is suggested that such methods of rehabilitation are
not acceptable. It is undoubtedly true that to some
extent the definition of crime is a social matter;
homosexuality is a crime in some countries, but not in
others. Adultery is a crime in some American states,
but not in England. However, murder and theft are
crimes practically everywhere, including both capi-
talist and communist countries; no society can exist
without explicit rules of conduct, the breaking of
which is punished in some way or other. Furthermore,
the purpose of such punishment is in part the re-
habilitation of the culprit; deterrence and retaliation
are the other two purposes, but they are probably less
important in the long run. No known tribe, country,
or civilisation has ever been able to do without
punishment of antisocial conduct; it would seem
reasonable to prefer humane methods (such as those
advocated by behaviour therapists) to inhumane ones
(such as are all too frequently found in many
countries).

Furthermore, overemphasis on the social side of
antisocial behaviour does not take into account the
biological. It is well-documented that criminality has a
strong hereditary component; identical twins are far
more often concordant for criminality than are
fraternal twins, a fact which strongly implicates
genetic factors. Furthermore, when babies are taken
from criminal and non-criminal parents and adopted
by criminal and non-criminal foster parents, it is
found that- the adolescent and grown-up foster
children take after their biological parents, not their
foster parents—in spite of the fact that it is the latter
who have provided them with their environment for
practically their whole lives. In other words, anti-
social behaviour is partly an innate characteristic of
people, a characteristic which would emerge in any
society. Here as always it is necessary to bear in mind
that man is both a social and a biological animal; no
answer to our problems is likely to be found useful
and practicable which does not take into account one
or the other of these two complementary factors.

Last but not least, objections to behavioural treat-
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ment of criminality do not take into account the
wishes of the criminals themselves. Contrary to a
priori thinking, criminals very often do not see them-
selves as opponents of the ‘system’ which society has
imposed on them; quite the contrary is true. They
often see themselves as strong defenders of the
system, and may be more conservative than other,
comparable groups of the population (Siddiqi et al.,
1973). Their reactions to homosexuals, baby bashers
and sex criminals are often such that these offenders
have to be protected against the wrath of the ‘normal’
criminals. Furthermore, criminals (particularly young
criminals) very often express a strong desire for
rehabilitation, and volunteer readily to take part in
experiments carried out in prisons, borstals, and other
institutions. The ethics of submitting unwilling
prisoners to behavioural treatment are doubtful, to
say the least; in any case, the methods are unlikely
to work with any but true volunteers. But to refuse
these volunteers a chance to become happy and
contented citizens on political and other grounds
which are not shared by the prisoners in question
themselves seems equally unethical; to do so would
impose on other people one’s own ideals and views.
Much more could be said about these ethical
problems which beset all our efforts to use modern
methods of psychology for the betterment of man-
kind; clearly these problems are very real, and equally
clearly it is very difficult to know what the true
answers might be—even given that there are any true
answers. We are perhaps not likely to go too far
wrong if we adopt as our motivation the benefit of the
individual sufferer; compassion may mislead us
sometimes, but it is unlikely to lead us too far in the
direction of dangerous inhumanity.

In short, behaviourist psychology is in exactly the
same position as all science, as far as application is
concerned; whether it is well or ill applied, to the
benefit or the detriment of mankind, depends on
mankind itself, not on the scientists in question. When
Rutherford split the atom, he was convinced that this
discovery would never be of any practical use. Since
then, we have seen this discovery applied to the
making of atom bombs, casting their menacing
shadows over mankind as a whole; we have also seen
it applied to the creation of energy urgently needed by
mankind to replace the rapidly ebbing reserves of
natural fuels. Without Rutherford’s discovery we
might be marginally safer from destruction by war;
we would also be certain to run out of electricity and
other forms of energy by the turn of the century, or
even earlier. This would condemn hundreds of
millions of people to death, and the rest of mankind
to a much more hazardous and less comfortable life
than they enjoy at the moment. It is as wrong to look
only at the dark side of scientific inventiveness as it is
to look only at the bright side; we have to learn to
look fearlessly at both sides, and then come to

realistic conclusions about the balance in terms of the
quality of human life.

SHOULD PSYCHOLOGY BE SCIENTIFIC?

In this introductory chapter, we have spoken of
behaviouristic psychology as if it were the only kind
of psychology in existence. In so far as we are talking
about psychology as a scientific discipline, this is
clearly true. Methodological behaviourism, unlike
philosophical behaviourism, really means little else
but a commitment to the application of scientific
method to psychological problems; it does not lay
down precise rules and laws as to just how this should
be done. It thus lacks content; to say that one dis-
agrees with behaviourism is almost meaningless,
unless of course what is meant is philosophical
behaviourism which we have already agreed is irrele-
vant to the development of psychology as a science.
The only conceivable meaning that dislike of method-
ological behaviourism may have is a dislike of the
application of science to human problems; such a
dislike is certainly quite widespread, and has given
rise to a kind of literary, philosophical psychology
which is professed by existentialists, writers, and
philosophers who have usually not received any
training in academic psychology. At first sight, some
of the criticisms made by these people sound sensible
and attractive; when one looks closer, however, they
are found to be based on erroneous notions of what
science means, and what it aims at.

Thus critics will say that behaviouristic models of
human conduct are grossly oversimplified, that they
leave out essential features of human conduct, and
that they reduce man, the glory of creation, to a
mechanical ape. Another criticism which is often
voiced is that psychologists do not deal with precisely
those aspects of behaviour, like love, or creativity, or
altruism, which are specifically human, and which
are of much more interest to readers than those
topics featured in most textbooks—visual acuity, rote
learning, or the formation of conditioned reflexes. To
some degree these criticisms are of course true; most
people would prefer to see a Shakespeare play, read a
Wordsworth sonnet, or listen to a discussion on the
nature of love by a group of writers, actors and
much-married film stars, rather than study the math-
ematical formulae in Thurstone’s book on factor
analysis, read through thousands of scientific papers
dealing with the extinction of conditioned reflexes, or
carry out endless experiments on the physiological
concomitants of emotional arousal. But to state such
an obvious truth is to say nothing about the aims of
scientific psychology; it simply means that most
people prefer being amused to working hard. Scientific
knowledge is additive; literary insight is not. We may
argue that Shakespeare had more insight into human
nature than does the average psychologist; it would be
difficult to dissent. But similarly top tennis players,



or golf stars, or international footballers, probably
have more insight into the behaviour of globular,
inflated rubber spheres when struck by hard objects
than does the average physicist. This knowledge,
however, is private; it cannot be transferred to other
people. If we wish to land a rocket filled with people
on the moon, we still turn to physicists, rather than to
sportsmen. Would Shakespeare’s insight have led us
to find a proper therapy for head bangers? Poetic
insight is fun, and it may even have cathartic effects
on certain individuals; nevertheless it does not help us
solve practical problems in the psychological field.
Whether psychology does all that much better is a
moot point; we will be better able to discuss this at
the end of this book. But psychology is constantly
growing more and more able to deal with its
problems; the knowledge it possesses is additive.
Writers cannot claim the same for their craft; there
is a notable absence of Shakespeares in the modern
theatre!

Psychology oversimplifies, does not deal with
important problems which concern the man in the
street, and puts forward a model of human behaviour
which is not too complimentary. It does these things,
not because of some wayward strain in the psychol-
ogists who do all these things, but simply because it
is a science. Inevitably all science oversimplifies,
most of all when it is still young and relatively
ignorant. Astronomy for centuries treated the earth
as if it were a perfect sphere; this is grossly inaccurate
and ‘oversimplified’. The earth is flattened over the
poles, and pear-shaped in addition; these facts were
not of any great importance for the purposes of
astronomers intent on understanding our planetary
system. They are now important when we are trying
to send rockets to the moon, and consequently they
are now being taken into account. It is the task of
science to bring order into the chaos of blooming,
buzzing confusion which constitutes experience; it
does so by isolating invariant bits of experience, and
studying these in depth. It has been incredibly
successful in doing so, but of course there is a price
to pay. If we throw a man and a pig from the tower
of Pisa, they will arrive at the same time on the flat
ground below the tower; this can be used to demon-
strate Galileo’s law of falling bodies, although it seems
to equate pigs and humans. For the purpose of the
scientist in studying the laws of falling bodies, this
distinction is irrelevant; no insult is intended either to
pigs or humans. Science is based on abstraction, and
abstraction comes only with difficulty to most people.
Nevertheless, if we want to study psychology scien-
tifically, we must use abstraction in the same way,
and to the same extent, as do other sciences. Without
simplification we could not even start; the acid test of
whether we have done our job properly is not whether
the result appeals to the layman, but whether we
arrive at a model which can be used to predict and
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explain the facts with which we are concerned. Thus
our criterion is a technical one, and success can only
be measured in technical terms; features of our
model which offend the outsider may be essential in
accounting for the facts. A scientific model is not
meant to be a portrait!

Whether psychology deals with problems which are
important to the man in the street or not cannot be
decided by the man in the street; it is not necessarily
apparent to the layman whether fundamental research
is or is not relevant to one of his problems. Skinner’s
work on pigeons learning to peck at a coloured disc
may seem quite irrelevant to anything of practical
importance, but it has led to valuable practical
methods of treating psychotic patients, criminals, and
other groups. Rutherford’s work on the atom, as
already mentioned, seemed quite irrelevant to any
practical problems, yet it produced some of the most
‘relevant’ solutions to problems of war and peace that
have ever been produced. It is simply impossible for
the outsider (and often even for the insider) to say
what the practical relevance of a scientific investi-
gation may be in the future; what is certain is that
direct attacks on practical problems have in the past
had a poor rate of success. Fundamental problems
have to be solved before any direct attack may be
possible, and only the expert can assess the value of
such fundamental work. And even the expert can
often be wrong in his assessment!

The model of human conduct put up by modern
psychology is not complimentary for the same reason
that Copernicus’s heliocentric model of the planetary
system was judged to be uncomplimentary to man-
kind, by displacing the earth from the centre of the
Universe, or Darwin’s doctrine of evolution an insult
to human values, by failing to make man unique in
creation. We are not only social beings, but bio-
logical beings as well; this biological background we
share with rats, jackals and pigeons. Thirst, hunger
and sex are fundamental drives for human beings, just
as they are for other animals; fear, rage and lust are
powerful emotions which govern our conduct as
surely as they govern the conduct of cats, racoons
and dogs. No model would begin to do the job which
did not embody these facts prominently and explicitly.
The model must of course, also contain other
features—some features are clearly difficult to repli-
cate in animal work, and the study of human beings
in all their complexity is required in order to make the
model more lifelike. This is a tremendous task, and if
psychology has not made as much headway as one
might have wished, the reason is partly its youth, and
partly the fact that society has not supported psy-
chology to an extent which would enable it to forge
ahead as fast as it might otherwise have done. But
adequate or not, the present model is the best we
have. In the same way, Newton’s model was the best
available 300 years ago; by modern standards it was
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defective in many, many different ways. Yet it did
good service until dethroned by a better one.
Scientists learn to put up with simple models, in the
hope that investigation and criticism of the model will
lead to new facts and theories which will in due course
improve the model out of all recognition, or change it
altogether. By a process of conjectures and refu-
tations (Popper, 1963) science pulls itself up by its
bootstraps, constantly improving its models, and the
fit of these models to the facts. It is not sufficient for
the critic to say that he doesn’t like what he sees;
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Chapter 2

PERCEPTION

C. D. Frith

INTRODUCTION

Perception is the transformation of the physical world
into ‘mental images’. In this brief account of the
scientific study of perception I shall be less concerned
with the brain mechanisms underlying these mental
images and more concerned with the nature of the
images themselves and how they differ from the
physical world that they represent; for if the trans-
formation is to be useful the mental image must be
‘diffefent’ from the physical world. If the brain con-
tained a perfect representation of the world then the
problem of how to interpret and use this picture would
still remain. Thus the map is a better analogy of the
mental image than the photograph. The map retains
only a very limited amount of information about the
country it represents. It makes use of conventional
signs, contour lines and imaginary grids. The useless-
ness of the ‘perfect’ map is illustrated by the following
anecdote from a collection by Borges and Casares
(1971).

‘In that Empire, the Art of Cartography achieved
such Perfection that the Map of one single Province
occupied the whole of a.City, and the Map of the
Empire, the whole of a Province. In time, those
Disproportionate Maps failed to satisfy and the
Schools of Cartography sketched a Map of the
Empire which was the size of the Empire and coin-
cided at every point with it. Less Addicted to the
Study of Cartography, the Following Generations
comprehended that this dilated Map was Useless
and, not without Impiety, delivered it to the Inclem-
encies of the Sun and of the Winters. In the Western
Deserts there remain piecemeal Ruins of the Map,
inhabited by Animals and Beggars. In the entire
rest of the Country there is no vestige left of the
Geographical Disciplines.’

Suarez Miranda, Viajes de Varones Prudentes,
libro cuarto, cap. XIV (Lérida, 1658)

To economise on effort and so as not to overload a
limited memory capacity, the organism seeks to
ignore as much of the environment as possible. Much
can simply be discarded because it is of no relevance
to the survival of the organism. Of more interest are
those perceptual processes which ignore aspects of the
environment because they are redundant. One aspect
of the environment is redundant if some other aspect
provides the same information. Thus people with

beards tend to be men and other sexual characteristics
can be ignored. It used also to be the case that people
with long hair tended to be women. When this re-
cently ceased to be so considerable confusion resulted
for a time. To make use of redundancy the organism
has to detect relationships between different aspects of
the environment. It must discover principles of
organisation in the environment or even impose
organisation upon the environment. By emphasising
these aspects of perception I relate it closely to higher
order functions such as abstract thinking, pattern
detection, concept formation and even language.

The processes that I propose are involved in
perception, are precisely the same as those used by a
scientist or a statistician in dealing with the large
masses of data he collects. He too discards irrelevant
data and tries to represent populations by a few
measures such as the mean and the standard devi-
ation. He too seeks for relationships between the
variables he measures.

Perceptual processes then are concerned with
reducing the very large amount of information avail-
able in the environment into a small amount used by
the organism. This can be seen as a necessary strat-
egy to overcome the organism’s very limited memory
capacity. Such a relation between memory capacity
and abstract thinking (the organising process in
perception) has been described by Borges (1964) and
Luria (1969). In both the cases described (one fic-
tional and one fact) a phenomenal memory resulted in
a severe impairment of the capacity for abstract
thought, for if everv member of a set can be remem-
bered there is no need to discover a rule for generat-
ing the set.

THE RAW SENSES

Sense receptors respond to various forms of energy.
The elements in the retina respond to light waves,
those in the ear to mechanical vibrations and so on.
At this stage a vast amount of possible information is
ignored. We can see neither infrared nor ultraviolet
light and most of us cannot hear the cries of bats.
Information carried by these forms of energy is
apparently irrelevant to our survival. A striking
illustration of the selectivity of the senses is provided
by the touch receptors. In this modality the face and
hands (in humans) are represented in the brain in
enormous detail and in the rest of the body hardly at
all (Figure 2.1). In other animals, different parts of the
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Figure 2.1 Diagram of section cut through a human
brain showing the representation of body parts as measured
by evoked potentials recorded from each point of the cortex
upon stimulation of the skin at the parts of the body shown.
(Redrawn from W. Penfield and T. Rasmussen, The
Cerebral Cortex of Man. New York: Macmillan, 1952)

body are heavily represented as is appropriate to their
particular life style.

Psychophysics

One of the earliest ways in which psychologists tried
to investigate the mental representation of the physical
environment was by studying the sensations associ-
ated with particular physical levels of a stimulus. We
can ask the question, ‘how much does the energy level
of a stimulus (the brightness of a light or the loud-
ness of a sound) have to be increased in order to
produce a just noticeable change in sensation?” The
answer to this question seems to be of almost univer-
sal application. The relation between physical energy
and sensation is usually a logarithmic one. This is
known as the Weber—Fechner law. If the light intensity
is low a small change in intensity is easily noticed. If
the light is very bright then the change has to be large
before it is noticed. The same principle applies, among
other things, to wages and salaries. A farm worker
earning £20 a week will certainly notice an increase of
£2 a week, whereas a company director would cer-
tainly not notice such an increase even if he were
successfully avoiding tax. As a result wage and salary
increases are nearly always in terms of percentages,
which is equivalent to using a logarithmic scale.

The transformation performed on stimulus energy
by the nervous system has the effect of concentrating
its processing capabilities on low energy stimuli at the
expense of high energy stimuli.

Thresholds

In talking about the relation between stimulus energy
and sensation I have avoided discussing how sen-
sation is measured. On the whole people are very bad
at describing sensations, but they are very good at
detecting changes in sensation. Thus in the experi-
ments relating stimulus energy to sensation the exper-
imenter would increase stimulus energy until the
observer said that his sensation had changed. The
minimum change in stimulus energy needed to pro-
duce a change in sensation is called the difference
threshold. A similar parameter of sensation that has
been measured even more frequently is the absolute
threshold. This is the minimum intensity for a light or
a sound or whatever to be detectable. Many sensa-
tions can have absolute thresholds in this sense. Thus
we can measure the fastest rate at which a light can
flicker and still be distinguishable from a steady light.
We can measure the shortest distance apart for two
points to be felt as two rather than one.

Most of these thresholds are sensitive to gross
changes in the state of the organism such as might be
brought about by drugs or brain damage (Milner and
Teuber, 1968).

There is however a methodological problem in
measuring thresholds in this way. An observer is often
uncertain whether he saw the dim flash of light or not.
What will he say in this situation? If he is a radar
operator detecting enemy ICBMs he may not wish to
set off World War III accidentally, and therefore,
when in doubt, he will say he saw nothing. If on the
other hand he is detecting birds in the path of a
civilian airliner he would rather give a false alarm
than perhaps cause the death of many passengers. In
these examples it is clear that the observers would
have very different thresholds. The second observer
would report much dimmer lights than the first. These
differences are not due to differences in sensation, but
result from a difference in the willingness to give the
two responses ‘yes’ or ‘no’. This is called a response
bias. It is clearly sometimes important to distinguish
changes in sensation from changes in response bias
(Tanner & Swets, 1954).

Clark (1969) studied the effects of a placebo, which
his subjects believed to be analgesic, on the pain
threshold. He found that the placebo increased the
pain threshold. However a more detailed analysis
showed that sensitivity to pain had not changed,
merely the subjects’ willingness to report pain. With a
real analgesic, on the other hand, the change in
threshold was associated with a change in sensitivity
to pain.

Contour extraction

Phenomena such as thresholds are automatic, i.e.
largely determined by the nature of the peripheral
sense organs. These processes seem to have little to do
with abstract thinking and the other higher order



abilities mentioned in the introduction. The mechanism
to be described next is also automatic and peripheral.
Nevertheless it performs a sophisticated transform-
ation upon incoming information which has much in
common with the higher order processes.

The world about us, contrary to the view of the
impressionist painters, does not consist of a multitude
of dots of different colours and brightnesses. What we
see tends to occur in large blocks. Objects such as
houses, trees and animals tend to have outlines that
separate them from their backgrounds. This separ-
ating outline is particularly noticeable when the object
moves in relation to its background. In this case every
part of the object is moving at one uniform speed
while every part of the background is moving at some
other uniform speed. An analogous situation with
brightness replacing speed would be a black object on
a white background. In our world it seems to be the
case that the environment is full of these local uni-
formities. All organisms capitalise on this special kind
of redundancy. They ignore the uniformity and pay

Figure 2.2 Diagram of a simple mechanism for contour
extraction.. When stimulated each receptor inhibits its
neighbour. When the stimulation is uniform this mutual
inhibition cancels out any signal from the receptor. How-
ever, where there is a change in stimulation (an edge),
there will be receptors which are not inhibited by their
neighbours and which will therefore transmit signals to the
next stage in the perceptual system

particular attention to the parts of the environment
that show a lack of uniformity. This helps them to
distinguish an object from its background. In the case
of simple visual perception this process is contour
extraction. A black square on a white background is
transformed into the outline of a square. This is
achieved by a very simple mechanism called lateral
inhibition. This means that in a grid of sense receptors
each receptor when stimulated inhibits the responses
of its neighbours (Figure 2.2) (von Bekesy, 1967).
Where the stimulation is uniform this mutual inhi-
bition prevents any response. Only where there is a
change in stimulation will a response occur. This
ability of perceptual systems to emphasise change and
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ignore uniformity occurs in both space and time and
in most modalities. It allows the organism to describe
the environment more economically by assuming that
it has a particular kind of structure. This is the
essential principle underlying all perceptual mech-
anisms whether they are automatic, i.e. ‘wired into’
the nervous system, or whether they result from learn-
ing.

(a)

()

Figure 2.3 The components of the two pictures are
cqually ‘predictable’ in the sense that they are constructed
largely of only one type of element. Picture (a) contains
mostly clusters of black or white elements. Picture (b)
contains mostly horizontally or vertically striped elements.
However we expect pictures to contain mostly clusters and
thus find picture (b) much more complex than picture (a)
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Because all these systems make assumptions about
the structure of the environment they will break down,
or at least behave in a peculiar way when these
assumptions are not met. Much psychological
research on perception (e.g. the study of optical il-
lusions) has depended on discovering and investi-
gating situations in which the perceptual mechanisms
break down in this way.

So far I have not properly defined terms such as
structure, redundancy and economic description.
There follows a simple and concrete example in which
these terms are used and quantified:

XXXXXXXX00000000 XO0X0X0X00X0X0X0X

Both these sequences have equal numbers of xs and
os, yet they are different and both are clearly highly
structured. If the xs and os are taken in pairs both the
sequences can be described very economically. The
first has only one mixed pair (xo) in the middle, the
second has only one unmixed pair (00) in the middle.
Thus each sequence can be described by stating the
position of one type of pair. However the human per-
ceptual system expects sequences of the first type and
therefore pays attention to mixed pairs (0x) even when
this results in descriptions that are far from economical
(ignoring uniformity and noticing change). The evi-
dence for this is that people find sequences of the first
kind easier toremember and can find the rules to describe
them more quickly (Figure 2.3) (Restle, 1967).

This example shows that contour extraction con-
stitutes a basic perceptual process. Because contour
extraction is a peripheral process ‘wired into’ the

Figure 2.4 There is so much regular contour in this
figure that we find it ‘dazzling’ to look at and see illusory
movements in it. (From Mackay, 1957, by courtesy of
Nature (London))

nervous system, the amount of contour becomes a
basic property of visual stimuli akin to brightness.
Certain very highly contoured figures seem to over-
load the receptors and appear dazzling (Figure 2.4).
Furthermore the camouflage adopted by various
animals is clearly aimed at breaking up their contour
lines.

THE PERCEPTION OF OBJECTS

Feature detection

By contour extraction we can reduce a black square
on a white ground to an outline of a square. How-
ever there are regularities in this figure which allow us
to give an even more economic description of it. The
lines making up the square are straight, they are
horizontal and vertical, they are equal in length and
joined by 90 degree angles. These aspects of a figure,
straightness, orientation and so on, are referred to as
features. It is hypothesised that there are perceptual
mechanisms which extract such features from an
object thus describing the object in terms of a cata-
logue of features. These features are abstract entities,
yet their extraction from the scene presented is carried
out at a relatively low level in the perceptual system.
Neurophysiologists have discovered single cells in the
nervous system of cats and monkeys which respond
to features such as lines of a certain orientation in any
part of the visual field, lines moving in certain direc-
tions, and so on (Hubel, 1963).

It is clear that from a hierarchy of such feature
detectors we could ultimately obtain single cells that
responded to entities of any degree of abstractness or
specificity required. This would only be useful for
certain important objects that occurred very fre-
quently in the organism’s environment. In the case of
humans this might, perhaps, apply to letters of the
alphabet.

If feature extraction is to give an economic descrip-
tion of the environment then only some of the multi-
tude of possible features will be extracted. Which
features are chosen will depend on the properties of
the environment. There is some evidence that this
choosing occurs during early infancy as well as during
the millions of years of evolution. Thus if kittens have
experienced only horizontal lines during the first five
months of life they will not respond to vertical lines
(Blakemore and Cooper, 1970). :

It has also been shown that this early visual experi-
ence must be active rather than passive (Held, 1965).
If one kitten is pulled round by another in a carriage,
thus having the same visual experience, the kitten with
the passive experience is much inferior to the other in
various visual discriminatien tasks.

Feature analysis as a perceptual process is not
necessarily tied to single cell mechanisms. It can be
used to explain human performance in many quite
complex situations. Shepard (1963) studied the
learning of morse code. From the confusions people



made between letters he was able to show that two
features of the symbols were being attended to. In the
early stages of practice these features were the number
of elements in the symbol (varying from (E)to - - - - -
(5)) and the kind of element in the symbol (varying
from --- (S) to --- (O)). In later stages of practice
people attended not to the kind of element in the
symbols, but the heterogeneity (varying from - - - (S)
or --- (O) to --- (R) or --- (K)). This example
demonstrates that even with a simple stimulus like a
morse code letter there are a number of alternative
features that can be attended to, and that people select
only a small proportion of these.

Depth perception
In the study of depth perception we find that many of
the various hypothetical perceptual processes are in-
volved: feature extraction, assumptions about the envir-
onment and model building. Depth is perceived most
directly through the subtle differences between the
pictures presented to the two eyes. Having identified
an object in the two pictures then the greater the dis-
crepancy between the two views of that object the
nearer it is. This is a very simple mechanism except that
it depends on identifying an object as the same from two
different points of view. Julesz (1965) has shown that
this is done at a relatively peripheral level and even
with random arrays of dots.

If we look at the world with only one eye or
consider objects more than a few feet away then this

Figure 2.5 The three posts in this picture are all identical
in size. However the one on the right looks considerably
larger than the one on the left. This is because the slanting
lines create an impression of depth
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direct perception of depth is no longer possible. In
these cases the impression of depth depends on the
use of special features and expectations about the en-
vironment. One of the most important is a ‘texture
gradient’ (Gibson, 1966). As it gets further and
further away from us the fine structure of the environ-
ment gets (retinally) closer and closer together ulti-
mately becoming blurred and indistinguishable. The
idealised form of this texture gradient is a pair of
railway lines which meet in the distance and whose
sleepers become closer and closer together until they
can no longer be distinguished. Such a gradient is
interpreted as indicating depth. This interpretation is
of course quite arbitrary. An example is shown in
Figure 2.5.

The slanting lines elicit an expectation of depth. The
three vertical posts are the same length, but the one
on the right appears longest because the depth inter-
pretation makes us believe it is farther away. Other
cues are overlap, (nearer objects are expected to over-
lap farther ones) and movement parallax (e.g. in a
train the nearby objects move past faster than the
farther ones). All these expectations about the environ-
ment can be falsified, giving rise to illusions. Of
particular interest are the depth cues provided by the
shape of objects.

Figure 2.6 (a) This figure is seen as a three-dimensional
wire cube rather than as an irregular two-dimensional
object. However there are two three-dimensional inter-
pretations of the figure and our perception spontaneously
fluctuates from one to the other.

(b) This figure could be a particular view of a wire
rectangle, but also forms a regular two-dimensional
figure. We are less likely to see it in depth.

(c) Shaded areas have been added to figure (a). These
additions make more sense in terms of the two-
dimensional figure and so we are less likely to see it in
depth.

(After Hochberg and McAllister, 1953)

Object (a) in Figure 2.6 tends to be seen as a cube
in depth rather than as a complicated two-dimensional
object. However, the figure is ambiguous as a repre-
sentation of a cube, since we do not know which is the
front and which the back. As we look at the picture
we see the cube spontaneously alter from one form to
the other. Why do we see this picture in depth? One
possibility is that by seeing it as a cube in depth we
can achieve a more economic description of the figure,
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since a cube is a very simple and regular object. Some
evidence in favour of this notion is given by the
sequence of objects in Figure 2.6 (Hochberg and
McAllister, 1953).

Object (b) presents a very unusual view of a cube in
which the two-dimensional representation also has a
very simple and regular structure. This object is less
likely to be seen in depth. By shading in areas, as in
object (c), we can produce a figure that is simpler in
two dimensions than in three, since, in terms of a
cube, the shaded areas would be in irregular and
unexpected places. This figure is also seldom seen in
depth.

(a) Diagram of the Ames ‘distorted room’

The expectation that the environment will provide
simple and familiar objects can also give rise to
striking illusions. The Ames room is an extremely
distorted room which is interpreted as being rectangu-
lar. As a result people standing in it appear to be of
impossibly different sizes (Figure 2.7). It is interesting
that in this demonstration the expectation of rectangu-
lar rooms overrides the expectation that people
remain the same size and do not grow when they walk
across a room at the same distance from us. Perhaps
this is because the size of an object is not very import-
ant to us (as long as we can recognise what it is)
except as an indication of distance. Normally the
position of an object in a room gives a better indi-
cation of distance than its size.

Constancies

Closely related to depth perception is the phenomenon
of size constancy. We know that objects do not
actually change size as they move away from us, and
we use our knowledge of distance based on depth cues
to compensate for this change and keep the apparent
size of the objects constant. All this is done more or
less automatically and so our view of the world might
show people all more or less the same size sitting in a
rectangular room even though the image on our retina

(b) Drawing of the appearance of the Ames ‘distorted room’

Figure 2.7 We prefer to see this as a picture of a square room containing people of the wrong size rather than a dis-
torted room with people of normal size. (From Vernon, 1962, The Psychology of Perception, by courtesy of Penguin,

London)



would not be in the least like this. That is why
perspective drawing was discovered so recently in art
and is best achieved, not by looking at the scene, but
by knowing the rules about vanishing points and so
on, or stretching strings through a frame as shown in
the picture by Diirer (Figure 2.8).

People are very good at estimating the real sizes and
distances of objects, but very bad at estimating their
apparent or retinal size. At art classes they used to
teach students to hold their pencils at arms length to
measure the size of things precisely to overcome this
difficulty.

There are other aspects of objects that we expect to
remain constant: colour, shape and brightness, for
example. The mechanisms involved in these con-
stancies are, in principle, the same as for size con-
stancy. We compensate for changes in illumination,
orientation etc. so that an object retains a constant
identity. Thus a piece of white paper in shadow will
appear lighter than a piece of black paper brightly
illuminated even though the white paper may be
objectively darker. However, this effect will only
occur if we already know that one piece of paper is
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white and the other black. If we do not know, then the
objective brightness will be seen. Similarly, a round
table top appears round, even when seen from a very
acute angle making it tQuly an ellipse. All these com-
pensatory mechanisms are unconscious and instant-
aneous yet clearly very sophisticated. Recent research
(Bower, 1966) suggests that they are partially innate,
being already present in infants of 36 days.

FIGURE PERCEPTION

All the constancy phenomena depend on first identi-
fying objects and recognising them as the same in all
circumstances: at different distances, from different
points of view, in different illuminations, etc. The
Gestalt psychologists (Koffka, 1935) suggested a
number of rules which determined how a scene would
be grouped into objects or figures (Figure 2.9). One of
these was common fate which I have already men-
tioned in the section on contour extraction. If a num-
ber of points tend to have common movement which
is different from that of the rest of the scene, these
points will tend to be seen as a single object. Other
rules are closure, good continuation and proximity.

Figure 2.8 A mechanical aid for making perspective drawings. The need for such an aid illustrates the difficulty we
have in drawing what we ‘see’ rather than what we ‘know’. (From The Coriiplete Woodcuts of Albrecht Diirer, 1963.

(W. Kurth, editor) by courtesy of Dover, New York)
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It has been suggested (Hochberg and McAllister,
1953) that all these effects result from perceptual
mechanisms that seek economic descriptions and
capitalise on expected properties of the environment.
An object is defined as something that has invariant
properties when compensations for various trans-
formations due to distance, illumination and so on
have been allowed for. The object is important and is
noticed. The various effects for which compensations
have been made are not important and are ignored
once they have been used to construct the object. The
perceptual system seeks invariance and develops more
and more sophisticated ways to compensate and
transform the scene to produce invariance. This

(a)

Figure 2.9  Gestalt principles of perceptual organisation

method of describing the world is carried over into
science. Water is conceived as an invariant sub-
stance although heat may transform it from ice into
steam.

Most of the perceptual mechanisms discussed so
far developed during the course of evolution or early
infancy. Thus abnormalities in these mechanisms
occur only through gross brain damage or severe drug
intoxication. Certain drugs, such as LSD and mesca-
line, seem to affect the perception of space, perhaps

(b)

(©

(a) The upper figure is seen as four thin posts (grouping by proximity). However, by joining the tops of the lines as in
the lower figure, three thick posts are seen instead (grouping by closure).

(b) This figure is seen as a circle in front of a square, although the missing part of the ‘square’ could be any shape.
We choose the ‘simplest’ interpretation of the situation, and that influences what we ‘see’.

(c) This figure is seen as a diamond between two parallel lines rather than as a W and an M. The figure is perceived
in terms of components with maximum regularity, symmetry and hence simplicity even though W and M have frequently

been seen before.
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Figure 2.10 Seven records of eye movements by the same subject. Each record lasted 3 minutes. The subject examined
the reproduction with both eyes. (1) Free examination of the picture. Before the subsequent recording sessions, the subject
was asked to: (2) estimate the material circumstances of the family in the picture; (3) give the ages of the people; (4)
surmise what the family had been doing before the arrival of the ‘unexpected visitor’; (5) remember the clothes worn by the
people; (6) remember the position of the people and objects in the room; (7) estimate how long the ‘unexpected visitor’
had been away from the family. (From Yarbus, 1967, by courtesy of Plenum Press)

by making the subject more aware of his retinal image
through failure to make use of size and depth cues.
Other constancies, such as that conserving colour,
also break down.

THE PERCEPTION OF COMPLEX OBJECTS

So far we have considered perceptual mechanisms
which apply to general aspects of the environment. In
contrast I now want to consider particular aspects,
aspects which are relevant only at a particular moment
and which cannot therefore be picked out by evolution
or learning during infancy. The observer has already
transformed his scene into a space containing objects.
However there is still an enormous amount of infor-
mation in this transformed scene and he must make
his description of it still more economic. He therefore
tries to discover patterns and structures specific to this
particular scene that are relevant to his needs at that
particular moment.

Eye movements
The simplest way of cutting down the information in

a scene is to look only at the important aspects. We
can see this happening if we study a person’s eye
movements. Yarbus (1967) invented an ingenious
technique for doing this, which allowed the experimen-
ter to observe the successive fixations of the eye of the
subject and relate them to the scene being studied
(Figure 2.10).

These fixations are far from random. They tend to
follow the contours of the picture and pick out ‘im-
portant’ and ‘interesting’ details. Yarbus showed his
subjects a picture, ‘the unexpected visitor’, and asked
them various questions about it. Different questions
induced different patterns of eye movements which
showed that the subjects were looking only at the
features relevant for answering the particular question.
When schizophrenic and brain-damaged patients were
shown the same picture their eye movements were not
regular and structured, their fixation points seemed to
be scattered randomly over the picture. It appeared
that they were unable to pick out the important
features. O’Connor and Hermelin (1967) found a
similar effect with autistic children. The children
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looked into a box containing three displays on a matt
black background. The autistic children spent more
time looking at the background than either the normal
or the subnormal control groups whatever was shown
in the displays. It seems that autistic children, like
schizophrenic adults, fail to pay attention to the
important aspects of a scene. This could account for
their apparent avoidance of the eyes of other people,
since the face and eyes are the most important feature
of a person and therefore receive a relatively large
amount of attention from normal people.

Selective attention

It is clear that by moving our eyes we can switch our
attention from one part of a scene to another. However
we can also direct our attention in other modalities
(e.g. hearing) where the sense organs can not so
obviously be directed. A classic example of this kind
of selective attention has come to be known as ‘the
cocktail party problem’ (Cherry, 1957). At a party we
are likely to be bombarded with loud music and
several conversations going on simultaneously.
Nevertheless we can attend to one of these conver-
sations and ignore the rest.

There are thus two linked properties of our ability
to attend: we can direct our attention and our attention
span is limited. Thus our ability to selectively attend is
both advantageous (we can pick out one conversation
among many) and disadvantageous (we can only
attend to one conversation at a time). The limits of
our attention span are determined by the information
content of the messages we are attending to. Mowbray
(1953) had subjects read one prose passage while at
the same time listening to another. With easy passages
subjects could take in both quite well, but with
difficult passages they did much worse than when
dealing with one passage at a time. Cherry (1957) had
subjects attend to a prose passage played into one ear
and than asked them what they had heard in the other
ear. He found that they could tell him nothing at all
about the verbal content of the unattended passage,
but could report certain physical characteristics such
as whether it was a man or a woman’s voice or a pure
tone.

In order to select one message and ignore another
we must initially attend to both messages in order to
make the selection. Broadbent (1958) has called such
a system a ‘filter’ selecting between different ‘input
channels’. This filter performs a classification of this
input on the basis of simple physical characteristics
such as sight v. sound, male v. female voice, words
coming from the left rather than the right and so on.
However this filter cannot pick out messages purely
on the basis of meaning (Treisman, 1961). The filter
does not eliminate the unattended channel completely.
When the subject’s own name is presented in the
unattended channel it is usually heard whereas a
neutral word is not (Moray, 1959).

It is probable that there is another, less efficient
filter at a later stage in the system which classifies on
the basis of more abstract features like word meaning
rather than physical characteristics. Thus we can
attend to colour names and ignore numbers even
when they are alternating between the two ears (e.g.
left ear: four red eight, right ear: green seven blue)
(Yntema and Trask, 1963).

Pattern detection

The problem with studying natural scenes is that we
do not know what the patterns and rules in the scene
may be and so we cannot judge whether people
successfully find them or not. One solution to this
problem is to make up scenes containing special
patterns and see whether people can find these. Such
artificial scenes tend to be extremely simple. Frith
(1970) presented binary sequences to children. These
consisted of two words or two coloured counters
following one another in various patterns: e.g. horse
spoon horse horse spoon horse horse spoon horse.
This is a fairly simple pattern. The triad horse spoon
horse is repeated three times and so it is possible to
code the pattern into a more economic form. Other
patterns were presented which were more complex
and could not be described so economically. Normal
children clearly perceived these rules because they
could remember the simple patterns better than the
complex ones, and made errors of the kind expected if
they were reconstructing the sequences on the basis of
the rules they had discovered in them. Autistic children
on the other hand appeared to have difficulty in
perceiving the rules and remembered the simple
sequences no better than the complex ones. They
made errors which suggested that they were construc-
ting their remembered sequences on the basis of rules
that had not been present in the original sequences.

If you present children or adults with completely
random sequences for which no economic description
can be found then they will impose their own patterns
upon them (Yacorzynski, 1941). For example you can
ask someone to guess the colours of successive cards
presented in random order. A young child will tend to
guess alternatively black and red. An adult will guess,
wrongly, that if a number of black cards have occurred
in succession the next one is very probably going to
be red.

Here we have two complementary processes in the
perception of complex stimuli: the discovery of
patterns and the imposition of patterns. As the
difficulty or randomness of the stimuli increases
people will tend to impose their own patterns. Autistic
children much of the time seem to impose their own
idiosyncratic patterns on their perception of the world
suggesting that they find the world random and
meaningless.

More complex sequences with which we are very
familiar are written and spoken language. Here some



of the underlying rules are the rules of grammar. If we
are presented with a text in which every other word is
missing we could make a fairly good job of recon-
structing it, by making use of our knowledge of these
rules. However if the text was a transcription of the
speech of a schizophrenic patient this task of recon-
struction would be much more difficult (Silverman,
1972). Thus these patients are not using the expected
rules properly or perhaps are using idiosyncratic rules
of their own. We say that a normal passage of writing
contains constraints in the sense that each word is
partially determined by those before and after it. We
can also construct unconstrained word lists by
selecting words at random from a dictionary. As you
would expect, normal people can remember much
longer sequences of text than they can of random
word lists, since they make use of the rules of language.
However, neither adult schizophrenics nor autistic
children gain as much from the constraints provided
by the rules of language (Lawson et al, 1964;
Hermelin and O’Connor, 1967). This does not appear
to be due to a specific language deficit, but to a
general difficulty of perception, a difficulty in finding
rules and patterns.

Multidimensional stimuli
Another way of constructing economic descriptions of
complex stimuli is to combine many low order features
into a few high order concepts. The human face
provides us with an overabundance of information. It
contains many features: eyes, mouth, hair, etc. all of
which vary along many dimensions. We can describe
it in terms of a few higher order concepts such as
attractiveness, intelligence and so on. One of the most
tractable of these higher order concepts (which
appears in all police descriptions of wanted men) is
age. We presumably arrive at an estimate of a person’s
age from many cues although we are unaware of
most of them. Some of the more obvious cues are
amount of hair and number of wrinkles. This single
concept, age, clearly carries a large amount of infor-
mation about the appearance of a face. One of the
phenomena that help us to arrive at such a concept is
the correlation between the various features involved.
For example people with grey hair will tend to have
wrinkles, and most of the other signs of age.

It is difficult to study the perception of real faces
since we do not know what their important dimensions
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Figure 2.11 Four schematic faces varying in length of
nose, height of eyes, height of mouth and distance apart of
eyes. Normal people can use these features systematically
to arrive at ratings of ‘friendliness’ for the whole face
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of variation are. Artificial stimuli of such complexity
are difficult to produce and the schematic faces that
have been studied are rather far from reality. Grodin
and Brown (1967) constructed schematic faces with
three variable features: length of chin, distance
between eyes and length of forehead (Figure 2.11).

They demonstrated that when people judged the
faces for degree of friendliness they combined the
three features in a consistent manner. Thus, knowing
the state of the three features, one could predict how
friendly a particular person would find that face.
Paranoid schizophrenic patients failed to combine the
features in this consistent way. Bannister and Fransella
(1966) have also shown that thought disordered
schizophrenics have difficulty in assigning concepts
such as friendliness, kindness, etc. consistently to
photographs of unknown people. It has been suggested
that schizophrenic patients suffer from a kind of
perceptual overload (Payne, 1973). They appear to
behave as if bombarded with more information than
they can cope with. This suggests that some of the
perceptual processes concerned with constructing
economic descriptions of the environment have
broken down. The schizophrenic patient is unable to
discover patterns in the environment and has lost
many of the expectations about the environment that
‘normal’ people have. Thus they will have to impose
idiosyncratic patterns and expectations of their own.
Creativity too depends on seeing novel patterns and
relationships in the world. The difference between
creativity and madness is perhaps merely that the
patterns seen by the creative person are eventually
also seen by a sizeable minority of other people.

Hallucinations

Little is known about hallucinations, but it is tempting
to suggest that they result from the imposition of
patterns and meaning on random inputs. Thus they
tend to occur when people are deliberately put in
minimally structured environments as in sensory
deprivation experiments. It has also been suggested
that drugs such as LSD produce entirely novel
sensory experiences on which the observer tries to
impose meaning. Auditory hallucinations found in
alcohol withdrawal have been found to result from
attempts to impose meaning on noises produced by a
pathological state of the middle ear (Sarayay and
Pardes, 1967).

However, the important dimension of hallucinations
is the extent to which the observer believes in their
reality, and this aspect is somewhat removed from the
topic of perception.

SOCIAL PERCEPTION AND PREJUDICE

The economy achieved by perceptual processes
depends on having expectations about the environ-
ment. When this principle is applied to the perception
of people it seems synonymous with prejudice. To
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treat every individual as a unique entity would put an
impossible load on information processing and
memory. We assume that certain verbal and non-
verbal cues are important for communication and
understanding and ignore the rest. Which particular
cues we select for attention may vary on the basis of
expectations about race, sex, class and other, finer
classifications. Clearly if our expectations are false
and we pay attention to the wrong cues communica-
tion will be difficult.

These expectancies are not quite the same as those
associated with terms such as race prejudice and class
prejudice. The latter prejudices must involve largely
negative expectations about the behaviour of the
individuals or groups being judged. That there is a
close relation between such attitudes and perception is
demonstrated by an experiment of Allport and Kramer
(1946). These workers found that people with strong
anti-Semitic prejudice were able to distinguish Jews
from non-Jews more accurately than unprejudiced
people. Presumably anti-Semites consider the division
of people into Jews and non-Jews of vital importance
in their world. They therefore pay attention to the
cues indicating Jewishness (whatever they may be)
and ignore other features. Another characteristic of
the person having race prejudice is that he must be
able to classify every person he is in contact with as
either a member of the ‘good’ race or of the ‘bad’
race. Such a strict division is objectively impossible
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Chapter 3

EMOTIONS

irene D. Martin

In the study of human emotions it is important that
we distinguish carefully between the scientific observ-
ation of behaviour and the beliefs and faiths based on
personal experience, however beguiling and con-
vincing these may seem. Our ancestors could under-
stand the mysterious existence of rocks, rivers,
mountains, sun and stars by populating them with
gods and spirits, whose purposes were similar to
man’s, and who were benign or hostile to him.
Primitive animism formulated this hypothesis with
complete credulity, filling nature with myth-figures
which continue to engage us in our literature.

Such a subjective interpretation is not limited to
inanimate nature: it extends to all kinds of animal
life. Virtues of persistence and generosity have been
attributed to forms of animal life from spiders to
chimpanzees. Our pets are seen as understanding and
‘knowing’ our feelings. The cunning of Brer Rabbit,
the homeliness of country mice, the wisdom of owls,
form the entertaining and almost inescapable themes
of nursery years.

It would be hasty to assume that modern culture
has really given up these subjective interpretations of
nature. It is still remarkably easy to see the actions of
people around us in terms of our own perception and
feelings; and remarkably difficult to consider alter-
native and more objective evidence.

Vocabulary of emotions

Literally hundreds of words are in everyday use which
describe the emotions. An exhaustive search of the
literature has shown the range to be very wide and in
fact so extensive that one may be unaware of the
precise shades of meaning involved. Consider de-
pression and allied feeling states: sadness, melancholy,
low-spirits, unhappiness, despair, misery. The distinc-
tions may be far from clear and we often tend to use
them synonymously. Conversely, we speak of love of
people, love of home, of country, of beauty, but these
feelings are distinguishably different. We therefore
need to ask such questions as: How meaningful are
these distinctions? How do we come to label different
emotions? Is it that they relate to different physio-
logical states, or to the context in which we
experience them?

The evidence of the emotions
To apply the term ‘emotional’ either to ourselves or to
other people generally subsumes a complex set of

observations. So far as others are concerned there is
much evidence from overt behaviour. Facial ex-
pressions involving change in eyes, lips and muscles
can produce quite a different visage which in extreme
emotion we can judge fairly accurately. Voices alter
in pitch and intensity. Overt activity may occur, either
simple running or fighting or a range of more subtle
postural and gestural signals.

Another broad category of evidence comes from
physiological change. This is one of the least disputed
concomitants of many emotions. All writers, whether
literary or scientific, have agreed on the observation
of increased physiological activity: flushed face,
accelerated heart rate, raised blood pressure, trem-
bling and increased muscle tension, dilated pupils,
shallow breathing, goose-flesh and visceral stirrings.

A final category of great, but essentially private,
significance is that of our own internal feelings and
perceptions. How we judge ourselves to feel, the
intensity and the quality, can be communicated to
others only through words. .

These three broad categories are those to be con-
sidered and evaluated in any assessment of emotional
states. To them a category of another kind must be
added: the context or situation surrounding the in-
dividual, and which he judges to be provocative of par-
ticular types of feeling, whether of fear, anger or love.

Distinguishing emotion from other states

Before we distinguish among emotional states it is
appropriate to consider how we distinguish the state
of being emotional from other states. This raises the
question of definition—whether we can specify that
this state is ‘emotional’ and another state is not. In
practice this has proved to be extremely difficult:
outright emotions blend and blur with non-specific
states of excitement, interest, arousal and involvement
such as are experienced in activities like solving a
puzzle, listening to a talk, engaging in conversation.
In these states it can be shown that physiological
activity is elevated: EEGs may show all the signs of
arousal, there may be sweating, high heart rate,
raised levels of muscle tension. Yet some of the
components which would lead to a label of ‘emotion’
are missing. The individual with high physiological
activation does not necessarily interpret this as
‘feeling emotional’; this interpretation would seemr
instead to relate to subjective appraisal of the
situation, whether for example it is perceived as



threatening and whether the individual feels able to
cope.

The transition from arousal to emotion can be
illustrated in the behaviour of the young child and in
playful, exploratory animals who will approach novel
objects to examine them. This approach is cautious
but does not seem to indicate fear; however, the
dividing line between exploration and fearful be-
haviour is very fine, and the young child may
suddenly run away screaming and in apparent terror
if the object makes a sudden movement or noise.
Presumably the evaluation of context as ‘something
to be explored’ has shifted to ‘something to be
avoided’. Strictly speaking, we cannot say that his
feelings have shifted from curiosity to fear because we
have no access to internal states; the observations
rest with external behaviour.

Differentiating one emotion from another

It follows from this that in observational studies of
animals and children it is possible to differentiate
types of behaviour which can be classified in terms of
fighting, defence, feeding, exploring and so on, but it
is not possible to differentiate types of emotion
because part of the total pattern of valid emotional
responding is subjective experience. Without this
evidence we can only speak of emotional behaviour,
and this falls short of the total concept of emotion. It
might be the case that preverbal children and some
species of animals experience something like adult
emotion but this is very doubtful. It would imply that
different emotions are innate and fixed in quality,
whereas the argument to be presented is that a
lengthy process of learning and differentiating internal
states takes place throughout life, and that it is this
process which leads to the diversity of adult subjective
experience. That emotions are innate and fixed in
quality is, however, a viewpoint which from time to
time finds an exponent.

One of the first attempts to specify and list different
kinds of emotions was based on the then current
instinct theories (McDougall, 1912). McDougall
assumed a long list of instincts each with its own
associated emotion that was believed to be innate,
ready made to serve the instinct by providing the
appropriate driving force. Such assumptions do not
lend themselves to experimental verification. Another
influential view was that different emotional states
relate to a differential pattern of physiological acti-
vation. An attempt has been made to test this
empirically, with results suggesting that fear and
anger produce different cardiovascular patterns.
However, the evidence is relatively slight and very few
convincing studies have emerged, not surprisingly, for
if emotion is expressed in the components of the
overt-motor, physiological and cognitive—verbal
systems, the resulting response configuration could
permit some very subtle permutations. It still remains
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a possibility that one day specific physiological
patterns, specific cognitive patterns, and specific
behavioural patterns, in association with given elicit-
ing conditions, will be identified and shown to be
organised in such a way as to clearly distinguish one
emotional state from another (Lazarus, 1968).

MEASUREMENT OF EMOTION

1. Methods of assessing overt behaviour

One of the most common though rather global
methods is that of rating overt behaviour in terms of
some general criterion, for example, anxiety, depres-
sion, affection, hostility. Teachers are often required
to assess a child’s degree of emotional disturbance,
assertiveness, sociability or co-operativeness. This
kind of general assessment presumably makes use of
a complex of observed items of behaviour, usually in
a rather limited range of situations, and it involves
complex judgements on the part of the rater. It is an
occupation we all take part in, whether professionally
or socially, and it is essential that anyone required to
assess the behaviour of another person be aware of
the factors which can influence the assessment. These
have been described in detail by Eysenck (1969) and
will be briefly mentioned here. They are:

(i) Differential understanding of trait names. For
example, do the terms persistence, kindness, anxious
and depressed mean the same to different judges?

(i) The Halo effect. Whether we like (or dislike)
someone, admire or despise them, is likely to colour
all the judgements made of their behaviour—we may
unwittingly attribute all the virtues to our friends and
vices to our enemies. ‘

(iii) Differences in rating ability. Persons who rate
others may differ with respect to their ability to carry
out this task.

(iv) Influence of unconscious bias. Biases for or
against certain traits in others may be deeply rooted
in the personality organisation of the rater.

(v) Influence of acquaintanceship. Contrary to
common belief, relatively superficial knowledge seems
to give better predictive accuracy than more thorough
knowledge.

(vi) Raters’ preconceptions. Kendell (1968) has
shown how psychiatric ratings of clinical features of
depression are significantly affected by raters’ pre-
conceptions about the classification of depressive
illnesses (whether there are two distinct entities or
only one) in such a way as to conform with, and
so confirm, these opinions.

With so many factors influencing the rating it is not
surprising that reliability between ratings, either made
by the same person at different times or by different
people on the same occasion, tends to be rather low.
It also seems to be the case that self-ratings, e.g. of
anxiety or depression, are not always highly concord-
ant with ratings by observers: we do not always see
ourselves as others see us.
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The judgement of whether a person or child is
‘affectionate’ or co-operative is obviously a highly
complicated one and limited to the samples of
behaviour which we are able to observe. It is simpler
to measure more specific components of behaviour
such as smiling, amount of time spent in playing,
crying, vocalisation, and so on. These can be fairly
precisely defined among a group of observers, criteria
decided on, and checks made on the measures
obtained. This indeed is the position which contem-
porary ethologists have moved towards in their
detailed observation of animal behaviour in natural
surroundings. The more general (i.e. non-specific)
observational studies which characterised the earlier
work and which have been described in a number of
popular books (e.g. Tinbergen, 1953, on the herring
gull; Lorenz, 1967, on geese and fish and Jane van
Lawick-Goodall, 1971, on chimpanzees) have since
been much elaborated into careful and detailed
monitoring of specifiable elements of behaviour.

Ethologists frequently draw analogies from animal
to human behaviour on the grounds that humans are,
after all, members of the animal kingdom and are
descended through evolutionary processes from
animals, and possess the same or similar sensory and
neural equipment. Quite naturally they tend to empha-
sise the role of innate mechanisms—the view that
organisms come into the world already equipped with
behaviour programmes. This would mean that they
have been programmed in the course of their
phylogeny (the evolution of the species) and that
their behaviour patterns are innate just like the
physical structures they are born with. With this
assumption in mind, it is a short step to apply the
findings and explanations based on sex and aggression
in fish, birds and apes, to man. Lorenz, for example,
in discussing aggressive behaviour in the defence of
territorial rights and pointing out the various inhibi-
tory mechanisms which restrain aggression when
animals live together in social groups, comments as
follows:

‘Every fish knew the owners of neighbouring terri-
tories very exactly and tolerated them peacefully at
closest quarters, while he immediately attacked every
stranger which approached his spawning hollow even
from farther away.’

This peacefulness, it is postulated, is dependent on
individual recognition of their fellows, and this non-
aggressive pact of neighbours ‘resembles true friend-
ship’. Lorenz then continues with a beguiling analogy
from human behaviour:

*‘Among human beings this phenomenon can
regularly be observed in railway carriages, incident-
ally an excellent place in which to study the function
of aggression in the spacing out of territories. All the
rude behaviour patterns serving for the repulsion of
seat-competitors and intruders, such as covering
empty places with coats or bags. putting up one’s

feet, or pretending to be asleep, are brought into
action against the unknown individual only. As soon
as the newcomer turns out to be even the merest
acquaintance they disappear and are replaced by
rather shamefaced politeness.’

Ethological studies are fascinating to read and it is
an intriguing exercise to make comparisons between
human and animal behaviour. They have made us
sensibly aware of the many comparable situations
which we share in common with other animals.
Analogies have an important role in science, but they
require careful handling; vital differences must not be
glossed over. To use these examples as complete
explanations of human behaviour is to ignore many
other factors, not the least being the possession of
language and the role of thinking, which make any
simple-minded use of analogies exceedingly mis-
leading.

The technique of detailed behavioural sampling used
by ethologists is, however, a valid and informative
approach to the study of behaviour, especially when
its elements can be carefully defined. It has been
successfully applied to human studies, especially of
young infants and children. Fears in infants are
particularly interesting since they throw light on
emotional, cognitive and social development. Fear of
strangers (which in human infants usually appears in
the second half of the first year of life and may extend
long into the second year) can be studied by measur-
ing such elements as the infant’s facial expression
(smiling, frowning, etc.), visual fixation, vocalisation,
and motor activity in response to different types of
strangers. In a controlled environment it is possible to
examine analytically the effects of various factors on
the child’s fears, for example the size of the stranger,
the sex, the proximity to the infant. One such study
found, for example, that whereas the facial response
was positive to the self (viewed in a mirror), and to
mother and a strange child, it was negative to a
strange male and female; further, the intensity of the
reactions (either positive or negative) increased with
closeness (Lewis and Brooks-Gunn, 1972).

One modern interpretation of the fear of strangers
phenomenon is in terms of the massive learning and
cognitive development which takes place in the young
child. As we proceed along the phylogenetic scale
learning becomes more important for the survival of
the organism. The child has to learn to differentiate
self from non-self, to discriminate the strange and the
novel from the familiar. Hebb (1946) has suggested
that fear occurs when an object is seen which is like
familiar objects in enough respects to arouse habitual
processes of perception, but in other respects arouses
incompatible processes, and there is considerable
evidence in infant studies (reviewed by Zegans and
Zegans, 1972) to support the hypothesis that cog-
nitive conflict affects emotional behaviour. This
cognitive approach stresses the interaction between



the infant’s past and present experience; it stresses
that the child’s response to the ‘strange’ is a part of its
larger emerging cognitive functions.

A point worth making in connection with some of
these psychological studies is the methodological
sophistication of the data analyses which are carried
out. In infant/mother studies, for example, it is
essential to study the interaction within the ‘dyad’ as
this two-person relationship is termed. This matrix
of maternal and infant behaviours involves the effect
(for example) of vocalisation by A on vocalisation by
B; or of vocalisation by A on the emotional response
of B and the effect of this response back on A. Appro-
priate statistical analyses of this communication
network are possible. The value of this approach is
that a genuine two-way interaction can be assessed
(Lewis and Freedle, 1972).

Some ethologists have extended their naturalistic
approach to human behaviour in different societies
and cultures. It becomes evident in human groups that
social interactions and the means of smoothing social
relationships assume great importance. These have
been examined under such headings as territoriality,
aggression, sexual, affiliative and group behaviour;
Eibl-Eibesfeldt (1971), for example, illustrates the
variety of greeting behaviours which are observed in
different nations and interprets them in terms of their
role in establishing a bond and appeasing aggression.

Posture and gesture are seen in this context as
forms of expressive behaviour which are useful in
social interaction as non-verbal means of conveying
information. It is argued that the role of certain
postures such as bowing, curtsying, falling to one’s
knees, etc. is that of making oneself small and thereby
appeasing. This is the precise opposite of threatening
behaviour and as such, ethologists suggest, is a
central function of social rites. Threatening postures
typically involve making oneself larger, often by
raising the shoulders. Among primates for example,
those small muscles are tensed which make the hairs
on arms, back and shoulders stand erect. This in the
chimpanzee leads to bristling of the fur which strik-
ingly alters its appearance.

These field studies are interesting and useful
reminders that social behaviour may have innate
origins. They are. supplemented by a quite indepen-
dent set of studies which have been carried out on
factors influencing social interaction, largely within
the laboratory or controlled environment. Argyle
(1969) has presented in a very readable and com-
prehensive way the varieties of non-verbal behaviour
which occur in social situations such as meeting a
strange person, being interviewed, performing before
an audience, and in social structures such as being in
prison or hospital. These behavioural elements
include bodily contact, proximity, posture, facial and
gestural movements, direction of gaze, and non-
verbal aspects of speech. They are related not only to
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the type of situation, but the organisation of the group
and the individual’s perception and personality, and
Argyle illustrates how they are modified by the
different kinds of social encounter.

(a)

(b)
Figure 3.1 (a) The display face is shown by aggressive
chimpanzees, especially during their charging displays or
when attacking others.

(b) A full closed grin (upper and lower front teeth show-
ing, but with jaws closed), is the expression of a chimpanzee
who is probably less frightened or excited than one showing
an open grin (upper and lower front teeth showing, jaws
open). ‘If the human nervous or social smile has its
equivalent expression in the chimpanzee it is, without
doubt, the closed grin’ (Jane van Lawick-Goodall, 1971).
(From Jane van Lawick-Goodall, 1971, by courtesy of
Collins)
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Facial expression

Can the face provide accurate information about
emotion? This simple question, the answer to which
may seem patently obvious on an intuitive basis, has
baffled investigators for many decades. Earlier studies
suffered from many methodological deficiencies and
technical problems, and a variety of approaches has
been tried out and discussed, e.g. the relative merit of
motion (film or videotape) and still (photograph)
records of facial behaviour; whether ratings should be
made for specific fypes of emotions (fear, anger,
sadness, disgust, etc.) or should aim to distinguish
dimensions of feeling (such as pleasant/unpleasant,
attention/rejection, positive/negative social attitude).
Recent reviews of this area (Ekman et al., 1972)
conclude that when people look at the faces of other
people, they can obtain information about happiness,
fear, anger, disgust/contempt, interest and sadness.
They can also describe the information they obtain in
terms of dimensions such as pleasant-to-unpleasant,
active-to-passive, and intense-to-controlled. Impres-
sions about whether someone is angry, happy, sad,
etc. can be related to particular movements and posi-
tions of the face.

Darwin was one of the earliest writers to draw
attention to expressive movements of the face and
ethologists since then have shown that these facial
expressions are meaningful in that they convey
accurate information of intention to other members of
the species (Figure 3.1). Signs of threat, attack and
submission seem well-understood and have been
discussed in terms of ‘sign stimuli’ which are instantly
recognised and activate the appropriate kind of
strategic reaction (van Lawick-Goodall, 1971).

However, the study of facial behaviour in man in
naturalistic settings has many difficulties: we wear our
own masks in most social situations, and typically
inhibit the direct expression of feeling. Ekman et al.
(1972) hypothesise that there are culture-specific
display rules, which dictate how facial behaviour is to
be managed in particular social settings; and that this
masking can be achieved in a variety of ways, by
fragmenting the facial behaviour so that movements
are seen in only one facial area rather than the whole;
by time reduction, so that facial behaviour is visible
for a brief instant; or by a miniaturisation, so that the
excursion of the facial muscular movements is
lessened.

Vocalisation: non-verbal aspects of speech

Much of the communication involved in speech goes
on at a non-verbal level: how it is said rather than
what is said. To take an extreme case: ‘Yes’ can be
voiced to mean ‘No’! Emotional tone is one of the
most primitive aspects of speech; animals com-
municate their emotional states by sounds, and so in
effect do humans. This is not the main conscious
purpose of speech, in adults at least, but it is an

important part of the message that gets across. These
vocal characteristics can be described in terms of
physical characteristics such as rate, pitch and timing;
more elaborate measures include frequency distri-
bution, and voice quality (e.g. resonant, breathy,
quavery). Counts of speech errors can be made, but
it is difficult to find a standard measuring situation
since they are sensitive to audience effects and
difficulty of material.

While research into vocalisation and emotion is
continuing,'the assumption that it would be, possible
to translate emotions into non-verbal cues has been
proved difficult in practice. Much of this kind of
research is reviewed by Argyle (1969) and Davitz
(1964).

Eye contact .
Eye contact behaviour, that is to say the duration of
eye gaze, has been studied as part of the expressive

Figure 3.2 Flirting Samburu girl. She makes contact
with the eyes, lowers her eyelids, then looks away. The
ritualised flight is confined to the eye movements. It is
no more than hinted at in the head movements. (From
Eibl-Eibesfeldt, 1971, by courtesy of Methuen)

movements occurring in social interaction. Several
differing processes seem to be involved in gaze-
direction. In the first place A may look at B to try to
establish a relationship, and will look more if he or
she wants to establish a closer relationship of some
kind (Figure 3.2).

In this case eye contact is sought, but too much of
it creates anxiety. A prolonged stare seems to be
interpreted as threatening and is rated as being very
discomforting (Exline, 1971). It may also be used to
try to establish a dominant relationship.

Argyle (1969) has outlined the ways in which
looking at another person, together with other signals,
can be used to establish different kinds of relationship.
These other signals include facial expression (smiling,
frowning, etc.), pupillary changes and physical prox-
imity. Research at the Institute of Psychiatry in
London has shown that anxious people tend to
minimise eye contact by looking away from the



experimenter. This is only evident under the stressful
condition of a prolonged stare by the experimenter,
and not during a relaxed period of conversation.

This section has illustrated some of the studies
using observational techniques of overt behaviour in
naturalistic settings and also some of the laboratory
research which has aimed to measure behaviour more
analytically. It raises a number of methodological and
interpretative problems, some of which can be sum-
marised as follows.

The biases of raters have been discussed, and there
is considerable evidence that these biases significantly
affect judgement. We should do well to be aware of
our own! A more difficult factor to come to terms
with is the great selectivity of perception which
narrows informational input to the individual. What
dimensions or categories are relevant will depend on
the culture, the situation, the motivation and per-
sonality of the perceiver. Thus a religious en-
thusiast wants to know if people are saved or not,
a political enthusiast which side they are on, a snob
which class they belong to, and so on.

In this section there have also been examples of
analogies of behaviour from different species of
animal to man. These must be scrutinised carefully,
as much for what they omit as for what they include.
The dangers of anthropomorphism—of attribut-
ing to others (especially animals) the kinds of feel-
ings and motives we experience ourselves—are ever
present.

Quite obviously all the elements of behaviour which
have been discussed convey signals and information,
both to other animals of the same species and to the
observer. Some of this information—the way it is
given and the way it is interpreted—seems largely
innately determined. But there is overwhelming
evidence for the role of learning. Adults have been
exposed to a very long learning process in which
different elements of overt behaviour may be inhibited.
Thus behaviour becomes fragmented—fear and anger
may be experienced but perhaps rarely or never
expressed in direct fearful and aggressive behaviour.
Grief may be great, yet no tears allowed.

Whether overt reactions occur or not, there seems
little doubt that underlying the behavioural signals
there is a substratum of physiological activity which
bears a complex and significant relationship to
emotional experience.

2. Physiological concomitants of emotion
In considering this type of measurement we move to a
set of studies which in general are characterised by
complete objectivity of recording methods, a high
degree of technical skill, and which are typically
laboratory-based and involve controlled experi-
mentation.

The fact of bodily involvement in emotion is widely
recognised. Its manifestations are diffuse. ‘Researches
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Figure 3.3 The autonomic nervous system is represented
in this diagram. Parasympathetic fibres arise from the
brain and sacral vertebrae. The sympathetic branches
arise from the thoracic and lumbar vertebrae

... have shown that not only the heart, but the entire
circulatory system, forms a sort of sounding-board,
which every change of our consciousness, however
slight, may make reverberate. Hardly a sensation
comes to us without sending waves of alternate
constriction and dilation down the arteries of our
arms. The blood-vessels of the abdomen act recipro-
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cally with those of the more outward parts. The
bladder and bowels, the glands of the mouth, throat
and skin, and the liver, are known to be affected
gravely in certain severe emotions, and are un-
questionably affected transiently when the emotions
are of a lighter sort. That the heart-beats and the
rhythm of breathing play a leading part in all
emotions whatsoever is a matter too notorious for
proof.’” This quotation is from James (1890) and
illustrates a pre-experimental viewpoint which has
proved amply justified.

Many experiments have since provided data for the
hypothesis that emotionality is related to excitability
of the autonomic nervous system. Its role in
emotional states was intensively examined by Cannon
(1929). He recognised that the extensiveness and wide
distribution of sympathetic nerve fibres permit diffuse
action throughout the body, whereas the cranial and
sacral divisions of the parasympathetic system with
their restricted distributions allow for more specific
action (Figure 3.3). He assigned to the cranial
division the role of conserver of bodily energies; to the
sacral division a group of mechanisms for emptying,
while to the antagonistic sympathetic division he
assigned an ‘emergency’ function. Pain, the major
emotions fear and rage, and also intense excitement,
are manifested in the activities of the sympathetic
nervous division. When in these states, impulses are
discharged over the neurones of this division to
produce all the changes typical of sympathetic
excitation.

Cannon also showed how closely related are the
effects of the sympathetic nervous system and adrenal
secretion. Epinephrine, secreted from the adrenal
medulla, is extraordinarily effective in minute amounts
and affects the structures innervated by the sympa-
thetic division of the autonomic nervous system just
as if they were receiving nervous impulses. Emotional
excitement thus results in sympathetic (neural) dis-
charges both to peripheral structures and to the
adrenal medulla. This leads to the secretion of
hormones, in particular adrenaline (or epinephrine as
it is sometimes called) which has similar effects to the
neural stimulation of sympathetic fibres, but on a
longer time base. Thus sympathetic effects are auto-
matically augmented and prolonged through direct
chemical action on the organs themselves.

To summarise, the importance of Cannon’s work
was his experimental approach in linking emotional
behaviour with precisely measured physiological
effects. The utility of these bodily changes was
discussed in terms of mobilising the organism for
prompt and efficient struggle.

The relevance of sympathetic activity to emotional
experience becomes evident when we review the
effects of sympathetic activity on end organs. Sali-
vation is reduced or stopped; movement of the
stomach, secretion of gastric juices and peristaltic

movements of the intestines are all inhibited. These
effects together slow down digestion. They also
interfere with normal parasympathetic functions,
giving rise to defaecation and urination. Changes in
the circulatory system also take place. Sympathetic
impulses to the heart make it beat faster. They also
cause constriction of the blood vessels of the gut and
control blood flow in such a way as to direct more
blood to brain and skeletal muscle mass. The impulses
of the sympathetic neurones, as indicated by their
dominance over the digestive process, are capable of
readily overwhelming the conditions established by
the parasympathetic division of the autonomic
nervous system.

Many of the bodily effects of sympathetic arousal
can be detected from the surface of the body by
means of appropriate transducers and high gain
amplifiers. Active brain, muscles, heart, sweat glands

and many other structures produce small voltages
which can readily be picked up by means of
appropriately situated electrodes placed on the skin.
These small impulses are amplified to produce the
recordings illustrated in Figure 3.4.

One of the most popular measures of the psycho-
logical laboratory is palmar skin resistance. This is
closely associated with sweat gland activity and is
extremely sensitive to changes in level of arousal, and
to novelty and stress. Polygraph recordings of this
and other physiological measures are becoming
reasonably commonplace in psychological labora-
tories and are increasingly contributing to our
understanding of human emotions, especially anxiety.
It should be possible in the near future to employ



existing techniques of telemetric recording (usually
radio transmitted signals from individuals in free
situations, i.e. not confined by wires and leads to
apparatus in the laboratory) in psychological and
psychiatric studies. It would then be possible to
record from an agoraphobic patient, for example, in
the real setting of his fear. As yet, however, psycho-
physiological studies are virtually confined to the
laboratory, and this necessarily introduces an element
of artificiality into the situation. Since it is not possible
to induce strong emotions such as fear in those who
volunteer to be subjects, experiments are carried out
in ‘analogue’ situations, i.e. those of mild fear or
unpleasantness, by using unpleasant sensory stimuli
such as harsh tones, or by comparing groups of
anxious subjects with non-anxious subjects in certain
mildly stressful situations like solving problems,
coping with distraction, etc. Physiological reactivity
in the two groups (anxious v. non-anxious, stressed v.
unstressed) can then be compared. Results of various
psychophysiological studies in the context of psy-
chiatric disorders have been reviewed by Martin
(1973), and in the context of treatment by desensitisa-
tion by Mathews (1971).

In recent years, other classes of compounds have
been implicated in various affective states, including
normal and pathological anxiety, depression, elation
and anger. These include the catecholamines, epi-
nephrine and norepinephrine, and the indole amine,
serotonin. While norepinephrine functions as a
chemical transmitter substance at the terminals of the
peripheral sympathetic nervous system, the role of
this and other amines in the central nervous system
is far from clear. It has been suggested that nor-
epinephrine and serotonin may each function directly
as a transmitter substance in the central nervous
system, though none of the biogenic amines has yet
been definitely established as a chemical neuro-
transmitter in the brain (see Schildkraut and Kety,
1967, for a review of this area).

Many of the experiments mentioned above (and all
of Cannon’s) were carried out on infra-human
animals, often cats. The results of decades of experi-
mental work with human subjects, while confirming
time and time again the involvement of physiological
reactivity in emotion, have nevertheless increased
rather than reduced the puzzles and the problems.
The dissociation mentioned earlier between behaviour
and emotion (that an emotion might be felt strongly
but not expressed in any way) is also found between
physiological variables. It had been expected on the
basis of the ‘mass action’ of the sympathetic division
of the autonomic nervous system that all measures of
sympathetic activity would relate highly with one
another, i.e. an increase in one measure would be
reflected by increases in others. Contrary to this
assumption, the physiological reaction shows idio-
syncratic patterning, one person responding more in
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one specific measure (say increased blood pressure)
and relatively little in other measures, while another
person evinces a high degree of sweating, and yet
another elevated levels of muscle tension. It is possible
that this patterning of reaction is a function of the
relatively stress-free atmosphere of the laboratory,
and that all systems would be equally elevated in a
real-life stress. It is also possible that some degree of
patterning really does exist and is related to specific
symptom areas as found in psychosomatic illnesses.
Research which has been carried out on symptoms
such as backache and headache seems to suggest a
fairly localised muscle tension: muscles in the
symptom areas are excessively tense while other
muscle groups remain relatively relaxed.

Another factor to be briefly mentioned is the
nature of the measurements which are made from the
physiological recordings. It is usual to refer to
‘elevated’ physiological reactivity, i.e. to the intensity
or amplitude of a particular reaction, but there are
other characteristics which can be measured but which
are often ignored. In a given situation people may
react physiologically at different latencies (short or
long) for different durations, and they may take a
longer or shorter time for the physiological reaction
to subside. This persistence of reaction is not perhaps
very meaningful in the laboratory situation, but
differences in timing have been noted in the few real-
life stress studies which have been carried out.
Experienced v. inexperienced parachutists differ, for
example, in their temporal patterning of heart-rate
reactions prior to jumping (Epstein, 1967).

Another limiting factor in psychophysiological
studies is their failure to take account of the role of
pituitary—adrenal involvement in the stress response
of human subjects. Measurement problems are of
course formidable, but it should be recognised that
not only the adrenal medulla but the adrenal cortex
has been discussed in the context of emotion and
stress (see, for example, Selye 1956). Thus the
overall physiological pattern occurring in emotion and
prolonged stress is likely to be very complicated
indeed; and, within any general pattern which may
eventually be elucidated, it will certainly be the case
that individuals will differ in many characteristics.
Eysenck (1967) has postulated that neurotic/anxious
subjects tend to inherit a more reactive sympathetic
nervous system, and hence personality characteristics
which determine stress thresholds and stress
tolerance; a similar case has been made out for
biochemical individuality (Williams, 1956). These
factors, combined with the effects which learning may
have on the individual elements of the overall
emotional response, suggest that we are far from an
adequate measurement of the physiological response
pattern of emotion.

Granted that physiological changes occur, how
does the individual perceive them within himself?
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Results of research in this area suggest, perhaps
surprisingly, that people do not judge their internal
states very precisely. Even physiological events which
might seem obvious, like a markedly increased heart
rate or level of muscle tension, are not always
accurately rated. The evidence suggests that per-
ception of bodily change and actual bodily change are
not perfectly related, and that individuals may be
hyporesponsive or hyperresponsive to particular kinds
of change. It has been postulated that obese
individuals, for example, may be unresponsive to
hunger-induced bodily changes in the sense of not
using them to define hunger or to initiate eating.

This concern with the perception of bodily changes-

gives rise to an interesting set of questions. What does
an individual do when he does perceive bodily
change? That is to say, what does he do with this
information? Common sense tell us that novel
information about ourselves is not disregarded. We
think about it and attempt to understand it. This
evaluative process is a crucial factor in recent
cognitive theories of emotion. In an effort to deal with
the inadequacies of a purely visceral or physiological
formulation of emotion, several researchers have
proposed that cognitive factors may be major deter-
minants of emotional states. Given a state of physio-
logical arousal it has been suggested that one labels,
interprets and identifies this stirred-up state in terms
of the characteristics of the precipitating situation.
Thus it is argued that emotional experience is jointly
determined by the perception and labelling of bodily
changes.

3. Verbal methods: questionnaires, scales,
self-reports

Any adequate account of human emotion must take
into account the individual’s description of his
subjective feelings. These are often freely described in
the clinical interview situation, but for experimental
purposes methods of categorising and quantifying the
verbal material have been devised. These include
questionnaire responses, adjective check lists and
mood scales, as well as some of the structured
interviews which typically occur in many experi-
ments.

In mood scales the subject is usually required to
describe his feelings by endorsing from a large list
of adjectives (angry, bored, tired, relaxed, etc.) those
that apply to him. Even quite simply the subject may
be asked to rate himself along a hypothetical con-
tinuum. For example, a mood scale of depression
might include a scale ranging from ‘feeling cheerful,
on top of the world’ at one end, to ‘feeling unhappy
and utterly miserable’ at the other end. A scale of fear
might ask the subject to rate a particular fear along a
continuum of O as no fear at all to 100 as the most
frightened he has ever been. The idea behind these
scales is that of a standardised format, to help the

subject describe his own feelings. They have been
used in demonstrating changes in attitude with forms
of psychotherapy, change in emotional responsiveness
to frightening films and in reflecting the effects of
drugs.

The typical questionnaire contains fairly specific
statements about the individual’s behaviour. An
anxiety scale, for example, might contain such
questions as: Do you suffer from sleeplessness? Do
you worry about your health? Items in such scales
usually refer to typical behaviour, to generally feeling
tense, often having difficulty in sleeping, etc. In this
sense they are used to refer to a personality trait, i.e.
a relatively persistent, long-lasting aspect of a person’s
nature. We may also need to know how a person is
feeling now. Granted that he has a trait of anxiety,
that is to say he tends to be an anxious person and
this tends to be manifested in many different situ-
ations, does he feel anxious right now. Such a
question refers to the individual’s current state. Trait
and state aspects of personality measurements do not
always coincide; however anxious in general, we may
right now feel relaxed. Many personality scales have
been designed with the ‘state’ measure in mind, and
they require answers concerning the individual’s
current state of feeling.

There have been many criticisms of these methods
of assessing emotional states. Many of the items
included in these lists are selected quite arbitrarily. A
person who scores high on an anxiety scale may also
score high on a depression scale or a scale of
hysteria, simply because the scales include hap-
hazardly grouped items which were just guessed at in
the first place. The a priori construction of question-
naires and the naive notion that because a
questionnaire is given a particular label it therefore
measures that particular trait have had to be
abandoned. Very careful validation techniques and
statistical analyses are required to sort out this kind
of problem.

Eysenck (1969) has tried to structure the whole
field of personality in terms of independent di-
mensions. Three major dimensions have been
described to date: neuroticism, introversion—extro-
version and psychoticism. Items which characterise
neuroticism (or emotional instability) include ner-
vousness, depression, inferiority feelings, etc. The
neurotic is hypochondriacal, worried, excitable and
impatient. Differentiated emotional states are seen
within this dimensional framework: the introverted
neurotic, for example, is predisposed to suffer anxiety
and depression.

Other criticisms which have been raised concern
subjects’ biases (e.g. the tendency to answer ‘yes’ or
‘no’ to all questions), age and sex factors, and the
observation that subjects may deliberately fake their
answers. Modern questionnaires have gone a long
way towards coping with these difficulties. A great



deal of statistical and experimental expertise have
gone into their construction, their reliability and
validity. Nevertheless, questionnaire responses must
be interpreted with care; they provide useful informa-
tion, but this is probably most profitably considered
alongside other sources of information, especially the
physiological and the behavioural.

Cognitive/perceptual factors

The preceding section has dealt with relatively
straightforward questions and responses concerning
the subject’s typical behaviour and his immediate
feeling states. We move now towards-a set of cog-
nitive/peripheral factors which while of undeniable
significance are more elusive of definition and
measurement.

It is apparent that human subjects not only
selectively perceive the world around, but make
judgements and evaluations, deliberate about alter-
native solutions to problems, make plans, and try to
cope with difficult situations by means of different
plans and strategies. A number of studies have been
carried out to examine how these factors affect
behaviour.

Several writers have discussed emotion in terms of
the individual’s perception and appraisal of his
situation. Arnold (1960) defines emotion as the felt
tendency toward anything intuitively appraised as
good (beneficial) and away from anything intuitively
appraised as bad (harmful); this attraction or
aversion is accompanied by a pattern of physiological
changes organised toward approach or withdrawal.
The appraisal process is described as direct,
immediate and intuitive, not the result of reflection or
deliberation.

This view that one of the primary evaluations of a
stressful situation is in terms of the threat which it
poses the individual has also been proposed by

Table 3.1
courtesy of McGraw-Hill)
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Lazarus (1968), who has carried out a long series of
studies on this basis. He distinguishes a primary and
a secondary appraisal, the first based on the immedi-
ate situational confrontation and the evaluation by the
individual of its harmful or beneficial significance; the
second within the context of the coping strategies
which are employed. These are illustrated in
Table 3.1

Meichenbaum (1972) illustrates the relationship
between the individual’s self-evaluatory statements
and his level of anxiety in a situation of public
speaking, during which some members of the audience
walk out of the room, on two different speakers, both
possessing essentially the same speaking skills.

This exodus elicits different self-statements from
high v. low speech-anxious speakers. The high speech-
anxious individual is more likely to say to himself: ‘I
must be boring. How much longer do I have to
speak? I knew I never could give a speech’ and so
forth. These self-statements engender anxiety and
become self-fulfilling prophecies. On the other hand,
the low speech-anxious individual is more likely to
view the audience’s departure as a sign of rudeness or
to attribute their leaving to external considerations.
He is more likely to say something like: “They must
have a class to catch. Too bad they have to leave;
they will miss a good talk’.

Such self-statements are often implicit, and may
need to be made explicit in order for retraining of
more positive attitudes to take place. A related aspect
of performance is the individual’s judgement of how
he feels he has coped with a stressful situation, once
he has acted. Was it well done? Does he feel a failure?
Many appraisals and reappraisals take place as we
think over past actions. The wider problem is often
what constitutes coping adaptive behaviour in relation
to the values which are held.

One extreme of coping behaviour (its absence) has

Sources of information contributing to primary and secondary appraisal. (From Lazarus, 1966, by

Primary appraisal
(based on nature of
harmful confrontation)

Secondary appraisal
(based on consequences
of action tendencies)

Threat or non-threat

Factors in stress configuration 1.

Balance of power between harm 1.

Coping

Location of agent of harm

contributing to appraisals and counterharm resources 2. Viability of alternative coping
2. Imminence of confrontation actions
3. Ambiguity of stimulus cues con- 3. Situational constraints

cerning harm

Factors within physiological structure 1.
contributing to appraisals 2.

Motive strength and pattern 1.
Several belief systems concerning
transactions with environment

3. Intellectual resources, education, 2.
and sophistication

*Degree of threat

Motive strength and pattern
(because of potential sacrifices
entailed in any action)

Ego resources

3. Coping dispositions

* Belongs neither in stimulus configuration nor physiological structure but is a complex, intervening product of both.
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been illustrated in studies carried out on dogs. When
a dog receives traumatic electric shock which cannot
be predicted and from which there is no escape it
eventually seems to give up and passively accept the
shock. Seligman et al. (1971) refer to this form of
passive behaviour as ‘learned helplessness’. Many of
these dogs who are subsequently given the oppor-
tunity to escape from shock fail to learn to do so, and
Seligman argues that these animals become passive in
the face of trauma. Extending his argument on
learned helplessness to human behaviour, he suggests
that depressive patients feel helpless, hopeless and
powerless because they have learned (or believe) that
they cannot control those elements of their lives which
relieve suffering and bring gratification. In short they
believe they are helpless. The detailed analogy which
Seligman offers is couched in learning theory terms,
and on this basis he has suggested various ways of
modifying the ‘helpless’ behaviour.

The role of cognitive and coping factors is being
increasingly explored in different kinds of therapeutic
situations. There is a rapidly expanding group of
studies in which the many attributes of fears, especi-
ally fears of fairly specific objects like small animals,
are carefully investigated. Self-reports of fear are
obtained, together with physiological recordings to
phobic and neutral stimuli, and observations of the
subject’s overt response to the feared object (i.c.
degree of approach/avoidance, etc.). The self-reports
often include information concerning the subject’s
perception and evaluation both of the situation and
the degree to which he feels he is coping with it (Lang,
1968). This group of studies is closely related to
various kinds of therapies, and they have often
attempted to evaluate the success of specific treat-
ments in terms of their effects on the components of
fear.

Some of the specifically cognitive-oriented research
into emotion is primarily concerned with the nature
of the stimulus or situational effects which are
involved in producing emotional reactivity. It has
frequently been observed that man and infra-human
animals react negatively to events that deviate from
what they have adapted or habituated to. Information
conflict arises when a previously laid down neutral
pattern is set against a stimulus similar to, but not the
same as one experienced in the past. Explanations
have been given in terms of the organism maintaining
some more or less optimal level of arousal and
cortical activity. Stimulus variables such as novelty,
incongruity and surprise which are mild or moderate
in degree are likely to elicit orienting/arousal re-
actions, interest and possibly exploratory behaviour.
Extremely intense stimuli on the other hand usually
provoke defensive reactions such as rigidity, startle
and flight (Figure 3.5).

Most of the arousal level hypotheses are essentially
theories of tension reduction. Deviations from optimal

Optimal level of
response and learning

v

Increasing alertness,
interest, positive emotion

Point of waking
Increasing emotional
disturbance, anxiety

Level of cue function {or possibility thereof )

Deep sleep

Level of arousal function (nonspecific cortical bombardment)

Figure 3.5 Relationship between the ‘cue function’ of
stimuli which guide behaviour, and the general ‘arousal
function’ of stimuli which energise behaviour. Cortical
(cue) function is facilitated by the diffuse bombardment of
the arousal system up to an optimum. Beyond this, as at
the right, the greater bombardment may interfere with the
delicate adjustments involved in cue function. Thus there
will be an optimal level of arousal for effective behaviour.
(From Hebb, 1955, by courtesy of Psychol. Rev.)

arousal levels create tension and discomfort which
motivate the organism towards efforts at their
removal. Such theories imply a kind of homeostatic
or equilibrium principle.

Many specific problems along these lines have
been examined by experimental research in this area,
and the issue in the present context is the extent to
which such cognitive factors affect an emotion like
anxiety. Does a statement like ‘I have failed’ en-
gender more anxiety and hence increased physio-
logical arousal; and conversely a statement like ‘I
can convince myself to do it. I can reason my fear
away’ reduce anxiety and physiological arousal? The
extent to which this type of modification can occur,
and the type of learning procedures which it implies,
will be dealt with in greater detail in the following
chapter. The point to emphasise here is that the
various systems, e.g. cognitive and physiological,
appear to interact with each other in such a way as
to augment or diminish general emotional respon-
sivity.

RELATIONSHIP AMONG MEASURES OF
EMOTION
The earlier naive assumption was that measures, e.g.
of anxiety, would all relate to one another. It has
become apparent, however, that this is far from true.
As we have seen, the overall pattern of emotion
contains many components: overt elements of
behaviour, internal physiological changes, complex
cognitions and perceptions; it leads the individual to
act upon and to interact with his environment in ways
which he interprets as ‘coping’ or ‘failing’, etc.

One group of studies has been concerned with the



cognitive activity which underlies the production and
reduction of the stress reaction (Lazarus and Opton,
1966; Lazarus, 1968). This work has monitored
physiological reactions and self-reports to frightening
and threatening films involving death, mutilation,
ostracism, etc. and has examined the effect of
different types of instructions read concurrently with
the showing of films. One set of instructions denied
the harmful features of the events portrayed on the
film. A second set encouraged detached, intellectual-
ised modes of thought. A third emphasised the horror
of the film. The key findings were that both denial
and intellectualisation significantly reduced the stress
reaction as measured via autonomic levels of arousal;
and the results were interpreted as supporting the
proposition that threat depends on the manner in
which a situation is appraised or evaluated. ‘Objec-
tively’ distressing stimulus events can be viewed
without great stress reaction if these events are
interpreted in non-threatening ways. These findings
are illustrated in Figure 3.6 which shows how both
denial and intellectualising instructions reduce skin-
conductance (sweating) levels from those found in the
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control condition, when subjects are shown a film
containing distressing accidents.

Lazarus’ results also confirm previous findings in
that the different measures yield different pictures of
the emotional state of the individual. He discusses the
reasons why divergence could well occur among
major components without necessarily invalidating
the inferences about a given emotion, suggesting that
each response system has its own adaptive functions,
i.e. it illustrates some special transaction between a
person and his environment. ‘Thus what the person
reports to the observer and, to an extent, his
instrumental actions, reflect intentions concerning the
social being with whom he is interacting. At the same
time, the physiological state should also reflect the
direct action tendencies which are mobilised for
dealing in some fashion with the appraised threat.’
Such a view relates to the extensive learning processes
which inhibit, augment, and in many ways ‘shape’
individual behaviour. (Chapter 4 reviews some of
these forms of learning.)

Another set of studies in this area has been
carried out by Schachter (1966) on the cognitive



40 Basic processes

determinants of emotional states. Schachter accepts
the evidence that a general pattern of sympathetic
discharge is characteristic of emotional states. Given
such a state of arousal, he suggests that one labels,
interprets and identifies this stirred-up state in terms
of the characteristics of the surrounding situation. It
is the cognition which determines whether the state of
physiological arousal will be labelled “anger”, “joy” or
whatever.” An experimental test of these propositions
was carried out in which an injection of epinephrine
was given to four groups: (1) informed about the
nature of the injection and that they would probably
feel physiological effects, (2) left totally ignorant
about the injection except that it was harmless, (3)
misinformed, and (4) a placebo group. To manipulate
the emotional states of the subjects an actor was
employed, trained to ‘act euphorically’ and to ‘act
angrily’. Results showed that in both euphoric and
anger conditions, emotional level in Group 1 (epi-
nephrine informed) was considerably less than the
other two epinephrine groups, supporting the view
that following the injection those subjects who had no
explanation of their bodily state were readily manipu-
lable into the disparate feeling states of euphoria and
anger. Those subjects injected with epinephrine and
told what they would feel and why proved relatively
immune to the effects of the manipulated cognitions.
In addition to these experimental studies, some

interesting reports have beén made on the emotional
life of paraplegics and quadriplegics. Hohmann
(1966) conducted a structured interview with these
patients about sexual excitement, anger, fear, grief
and sentimentality; he noted that subjects with cer-
vical lesions described themselves as acting emotional
but not feeling emotional (Figure 3.7). A few typical
quotes might be:

‘.. .it’s sort of cold anger. Sometimes I act angry
when I see some injustice. I yell and cuss and raise
hell, because if you don’t do it sometimes, I've learned
people will take advantage of you, but it just doesn’t
have the head to it that it used to. It’s a mental kind
of anger.’

‘Seems like I get thinking mad, not shaking mad,
and that’s a lot different.’

These quotations are interestingly contrasted with
those from subjects given injections of "adrenaline
(Maranon, cited by Schachter, 1966) and in whom
physiological arousal is high. These people are con-
scious of a stirred up state but with no objective
reason for emotionality they describe themselves ‘as if
frightened’ but yet calm. Schachter (1966) déscribes
these two sets of introspections as like opposite sides
of the same coin. ‘Maranon’s subjects reported the
visceral correlates of emotion, but in the absence of
veridical cognitions did not describe themselves as
feeling emotion. Hohmann’s subjects described the
appropriate reaction to an emotion-inducing situation
but in the absence of visceral arousal did not seem to
describe themselves as emotional. It is as if they were
labelling a situation, not describing a feeling.
Obviously, this contrasting set of introspections is
precisely what should be anticipated from a
formulation of emotion as a joint function of cog-
nitive and physiological factors.’

THEORIES OF EMOTION

Up to this point we have been concerned with the
concept of emotion, i.e. with the components of the
emotional state and with the relationship among the
components. Forms of measurement have been
considered and a rough definition of emotion has been
outlined in terms of the patterning of its parts in
specific contexts.

However, we have concentrated on a relatively
objective, testable and experimental approach to
emotion. According to this view meaningful defi-
nitions of emotion, whether behavioural, physiological
or clinical, must fulfil at least the requirements of
verifiability and significance. ‘The criterion of verifi-
ability could be satisfied by defining the concept so
that the laboratory manipulations could be repeated
by any qualified investigator. The definition must
then specify the relevant environmental, organismic
and response variables. This first criterion is the
procedure for defining scientific concepts “operation-
ally” . . .. The significance of a concept can be



measured in terms of the extent to which it leads to
the formulation of laws about the phenomena
(Goldstein, 1968).

In considering theories ot emotion it is evident that
many lie outside the empirical approach which has
been adopted in this chapter, which requires an
agreed conceptual system and broad acceptance of
experimental operations. Some theories, on the other
hand, explicitly reject the experimental method, or
phrase their hypotheses in ways which are not
testable. Nevertheless they are of interest in that they
are frequently ingenious and interesting, often exert
considerable influence on our thinking and may
possibly be rephrased in the future so that more
direct tests of their hypotheses become possible.

Theories of emotion are enormously varied in
content and scope and cover widely different aspects
of emotion. It is probably true to say that no single
comprehensive theory exists. Some are concerned
with consciousness and the unconscious, some with
the role of instinctual energies; some with the
problem of how a single, primitive form of excitement
becomes differentiated into specific emotions, others
with the specification of innate emotions which
appear ready made, as it were, to serve our purposes.
The origin of emotional development in the young
infant, in fact the whole genesis of emotional states, is
a problem awaiting analysis. Some theories emphasise
the essential subject—object interaction in emotion,
i.e. the communicative aspects; others deal with those
central nervous system structures which govern the
physiological and behavioural concomitants of
emotion. Obviously they are dealing with very
different facets of the whole problem.

One of the earliest theories of emotion to appear
was that of James (1890). This attempted to explain
how emotional behaviour and emotional experience
were interrelated. It stated that the physiological
response comes first, following stimulation by an
exciting event, and that the emotional experience is
the result of that response. The essence of this view is
the idea that the experience of emotion is based on
the perception of sensations from the viscera. It
seemed to be capable of experimental verification, in
terms of investigating the role of visceral sensations in
emotion. What would happen, for instance, if visceral
connections were severed? Would we still experience
emotion?

Reference has been made to the reports of
Hohmann (1966) on patients suffering spinal cord
lesions. In practice it is of course impossible to induce
lesions in human subjects and much of the experi-
mentation which purported to test James’ theory was
carried out on cats and dogs. The results of this work
showed that total separation of the viscera from the
central nervous system does not impair emotional
behaviour but no conclusion could be reached
concerning emotional experience. This can only be
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checked by asking the individual what he is feeling,
hence only human studies are appropriate. Unfortun-
ately, several theorists have failed to recognise that
animal experimentation cannot be employed to test
some of the major theories of emotion as they were
originally formulated. Theories that consider
emotional experience in their major postulates cannot
be tested by animal experimentation.

As mentioned above, this means that different
theories of emotion cover different aspects of the total
phenomena. Theories of emotional behaviour are
often based on instinct theories and the more sophisti-
cated developments proposed by ethologists. Another
approach to the study of emotional behaviour has
been in terms of the neural structures and pathways
which govern and organise physiological/behavioural
reaction patterns. This is illustrated in the classic
work of Hess (1954) who worked with electrodes
implanted in diencephalic structures and observed
autonomic and behavioural reactions to point by
point stimulation of the diencephalon. The general
field of physiological theories of emotion has been
well-reviewed by Grossman (1967).

Quite a different set of theories emphasise the
subjective, personal quality of human experience of
emotion. This is especially the case in phenomeno-
logical and existential theories. Some existentialists,
such as Sartre (1948) explicitly reject the experimental
method; ‘essences and facts are incommensurables
and one who begins his inquiry with facts will never
arrive at essences’. The analysis of conscious experi-
ence is not necessarily incompatible with an approach
which would structure and assess the dimensions of
such experience, but it must be admitted that there is
no apparent solution to the measurement problems
involved.

While such writers have emphasised the interrog-
ation of consciousness, others have postulated
emotions as psychic forces or tendencies independent
of consciousness, so that the search for the essence of
emotion leads to the unconscious or to unconscious
psychic forces. Freud discussed the existence of
unconscious emotions dating from early infantile
experience, and for Jung an emotion is the intrusion
of an unconscious personality. This group of theories
frequently relates emotion to drives and instinct, to
energy, conflicts and repression, and to a psyche
structurally divided, e.g. ego, id and super-ego.
Emotion is regarded as a phenomenon which bears
witness to an unconscious zone of experience, and
therapies of inadequate emotions therefore involve
practices which investigate the unconscious and allow
it to ‘have its say’.

Certain schools derived from psychoanalytic think-
ing emphasise the role of emotion as energy which
may be converted, for example into bodily symptoms.
According to this view the job of psychosomatic
therapy is to ‘reverse’ the flow of vital energy into
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appropriate channels of outlet before it causes
permanent structural damage in those organs affected
by the misdirected flow. A corollary to the theory of
emotion as energy, and which does not involve trans-
formation or conversion, is the idea that energy must
be discharged or released. Therapeutic techniques of
abreaction, catharsis, and release of organ-energy are
relevant to the view that emotion is energy that must
be ‘let out’, and they are applied to effect ‘relief and
harmony’ within the individual.

Theories on the genesis of emotion are equally
varied in their explanations. The view that innate
emotions exist has already been mentioned, but there
are also a number of viewpoints which postulate a
primitive affectivity or excitement out of which the
specific emotions develop. This ‘genetic’ theory of
emotions states that the undifferentiated excitement
present at birth becomes differentiated and associated
with certain situations and motor responses to form
the separate emotions of later life. The nature of the
original feeling source has been much discussed.

In existential ontology it is Angst, and Freud, too
considered Angst a fundamental emotion. Others
have suggested a primary root of emotional experi-
ence in pleasure/unpleasure, sympathy, and a single
fund of ‘love-energy’. Therapy in this context can be
seen as a process of development towards the
differentiation of the emotions and away from their
single, simple root or essence (Hillman, 1960).

The problem posed by these theories is that of
explaining the qualitative variety of the emotions, their
number and complexity, by referring to a single,
simple source.

The differentiation of emotions is related to the
development of language and its role in labelling the
various kinds of personal experience. Relatively little
is known about how the child acquires and applies
verbal labels, and how such labels and more complex
statements about emotional states are used by the
adult to describe and explain his own feelings and
behaviour.

Theories of emotion are necessarily linked with
other areas of study in psychology—with motivation,
memory, psychopathology, personality and learn-
ing—but relationships among these areas are often
obscure and await clarification. The terms emotion
and motivation, for example, may be treated as
virtually synonymous by some writers, yet are differ-
entiated by others. Such different viewpoints arise
more from the separate traditions and research
interests within psychology than from logical analysis.

Traditionally, the phenomena classified as moti-
vational include activities such as eating, drinking,
escaping from pain, attacking, exploring, care of the
young and the like. It is these and similar activities
that are labelled ‘drive behaviours’ and that have
traditionally been interpreted in terms of ‘instincts’,
‘drives’ or some other primary motive. They are

obviously more conveniently studied in animals like
fish, birds and rats.

The concept of emotion has also been linked with
drives and instincts but in a less satisfactory way, at
least in human subjects. While fear, anger, love-
attachment, etc. may be inferred from the behaviour
of animals, they are directly experienced by human
subjects and the perception and evaluation of this
experience plays a prominent role in theories of
human emotion, personality and psychopathology.
Concern with subjective experience represents a
different kind of emphasis from that placed on drive
behaviour, but it does not necessarily imply an
incompatibility of ideas. To attempt to explain
behaviour from insect to man necessarily involves a
variety of motivational processes, ranging from purely
biogenic hypotheses, in which behaviour unfolds from
a series of innate drives and instincts, to highly
sociogenic theories which emphasise the flexibility of
behaviour into patterns determined by cultural forces.
Few of the available theories deal adequately with
human subjective experience, either cognitive or
emotional.

Motivation and drive
The concept of drive is central to most theories of
motivation, and during the past few decades it has
been extensively and ingeniously linked with theories
of learning. These have mainly dealt with animal
laboratory experiments but they have also been
extended to human behaviour and human emotions.
One of the advantages of the ‘drive’ concept over
earlier instinct concepts was its precise definition in
terms of factors like hours of deprivation (of food or
water), the intensity of an unpleasant stimulus, or the
level of organismic arousal as indexed by measures of
autonomic or cortical activity. Deprivation, for
example, was conceived as resulting in deficits (as in
hunger) which provided stimuli that goaded the
organism into activity. Thus deprived animals became
restless and active; crossed obstructions to obtain
incentives; learned a variety of appropriate responses
which resulted in varieties of consummated behaviour.

This conception of drive as ‘energy’ impelling an
organism to action has parallels in several analyses of
human emotion. Classical psychoanalysis also
developed a model in which drive energy was seen to
accumulate and to require discharge, again with the
implication of an inexorable accumulation of energy
which stirs the organism into regulatory activity.
Deprivation in Freud’s model arises from the failure
to discharge the accumulated tension rather than
from the depletion of tissues (as in hunger); it was
believed that widely varied behaviours had their
ultimate motivational origin in libido, aggressive
drives, and anxiety.

The model implied in these various views is that
behaviour is an attempt to preserve organismic



integrity by ‘homeostatic’ restorations of equilibrium.
Some form of equilibrium concept occurs in instinct
and drive theories, theories of emotion, analyses of
conflict and stress and even in socially derived moti-
vation (see Cofer and Appley, 1964). The term
homeostasis was originally coined by a physiologist
(Cannon, 1932) to describe the steady states attained
at any particular moment by the physiological pro-
cesses at work in living organisms. Since then the
term has been applied to many psychological
conditions. The homeostatic position in general is that
the organism (and each of its subsystems) tends to
resist changes in its environment that are of a
magnitude large enough to upset its equilibrium or
threaten its survival as a stable system. The theory
does not require that a disturbed system return to its
prior state of equilibrium; by assuming that biological
systems are open and have continuous energy
exchange with the environment it allows for a variety
of means and states through which stability can be
reached.

The learning theorist Clark Hull (1943) assumed
that all behaviour is motivated by homeostatic drives
or secondary drives based upon them. He also
assumed that all rewards are ultimately based on the
reduction of a primary homeostatic drive. A reward
of food reduces the homeostatic imbalance produced
by hunger: and all animals will rapidly learn quite
difficult responses to get a reward. Secondary
rewards, such as social approval, are effective because
they have been associated with food and other
primary rewards in the past. In this sense drive is
conceived as arising from a tissue need and having
the general function of arousing or activating be-
haviour. Direct tension reduction becomes the critical
reinforcement. factor in the process of learning.

The essence of the drive doctrine can perhaps be
summarised (and oversimplified) in the form of two
propositions:

(i) Organisms act only to reduce their drives; thus
all activities are interpreted as direct or indirect
attempts at drive reduction.

(ii) Activities that are accompanied by a reduction in
drive are strengthened, and such drive reduction is
a necessary condition for learning to occur.

Drive theory, in one form or another, still stands at
the centre of modern thinking about motivation and
learning, and has been extended to the analysis of
emotional states such as fear and anxiety, aggression
and dependency. These emotional states are con-
sidered within the theory as logically equivalent in
status, character and function to such drives as
hunger and thirst. Attempts have been made, for
example, to treat frustration as a drive which has
particular patterns of behaviour associated with it,
typically anger and attacking behaviour. Aggression
may be directed toward the frustrating agent or
turned against some other object or person, including
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the self. Although the early suggestion was that
aggression always results from frustration and that
frustration always leads to aggression, the second half
of this hypothesis has been modified to acknowledge
that a number of other reactions to frustration, in
addition to aggression, are possible. Included among
these alternatives are regression, repression, and
fixation (Maier, 1949).

Conflict can be regarded as a special case of
frustration, often arising from two or more equal but
incompatible response tendencies. In a sense it is
equivalent to a condition of double frustration, each
of the competing tendencies serving as the barrier to
the completion of the other. As in the case of other
frustrations, conflict is a state of increased tension,
but by its very nature it is characterised by vacil-
lation, hesitancy, fatigue and often complete blocking
(Miller, 1944). In both clinical observations and
experimental studies conflict has been shown to be an
emotional response to a situation requiring incom-
patible responses, e.g. those involving approach to
and those involving avoidance of a goal.

Perhaps the most widely discussed emotion in the
context of learning and emotion is fear or anxiety.
One influential view is that anxiety is a learned
response occurring to signals that are premonitory of
situations of injury or pain (Mowrer, 1939). Accord-
ing to this view, anxiety is basically anticipatory in
nature and has great biological utility in that it
adaptively motivates living organisms to deal with
traumatic events in advance of their actual occur-
rence, thereby diminishing harmful effects.

It is in this general biological sense that both
‘emotion’ and ‘motivation’ can be viewed as a
complex integration of behaviour involving selective
attention to certain events, a heightened physiological
state of excitement, and certain probable patterns of
action. These patterns of action are common to most
higher species of animals and have a clear biological
utility in coping with environment and survival. Both
are linked to environmental stimuli which act as
incentives or triggers of behaviour, and to internal
organismic conditions. Neither the external incentive
nor the physiological state is in itself sufficient for
producing any species-typical action: an interplay
between them is necessary. This interplay can be
illustrated in accounts of sexual arousal which
emphasise that sexual behavicur depends on two
conditions: adequate hormonal levels and adequate
external stimulation.

Over the years it has become increasingly clear that
our existing theories of motivation and learning, while
retaining a certain heuristic value, are thinly stretched
when it comes to human experience. Various social
needs relating to achievement, power, affiliation, etc.
have been postulated which do not readily fit into
existing drive theories, and in the development of
which early emotional experiences seem.to be par-
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ticularly relevant. There is, nonetheless, a very
substantial and impressive set of studies attempting
to analyse the many aspects of motivation, emotion
and learning which have been outlined. The present
chapter has considered some of this evidence in
relation to the complex experience and reaction
pattern which we label ‘emotional’. This pattern is not
fixed but alters as it encounters the stresses and
demands of the environment, and as we learn to
interact with the environment more or less success-
fully. Whatever innate emotional mechanisms there
may be, they are modified and shaped by the
individual’s transactions with the outer world. It is the
nature of these learning mechanisms which must now
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Chapter 4

CONDITIONING

Irene D. Martin

There is firm and substantial evidence for the view
that conditioning processes play an important role in
the acquisition of human emotional responses, atti-
tudes and values, social skills, conscience, and even
some aspects of language. This is not always apparent
from the traditional, zodcentric approach of learning
theorists. It is now almost a hundred years since basic
conditioning paradigms began to be explored, largely
with infra-human animals and almost entirely under
strictly-controlled laboratory conditions. An outline of
these basic conditioning paradigms and principles will
be given in this chapter; they represent the fundamen-
tal groundwork of conditioning theory and practice.

More recently, however, there has been an expan-
sion in human-oriented studies, both laboratory and
clinical, and this has forced investigators to broaden
their view of conditioning and to adopt a more flexible
approach to some of the basic assumptions of tradi-
tional studies. Older assumptions have had to make
way for a loosening of definitions: a conditioned
response is not necessarily a reflex, a stimulus not
necessarily defined in physical terms but in terms of
salience and significance for the individual. Perceptual/
cognitive factors may alter the typical learning curve,
and their effects have to be taken into account.

Learning is a process occurring continuously in the
transactions which living organisms have with their
surroundings. The varieties of learning in a lifetime’s
experience are many: we have learned to use our
hands; we have learned languages; we have learned a
whole range of social skills and attitudes.

It is debatable how many basic types of learning
there are, and whether one or more theories is re-
quired to account for them. Categories of human
learning include conditioning, probability learning,
motor skill learning, and problem solving, among
others. While certain theoretical issues remain obscure
there is fairly general agreement about some of the
principles of learning, i.e. on those factors which
determine whether or not learning is likely to occur,
how efficient and rapid the learned response will be,
and how well it will be retained. High on the list of
relevant principles is the role of motivation. The
motivational state of the organism, whether in a more
primitive ‘drive’ sense (hunger, thirst, sex, etc.) or in a
more general arousal sense (level of general emotion-
ality or autonomic activation) is known to affect the
rate and kind of learning. Another important and
related factor is that of reward and punishment. This

can be used very effectively to control behaviour, and
learning is more easily accomplished when explicit
programmes are adopted. Thus the °schedules of
reinforcement’ frequently described in the literature
relate to the way in which the organism’s specific
responses are linked with specific rewards and punish-
ment in a highly controlled way.

Conditioning is one of the categories of learning
which has been studied in all kinds of species of
animals. The process of conditioning refers to a
change in responsiveness; first, to the occurrence of
new responses, and second to a change in the response
over time, often to some criterion such as increased
efficiency or economy of effort. Typically the condi-
tioning experiment involves the successive occurrence
in time of two stimuli: the first a mild stimulus
producing little or no reaction, and the second a
significant or salient stimulus which produces a clear-
cut reaction.

Typical examples of experimental sequences of
pairs of stimuli are: a buzzer followed by an electric
shock; a tone followed by food; a dim light followed
by an airpuff into the eye. These sequences are illus-
trated in Figure 4.1 which also shows the kinds of
reactions which are measured in laboratory condi-
tioning experiments.

TERMINOLOGY

Pavlov called the presentation of food the uncondi-
tioned stimulus (UCS) and the salivation which it
evoked the unconditioned response (UCR). The
repeated pairing of the buzzer with the food turns the
originally neutral stimulus into a conditioned stimulus
(CS) which now evokes salivation as a conditioned
response (CR). Thus conditioning experiments are
essentially concerned with a simple temporal-relation-
al property between two stimuli: A followed by B.
Note that B must be the more intense or significant
stimulus if conditioning is to occur. If this situation is
reversed and the more intense stimulus B precedes A,
we have a situation of ‘backward conditionting” which
has different and less profound effects than the usual
forward conditioning situation. Note also that several
important requirements must be met in order for con-
ditioning to take place:

1. Contiguity of CS and UCS: the distance in time
between the two stimuli is usually of the order of
0.5 seconds up to several seconds.
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Figure 4.1 (a) A salivary conditioning trial. (A) swallow-
ing and gross tongue movements (B) salivary record (C)
CS, a 10-second tone (D) UCS, 2 ml 2% citric acid
(E) time in seconds. From Feather (1967) by courtesy of
Appleton-Century-Crofts.

(b) Second-by-second cardiac activity on last CS
pretest trial compared with a later conditioning trial. From
Westcott and Huttenlocher (1961) by courtesy of J. Exp.
Psychol.

(c) Skin resistance responses occurring on a conditioning
trial. The most common measure of conditioning is the
anticipatory CR occurring just prior to UCS onset.
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2. The relative strength and significance of the two
stimuli (CS and UCS) have to be balanced in
such a way that the CS is fairly weak (strong
CSs have an interfering effect) and the UCS
fairly strong (a weak ineffective UCS may
produce little in the way of conditioning; indeed,
rapid adaptation of the unconditioned response
may occur instead).

3. The pairing of CS and UCS on one occasion
constitutes a ‘trial’ in conditioning terminology.
It is sometimes necessary to give many trials, i.e.
CS-UCS pairings, for conditioning to take place.

The presentation of a series of trials (which may
vary from very few to hundreds) constitutes the acqui-
sition phase of conditioning. Very often the experiment
then continues with an extinction phase during which
the UCS is omitted and the CS is presented singly.
When this is done a process of ‘unlearning’ seems to
take place in that the previously acquired conditioned
response which may have been occurring with strength
and regularity on each trial now begins to lessen in
strength and probability until, with sufficient presen-
tations of the CS alone, the conditioned response will
cease to occur.

Experimental extinction should not be equated with
forgetting, if the term forgetting implies a complete
loss of material once known. If subjects whose CRs
have been extinguished return to the conditioning
situation an hour or two later, it is found that the
presentation of the CS causes the CR to occur again.
This process is called spontaneous recovery—spon-
taneous in that it occurs following extinction and
without further conditioning trials. This recovery of
the conditioned response is not a robust phenomenon,
however; it is dependent upon a number of factors:
number of previous extinction trials, type of subject,
etc., and the CR may be smaller in amplitude than it
was prior to extinction.

Another phenomenon in this category has been
termed incubation. Although the application of CSs
without reinforcement normally gives rise to extinc-
tion, i.e. a decrement of the CR, it has sometimes been
observed to produce an increment in the size of the
CR. This phenomenon is more likely to occur following
traumatic conditioning of pain/fear reactions, when
the UCR is exceptionally strong (Eysenck, 1968).

Suppose the CS in our experiments is a tone of
1000 cps, and a strong CR is developed. What
happens if the CS is altered to 800 cps or 200 cps? It
is likely that the CR will be.given to the 800 cps since
it is not far removed from the original 1000 cps tone,
but it is less likely to occur to the 200 cps tone. This
process is called stimulus generalisation and is an
important property of learning. In effect an organ-
ism learns to respond not to a single, specific stimulus
but to a class of stimuli. Generally it can be said that
CR strength will vary over the range of the class of
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Figure 4.2 Mean generalisation gradients for four groups
of pigeons (six to the group), trained to peck at different
wavelengths of the colour spectrum. (From Guttman and
Kalish, 1956, by courtesy of J. Exp. Psychol.)

stimuli, from zero at the extremes of the range to a
maximum at the point where the CS is located. The
spread or range of effective stimuli is referred to as a
generalisation gradient. These gradients are illus-
trated in Figure 4.2 on data from pigeons taught to
peck for food following the onset of a spectral colour
(e.g. 530 my) and not to peck when the box was dark.
The figure shows the extent to which the pigeon re-
acts to lights of other hues than the one it was trained
on.

Closely related to generalisation is the process of
differential conditioning or conditioned discrimi-
nation. Though the same response to a gradient or
class of stimuli may be given as in stimulus general-
isation, there is a point when it is undoubtedly more
efficient to differentiate among similar stimuli. If we
find that a red light and an orange light of equal
intensity are capable of producing a conditioned
response (CR) we may ask whether it is possible to
train an animal to respond to the red light but not to
the orange.

If trials of the red light (CS,) followed by the UCS
are given repeatedly, while on alternate blocks of trials
the orange light (CS,) is given alone, i.e. with no UCS
following, the response to the red light will continue
while response to the orange light will extinguish
(assuming the animal can discriminate red from
orange). Thus through a process of differential rein-
forcement (UCS occurring to CS,; but not to CS,) the
discrimination can be learned.

MEASURES OF CONDITIONING

The process of conditioning refers essentially to
response change, and in this section we will consider
the nature of the changes which can occur. In the
simpler reflex conditioning studies the nature of the
response (UCR) is closely determined by the kind of

stimulus (UCS) applied: an airpuff to the eye pro-
duces a blink, acid placed on the tongue produces
salivation, a shock to the footpad produces foreleg
flexion, and so on.

Stimuli such as electric shock on the other hand,
produce generalised pain—fear reactions which are
accompanied by a wide range of skeletal and auto-
nomic responses. Many of these reaction components
are transferred to the CS during the course of acqui-
sition, and the overall pattern of responding (both
conditioned and uncoaditioned) can be extremely
complicated. Few conditioning studies, however,
measure the whole response range and it is usual to
record only one or two representative responses in
these pain—fear experiments, typically such responses
as heart rate, sweating, vasomotor activity and (in
infra-human studies) the animal’s skeletal motor
activity. Changes in the response being recorded are
observed throughout the course of acquisition and
extinction.

For obvious practical reasons, most types of
conditioned and unconditioned responses.are recorded
from the body surface. However, there are quite a few
studies which describe interoceptive conditioning.
Interoceptive refers to sensory receptors in the internal
organs or viscera, e.g. in the stomach, intestines and
heart. Interoceptive conditioning, therefore, refers to
CRs in which one or both of the stimuli (CS and
UCS) are applied to the viscera rather than to an
exteroceptor, i.e. an external receptor.

The most commonly used measure of a CR is
frequency, that is, the occurrence or non-occurrence
of the response on each conditioning trial. This
measure is usually highly related to the trial number
on which the first CR occurs (the more CRs, the
earlier CR appearance). In addition, certain character-
istics of the response are often recorded, for example
the amplitude of the CR, its duration, and certain
temporal characteristics such as onset and peak



Figure 4.4 (a) Small, poorly-placed CR, which leaves the
eye almost completely open at air-puff (UCS) impact.

(b) Large ‘blended” CR and UCR, with eye fully closed
at air-puff (UCS) impact

latency. These are illustrated in Figure 473. The
frequency with which the CR is given, and occasion-
ally its amplitude, are often referred to as measures of
the strength of conditioning. Another and possibly
independent measure of conditioning is its efficiency
with respect to certain endpoints. Figure 4.4 illustrates
conditioned eyelid responses of different amplitudes
and placements. It can be seen (a) that at the point of
UCS onset (dotted line) the eye is almost completely
open and will therefore receive the full impact of the
UCS airpuff; whereas (b) illustrates a large amplitude
CR, completely joined with the UCR, placed in time
so that the impact of the airpuff is on the fully closed
eye. The latter CR can be described as efficient in that
it successfully avoids the impact of the noxious UCS
on the cornea, and it is in this sense that the CR can
be described as adaptive.

Examples (paradigms) of basic conditioning experi-
ments are as follows:
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1. Classical conditioning

In the original Pavlovian experiment the sound of a
bell was repeatedly presented shortly before food was
given to the dog. Originally the sound of the bell
produced a mild reaction such as looking toward the
source of sound and pricking up the ears. When the
food was presented it was ingested, producing the
usual alimentary reflexes including salivation. After
repeated paired presentation of bell and food the
sound of the bell came to evoke salivation and orien-
tation movements towards the feeding dishes. The
new response of salivation to the CS is called the CR,
and Pavlov stated that the CS serves as a signal that
the food is about to be presented.

This experimental situation represents a simple
form of learning which applies to a wide variety of
responses and may well occur in the natural environ-
ment. Pavlov’s contribution was to recognise that
conditioning represents a mechanism by which the
animal can deal more efficiently with events in its
environment, by anticipating the _consequences,
beneficial or harmful, of the stimuli it encounters. He
worked largely with simple physiological reflexes at a
time when all behaviour was believed to be based on
combinations of inborn reflexes, but the principle of
conditioning can readily be extended to other classes
of responses, and the reflex concept per se is no longer
considered essential. Pavlov showed, however, how an
organism can adapt more finely to its environment
through the simple mechanism of conditioning, and
provided a methodology for the quantitative study of
this behaviour.

Interoceptive conditioning

As an example of one type of interoceptive condition-
ing, let us assume that vélunteer human subjects have
agreed to swallow inflatable tubes. If warm water is
injected into the tube a recording will indicate vaso-
dilation, whereas if cold water is used the record will
show vasoconstriction. Following the classical con-
ditioning paradigm, a neutral CS is given, for example,
the word ‘white’ followed by the UCS, say an injection
of warm water. Soviet investigators have reported
several successful studies in which a conditioned
vascular response of internal organs was developed,
as in the present example, with an external CS and a
UCS presented to the viscera. The conditioned
response will resemble the pattern of the UCR, i.e. will
reflect vasodilation or vasoconstriction.

In the classical conditioning paradigm emphasis is
placed on the temporal arrangement of CS and UCS.
The experimenter controls delivery of CS and UCS
and chooses to observe one (perhaps of many) re-
actions elicited by the UCS. The subject in these
experiments have little or no control over the situation,
that is, the environment is not brought under the
organisms control as a result of its responses. Hence
the organism is ‘passive’ inasmuch as the organism’s
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responses do not interact with the environment to
alter the UCS. The experimenter retains control over
the onset, duration, and offset of the UCS.

This kind of paradigm is contrasted with those of
instrumental conditioning, presented in the following
section, where the subject is free to ‘act on’ and
thereby modify his environment, perhaps by seeking
and obtaining rewarding stimuli or avoiding noxious
ones.

2. Instrumental conditioning

A reallife example of this form of conditioning
occurred in London during the last war. A siren was
quite often used pre war as a signal to factory workers
that the work-shift was ending. Hence, if it signalled
anything it was probably relief. This same kind of
signal was then used during the war to herald air raid
attacks, and often in the early days the siren would be
followed within a few minutes by the sound of aero-
planes and bombs dropping. This sound of course
evoked strong fear reactions and quick action in
seeking shelter. After very few repetitions of the
siren—bombs combination the sound of the siren alone
was eliciting the same or similar strong fear reactions
and shelter-seeking activity. In this example the
stimulus ‘bomb’ was a strong and effective uncon-
ditioned stimulus, fear and shelter-seeking a strong
unconditioned response. Following the pairing of the
siren—bomb combination the warning stimulus (siren)
quickly came to act as a conditioned stimulus and to
elicit strong conditioned responses, similar in kind to
those of the unconditioned response. It is in this sense
that fear is conditionable, i.e. can be learned as a
response to previously neutral cues.

In the example just cited, two kinds of shelter-seek-
ing behaviour were frequently observed. Some indi-
viduals would do nothing until bombs were actually
falling about them: then they would seek air raid
shelter to ‘escape’ from the effect of the bombs.
Others, however, would act promptly upon hearing
the siren: they would ‘avoid’ (or be more likely to
avoid) the effect of bombing by seeking immediate
shelter. This notion of ‘escape’ or ‘avoidance’ behav-
iour is one which occurs repeatedly in the conditioning
literature. In real-life situations human subjects
‘choose’ whether to escape from the unpleasant
situations when they judge they cannot stand any
more, or to avoid them by never putting themselves in
the position where they encounter the unpleasantness.
In laboratory situations, experimenters usually
determine whether or not their experimental subjects
can avoid noxious UCSs, and also how they can
avoid or escape from them, ie. by running mazes,
jumping barriers, pressing levers, etc. Quite under-
standably the laboratory experiment is devised so that
control can be exercised over the animal’s behaviour
in order that the experimenter can observe the effects
of his own experimental manipulations. Thus certain

illustrative experiments or ‘paradigms’ of instrumental
conditioning have been evolved and provide relatively
standard techniques for studying different kinds of
learning in relatively restricted environments. The
kinds of learning which can be motivated by an
aversive UCS, or by a CS which elicits conditioned
anxiety, are frequently described as either escape or
avoidance. An escape response is one which results in
UCS-termination (i.e. escape from the UCS). An
avoidance response is one which prevents the effects
and frequently the occurrence of the UCS (i.e. UCS-
avoidance).

Escape/avoidance paradigm
The following is an example of the way in which this
form of conditioning can be experimentally produced:

The subject, a dog, is harnessed into a rubber
hammock, his chest, abdomen and chin firmly sup-
ported, and his legs hanging down. On either side of
his head are two aluminium panels mounted on a
wooden framework which surrounds the dog’s head.
Strapped to his hind toe pads are two large electrodes.
Behind him is a loud-speaker. After a ten-minute
period of adaptation, during Which he initially struggles
a little and then later remains almost motionless, he
appears alert, orients towards sounds, may bark
intermittently, and often wags his tail. Then the
experimenter, who is controlling the experimental
apparatus in an adjoining room and watching the dog
through a one-way mirror, presents a tone through a
loud-speaker behind the dog who pricks up his ears
and looks around. The tone lasts for five seconds after
which an intense electric stimulus is applied to the
dog’s rear toe pads. He is immediately thrown into a
great surge of activity which includes skeletal and
autonomic responses. He thrashes about, waves his
legs, hunches his back against the harness straps, bites
at the rubber hammock beneath his chin, screeches,
defaecates, urinates, shows pupillary dilation, piloerec-
tion, and profuse salivation. After a period of struggling
and thrashing a violent turn of the head ends in his
pressing the aluminium panel to his right. Both tone
and shock are terminated immediately by this act.
The dog has finally escaped from both tone and shock.

During this whole sequence the dog’s heart rate has
been recorded. Before the tone went on, the resting
heart-rate level was 100 beats/minute. This did not
change during the five-second period between tone
onset and shock onset. When the shock went on the
rate climbed abruptly to 240 beats/minute, and
maintained this level until the panel-press stopped the
shock. Then the EKG became erratic and dropped
precipitously to an average rate of 70 beats/minute,
characterised by great irregularity of heart action.
Even after the overall rate returned to normal, the
beat-by-beat rate was at first more variable. Three
minutes later the variability had disappeared.

On succeeding presentations of the tone—shock



sequence the dog escapes more quickly. His escape
latencies decrease. After, say, 16 presentations the
dog turns his head quickly after the onset of the tone
and pushes the right-hand plate with his nose. This
terminates the tone and prevents the shock from being
applied: this is the first short-latency avoidance
response, and after this the dog goes on to avoid
shock perfectly, trial after trial. (This description is of
an experiment by Black (1956) which is discussed by
Solomon and Brush (1956).)

Thus the typical behavioural outcome of this type
of training procedure is the gradual emergence of
short-latency escape responses and the gradual
increase in frequency of occurrence of avoidance
responses. Several experiments have aimed to compare
the effects of avoidance v. non-avoidance procedures,
as follows:

A guinea-pig is placed in a revolvable cage and
after a conditioned stimulus (CS-buzzer) it is given a
shock which elicits running behaviour. One group of
animals is shocked whether or not they run. Another
group trained according to the principles of avoidance
learning, are not shocked if they run. Learning begins
similarly in both groups but reaches a much higher

Figure 4.5 Learning curves showing the results of an
experiment in which shock-avoidance and non-avoidance
procedures were compared. The erratic lower curve is
indicative of the conflict generated by the non-avoidance
procedure. (From Brogden et al., 1938, by courtesy of
Amer. J. Psychol.)

level of performance in the second group. The results
are shown in Figure 4.5. Guinea-pigs which are
shocked whether or not they run continued to show
anticipatory agitation at the sound of the buzzer but
after the first few trials the tendency to run did not
increase. Those shocked only if they did not run
developed the habit of running promptly at the sound
of the buzzer. Thus avoidance learning is better in an
avoidance procedure compared with a procedure
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where avoidance is not possible. In both cases,
however, fear conditioning occurs.

Many theorists have considered that this paradigm
involves much of relevance to conditioned human
fears, and have suggested that both classical and
instrumental conditioning processes are involved in
the following sequence:

1. the subject learns to be afraid when the buzzer
sounds (classical conditioning).

2.the subject learns what to do about his fear
(instrumental conditioning).

According to this model, the develepment and
maintenance of an instrumental avoidance response is
assumed to depend heavily upon the development of
conditioned anxiety reactions which serve a motivating
function. The classical conditioning component, i.e.
the straightforward pairing of CS and UCS without
avoidance, is assumed to be responsible for the
appearance of emotional responses elicited by the CS.
Some of the attributes of the original unconditioned
response to the noxious stimulus are transferred to the
once-neutral CS by this process of classical condition-
ing. The animal then appears to be emotionally upset
or anxious, exhibiting a wide variety of reactions to
the CS that include autonomic, visceral and skeletal
components. The reinforcement of learned instrumen-
tal avoidance responses comes about through drive
reduction in the following fashion. Early in the learning
process when the animal is escaping from shock, the
instrumental act removes the UCS as well as the CS.
Drive reduction then consists of reduction in the
intensity of both pain and emotional upset. Later,
when the animal is avoiding the shock, drive reduction
consists of reducing the intensity of the emotional
upset by removing the CS.

This two-process theory of conditioning involves
the development first of conditioned fears and then of
conditioned avoidance behaviour. The establishment
of classical conditioning requires that:

(i) The intensity of the UCR and initial pain—fear
reaction must be great.

(ii) There must be a reasonable temporal contiguity
between CS and UCS.

(iii) The CS—UCS sequence may need to be repeated
several times, although very rapid learning (even
on one trial) may occur if the trauma is very
severe.

The establishment of avoidance conditioning requires
that:

(i) The skeletal act can terminate both the CS
(which is the ‘signal’ of approaching trauma) and
the UCS. Further, the skeletal act can terminate
the CS before the UCS is presented and it
can prevent the occurrence of the UCS.

(ii) The skeletal act must be followed by either pain—
fear reduction (when the organism is escaping
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from the UCS) or by anxiety reduction (when the
organism is escaping from the CS and avoiding
the UCS).

Avoidance is by and large, a remarkably persistent
behaviour. Animals will commonly respond for
hundreds of trials without receiving a shock: indeed
experimenters have often given up trying to extinguish
the animal before the animal has given up responding.
Once the instrumental avoidance response is occurring
regularly in the presence of the CS, then of course the
animal is no longer receiving the UCS and this is the
condition usually believed to be required for the
extinction of a classically conditioned response. That
is, the CS is no longer followed by the UCS and so
one would expect according to Pavlovian laws that
the conditioned anxiety reaction would gradually
extinguish. If extinction of the classically conditioned
anxiety response occurred then we would ordinarily
expect the appropriate instrumental avoidance re-
sponse to extinguish sooner or later. Yet extinction
does not seem to occur in traumatic avoidance
learning. Even with relatively long CS—UCS intervals,
dogs undergoing avoidance learning will settle down
to short-latency responses for many hundreds of trials
after the last shock has been administered during
acquisition.

We will return to a further consideration of this
type of conditioning when we consider its significance
for human conditioning studies. There is one further
conditioning paradigm of importance which must be
described. This goes under various names, but most
commonly, ‘operant conditioning’ or Skinnerian
conditioning after B. F. Skinner, who drew attention
to its form and implications. The term ‘operant’ is
used to describe a class of responses which ‘operate’
upon the environment to generate consequences.

3. Operant conditioning

Skinner distinguished between two kinds of responses:
respondents and operants. Responses which are
elicited by known stimuli are classified as respondents.
Pupillary constriction to light, salivation to food, hand
withdrawal from sudden heat, are examples of this
type of response and they include the conventionally
described reflex reactions. However, there is another
class of responses which need not be elicited by any
specific stimulus: these might be popularly referred
to as spontaneous or ordinary ongoing responses.
Skinner illustrates this as follows: ‘We select a rela-
tively simple bit of behaviour which may be freely and
rapidly repeated, and which is easily observed and
recorded. If our experimental subject is a pigeon, for
example, the behaviour of raising the head above a
given height is convenient.” Food is given whenever
the pigean’s head rises above the specified height. If
the experiment is conducted according to specifi-
cations, the result is invariable: an immediate change
in the frequency with which the pigeon raises its head

is observed. The behaviour called ‘raising the head’ is
an operant, and the process of operant conditioning is
the ‘strengthening’ of an operant in the sense of
making a response more probable, or more frequent.
This is achieved by pairing a reinforcer with the
animal’s response. In the pigeom experiment, food is
the reinforcer and presenting food when a response is
emitted is the reinforcement. The operant is defined by
the property of behaviour on which reinforcement is
contingent—in this example the height to which the
head must be raised. The change in frequency with
which the head is lifted to this height is the process of
operant conditioning. ‘While we are awake, we act
upon the environment constantly, and many of the
consequences of our actions are reinforcing. Through
operant conditioning the environment builds the basic
repertoire with which we keep our balance, walk, play
games, handle instruments and tools, talk, write, sail a
boat, drive a car, or fly a plane’ (Skinner, 1953).

These feats of performance are achieved by rein-
Jforcing the required behaviour. In another demonstra-
tion provided by Skinner the bird is conditioned to
strike a marble placed on the floor. This may be done
in a few minutes by reinforcing the pigeon’s successive
approximations: food is first presented when the bird
is merely moving near the marble, tater still when it
moves its head toward the marble, and finally when it
pecks it. What is specified in these illustrations is a
procedure for altering the probability of a chosen
response. By these means it has been possible to train
an animal to do very much what the experimenter
wishes by ‘baiting’ each step in the training. Skinner
and his collaborators have demonstrated great® skill
and ingenuity in animal training through the use of
this method. Some of the reports show a rat using a
marble to obtain food from a vending machine,
another shows pigeons playing a modified game of
table tennis, and in yet another a dog learns to retrieve
a bone from a pedal-operated rubbish bin. The
animal-training possibilities are extremely varied.

This technique by which Skinner trains animals to
perform complex acts that are outside their normal
range of behaviour is known as shaping. The behav-
iour is shaped through a series of successive approxi-
mations, each made possible by selectively reinforcing
certain responses and not others. Thus behaviour is
gradually brought closer and closer to the desired
pattern.

Schedules of reinforcement are-of great importance
in these animal-training demonstrations. In order to
quantify both the amount and occasion of reinforce-
ment in relation to specific operant responses, Skinner
has designed a special apparatus suitable for use with
white rats. It consists essentially of a darkened
sound-resistant box in which the rat is placed. There is
a small lever within the compartment which, if pressed,
delivers a pellet of food. The lever is connected with a
recording system which produces a graphical tracing



of the number of lever pressings plotted against the
length of time that the rat is in the box.

Such demonstrations have been criticised as mere
technological applications of simple principles, contri-
buting nothing to our scientifiic understanding of the
principles themselves. However, they serve to demon-
strate the power of reinforcement in shaping behav-
iour, and this demonstration is Skinner’s object.
Skinner has shown much interest in the application of
learning to complex practical situations. He has
analysed language as a system of operant responses.
He has pointed to the various forms of reinforcement
used in political, social and economic control, e.g.
describing ordinary wages as fixed-ratio schedules for
the control of economic behaviour. More ambitiously,
he has described a Utopian community called Walden
II, in which the principles of learning are used to
create a more ideal form of social organisation.

Some of Skinner’s applications, however, have gone
far beyond the realm of speculation. One of these is
the treatment of behaviour disorders. Whether the
problem is a minor misbehaviour on the part of a
relatively normal child or a psychosis that has kept a
patient hospitalised for many years, Skinner’s approach
to treatment is quite straightforward. Rather than
focussing on early childhood, current psychody-
namics, or possible organic abnormality, Skinner
simply asks what this person is doing that we don’t
like and what we would like to have him do instead.
Once this is decided, we can proceed to extinguish the
undesirable behaviours and reinforce desirable ones.
In other words, we can change the contingencies of
reinforcement, the specific relationships according to
which reinforcement is contingent on one or another
aspect of behaviour. This approach forms one of the
behaviour modification techniques of behaviour
therapy, and the techniques have been used in mental
hospitals to deal with the deviant and undesirable
forms of behaviour which occur. From the point of
view of more traditional therapies the behaviour
modification approach is open to criticism as too
superficial, with its effects lasting only as long as the
new contingencies of reinforcement are in effect.
However, as long as the proponents of behaviour
modification can point to rapid, measurable, and
sometimes dramatically large changes in behaviour
they are not likely to be greatly troubled by this
criticism.

MOTIVATION AND REINFORCEMENT
Motivation

Many theories centre on the conception that learning
takes place only as a consequence of reinforcement.
Reinforcement is assumed to interact with some need
within the animal—a need for food, water, activity,
and additionally, in the case of human beings, needs
for attention, affection and success. Theories of
motivation frequently have their origins in a biological/
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evolutionary view of animal behaviour. We observe
animals to be active and exploring, looking for food
and water; avoiding cold, heat and pain; engaging in
sexual and social behaviour. The activity which leads
up to these interactions may be intense and persistent,
apparently purposive and goal seeking. The goal
having been achieved (and this frequently involves the
performance of consummatory actions) activity
sharply decreases and a period of quiescence occurs.

Early theories postulated that animals were driven
by a variety of instincts; without them it was assumed
that organisms would not act in any significant way.
Motivation tended to be identified with drives, con-
ceived as changes in the internal physiological state,
leading to ceaseless and restless activity which is
terminated by various types of consummatory activity.

The biological viewpoint that bodily need is the
ultimate basis of motivation has been supplemented
by other theorists who stress the fact that many
animals (infra-human as well as human) will work to
obtain rewards that do not reduce any known biologi-
cal drives. These theorists have been more likely to
discuss such motivational tendencies as exploration,
uncertainty, interest and ambition and a variety of
factors which have no immediately apparent physio-
logical basis. The long-range, complex, goal directed
behaviour of higher species and especially of man—
the delayed, involved and sometimes seemingly
self-defeating behaviours he engages in—seem unlikely
to be entirely accounted for on the basis of biological
need-dominated responding.

Attempts have been made to explore motivation
factors in the conditioning laboratory. Inevitably the
greatest amount of work has been done on the motiv-
ating effect of basic needs—food, water, air, and also
basic sexual/social interactions. Most experiments use
animals who have, for example, been deprived of food
for specified periods of time, or to a specifiable degree
of weight loss. Thus the animal can be brought to a
hypothetical level of motivation or drive and this can
then be related to factors of learning such as speed,
number of errors, efficiency, etc. Another method of
manipulating drive level is to present varying intensities
of stimuli such as loud noises, air deprivation, or
electric shock to different groups of animals. These
experiments have led to the general conclusion that
the higher the drive level (produced by number of
hours of food deprivation or by different intensities of
unpleasant stimulation) the better, i.e. the speedier, the
learning which occurs. They have led to the formula-
tion of relationships between the antecedent stimulus
conditions and the consequent response changes,
which at one time, it was hoped, could form the basis
of learning theories by specifying the role of motiv-
ational or drive factors in classical conditioning
situations.

Attempts have also been made to explore other
motivating factors in the laboratory. One ‘drive’
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which has received attention experimentally is that
which is satisfied by new experience. It is variously
called curiosity, exploration, manipulation or novelty
seeking, and is quite obviously a ‘desirable’ state in
that monkeys, for example, will rapidly learn to press
a lever to open a window so that they can look out
and around. The tenacity and rapidity with which
monkeys work at the task indicate that the activities
seen through the window (they may be only everyday
laboratory routine) are extremely interesting to them.

Another kind of ‘drive’ is satisfied by activity. A rat
will run in an activity wheel just to get exercise by
running, but no exploration need be involved since the
wheel just goes round and round without getting
anywhere. Studies have shown that if animals are
deprived of these activities before being exposed to
them they press or run more, indicating higher drive
following deprivation. If the lever no longer opens the
window or the wheel no longer turns, the animal’s
activity drops in the way expected in extinction.

Harlow (1958) in an interesting series of studies
with baby monkeys, has illustrated an apparent ‘need
for contact’ which characterises much of the infant’s
attachment to its mother. Baby monkeys were reared
with surrogate mothers, wire models that gave milk
like real mothers. He found that monkeys not only
preferred a ‘mother’ covered with terry cloth to one
made of bare wire, but ran to the terry cloth ‘mother’
when frightened. They did so even if the wire ‘mother’
supplied milk and the cloth ‘mother’ did not. These
and other findings suggested to Harlow that ‘contact
hunger’ as exemplified by the baby monkey’s need for
the cloth surrogate mother is an important factor in
personality development.

These illustrations show how a range of ‘needs’
other than the obviously biological motivates animal
behaviour. Various acquired drives have also been
postulated as alternatives to unlearned motives.
Cultural and class variations in behaviour related to
motivation support the idea that much of human
motivation is learned. Motives may be seen to be
pushed by urges, drives and instincts, or pulled by
goals, purposes and values.

There are various theories which consider how
motivation has its effects on learning. For example:

1.Do drives simply energise behaviour? When

sated, the animal is unmotivated and inactive.
According to this view, drives produce restless
activity, and the animal which moves about
restlessly will generally travel over a wider area
and consequently will be more likely to encounter
food. When an animal has learned where to go
for food, motivation activates the organism
which actually goes to the feeding place only
when it is hungry. It is in this sense that motiv-
ation acts as a switch or trigger, activating or
energising behaviour patterns the animal already
has.

or 2.Do drives in addition direct behaviour? Do they
lead to specific, directed behaviour before the
animal has learned the specific directions?

This problem centres on the distinction which is
often made between learning and performance. We
have learned to do many things, but actually perform
them only in response to specific motivational triggers.

Another important factor in motivation theory is
homeostasis. Behaviour is conceived as being motiv-
ated to restore a balance, to seek a state of equilib-
rium. This view of physiological homeostasis conceives
of the organism as an open biological system which is
in contact with its external environment, but which
maintains a relatively stable state within its own
internal environment. This can be achieved through a
complex co-operation between the internal organs, the
nervous system and the endocrine system. In addition,
some psychologists have spoken of a psychological
homeostasis leading the organism to resist changes in
the environment which will upset its equilibrium or
threaten the stability of the system. The overall view is
that the organism seeks physiological and psychologi-
cal quiescence from physiological and psychological
disturbance.

Such disturbances may be viewed as drive stimuli.
While pain is an example of drive produced by an
external stimulus, hunger and thirst are drives produced
by internal stimuli. In like manner, some drives are
produced by stimuli accompanying emotions; when
we are angry or afraid physiological changes take
place in our bodies and these are stimuli which arouse
the individual and which frequently impel action.

If the drive is pain produced by heat, moving away
from the heat source will reduce the pain. A reductiou
in the strength of the drive is believed to have the
property of reinforcing whatever response came just
before. Thus, whatever response serves to reduce a
drive is reinforced and tends to be learned. Drive or
tension reduction is believed by some theorists to be a
basic operation in learning. This view has been
proposed very strongly by Miller (1963) among
others. He is well aware of the problems which it
leaves unanswered and both he and Pribram (1963)
discuss the role of motivation and learning from a
critical viewpoint.

Recent discussion and analysis of the motivation
concept illustrate an awareness of the many short-
comings which exist in relation to learning. (Cofer and
Appley, 1964, provide a comprehensive review of this
area.) One of the major problems concerns the
relative contributions of internal states (which act as
internal stimuli) and external stimuli both before and
after learning. Bodily conditions such as those caused
by organic deprivation seem to be important in
creating a readiness to behave in specific ways.
Nevertheless, appropriate environmental cues are
necessary if the responses are actually to occur. Such
may be the case, for example, in sexual behaviour.



Stimulation is necessary to elicit sexual behaviour in
an organism that is hormonally ‘ready’ for it. Cofer
and Appley (1964) argue that it is anticipation which
arouses the organism, alerts it and enhances its
responsiveness to the available stimuli. They further
stress that stimuli, including any coming from internal
features of the deprivation state, may have a double
function: they come through learning to evoke antici-
pations (and thus arousal) and they serve after learning
as cues for responses.

Finally, mention should be made of a state which
has sometimes been referred to as a ‘negative’ drive or
motivation and which represents a form of response
suppression. This was categorised by Pavlov under
the concept of inhibition, and much of his early work
was concerned with its study. Thus in very general
terms it can be said that motivation may be either
positive or negative. In the former category are those
factors which actively motivate and facilitate behav-
iour; in the latter category those factors which tend to
suppress it. Pavlov assumed that inhibition had a
physiological reference point in the cortex, but these
speculations have not been substantiated and in this
context inhibition usually refers to a process which
reduces efficiency of learning, conditioning, memory,
and thinking. The role of inhibition will be further
discussed in a subsequent section on individual
differences.

Although few learning theorists actually dismiss the
role of motivation in learning, some do not emphasise
it. This arises, for example, in theories which deal
solely with the external behaviour and which make no
attempt to analyse the internal state of the organism.
Skinner, for example, is not interested in the inner
‘drive’ determinants of behaviour. He may work with
animals on a food deprivation schedule, but his
emphasis is almost entirely on the environmental
events which follow certain types of responses, and
which by following them closely in time increase their
probability of occurrence. For Skinner a reinforcer is
a stimulus or environmental event which reinforces,
that is, strengthens a response, and his experiments
illustrate dramatically the importance of schedules of
reinforcement. There are positive and negative re-
inforcers: if presentation of food achieves an increase
in response rate we have a positive reinforcer. If
response rate changes with removal of stimulus (like
shock) we have a negative reinforcer. There are
primary reinforcers (like shock) and secondary
reinforcers (like money).

Reinforcement

Whereas animal experiments frequently deal with
primary biological reinforcers such as food, sexual
contact, water, painful stimuli, etc. it is apparent that
a great many objects in our environment come:to be
generalised reinforcers, such as words, money, cloth-
ing, cigarettes, alcohol, cars, etc. This concept of
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secondary reinforcers is a necessary supplement to
that of primary reinforcers. Stimuli which are regularly
associated with primary reinforcement and which
acquire the power to strengthen behaviour are called
secondary reinforcers. Thus food for a hungry dog
would be considered a primary reinforcer while the
food dish might become a secondary reinforcer.

A token reward study of secondary reinforcement
by Wolpe (1936) was carried out as follows. Chimp-
anzees were taught to obtain food by inserting poker
chips into a machine which Wolpe constructed. The
chimpanzees quickly learned to associate the chips
with the receipt of food. They would work at a task
when a poker chip was the reward for their effort. The
chips would then be inserted into the machine for
food. Other investigators have also found that chimp-
anzees would solve new problems when the only
reinforcement was a token.

Skinner (1953) has described several generalised
reinforcers which are acquired through social re-
inforcement of behaviour, including such important
behavioural processes as attention, approval and
affection.

Schedules of reinforcement
There are a number of parameters of reinforcement

Figure 4.6 Course of extinction frequency of the con-
ditioned eyelid response.

The similarity of Groups I and III (100% reinforcement)
is readily apparent, while Group II (50% reinforcement)
responds at a consistently higher level throughout. (From
Humphreys, 1939, by courtesy of J. Exp. Psychol.)
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over and above the simple fact of its occurrence. In
the situation characterised by ‘A followed by B’, B
may occur always, sometimes, or rarély. The rules
which determine when and how often define what
Skinner has called ‘schedules of reinforcement’. Thus
we can arrange that reinforcement B is provided on
every occasion following A, i.e. continuous reinforce-
ment, or intermittently, i.e. partial reinforcement, or
only after a certain number of responses have been
made. The deliberate use of these different schedules
has been highly successful in developing, maintaining
and controlling simple animal behaviour.

Other important parameters include the quantity
and the quality of the reward, and time of its presen-
tation. It is widely known that the effectiveness of a
reinforcer is greater when it occurs immediately
following the response than when it is delayed.

The effects of reinforcement are observed not only
during acquisition but also during extinction. Figure
4.6 illustrates the effects of different kinds of reinforce-
ment schedules on the conditioned eyelid response.
The significant comparison is between Group II, given
50% reinforcement, and Group I and III given 100%
reinforcement. Contrary to expectation but consistent
with all the findings in this area, partial reinforcement
is shown to extinguish more slowly. Explanations of
this effect have been put forward in terms of subjects’
expectancies of reinforcement. The rapid extinction
following continuous reinforcement (Group I and III)
is explained as a shift from the expectation of uniform
reinforcement to that of uniform non-reinforcement.
The subjects of Group II on the other hand may
continue to expect reinforcement, since reinforcement
has often previously followed non-reinforcement.

Skinner has explored extensively two main classes
of intermittent reinforcement, called ratio reinforce-
ment and interval reinforcement. In the ratio reinforce-
ment schedule the animal is reinforced as a function
of the number of responses given. In a fixed-ratio
(FR) schedule the reinforcement follows a fixed
number of responses, perhaps every tenth response,
and such a schedule would be symbolised as FR 10.
Thus with an operant training apparatus for teaching
a child to learn to discriminate the letters of the
alphabet, the investigator might reward with one piece
of candy following each four responses, that is FR 4.
This indicates that the child has to press a key under a
correct letter four times before the candy is received.
Continuous reinforcement would be an FR 1 schedule,
that is, a schedule in which each response was fol-
lowed by reinforcement.

In a variable ratio (VR) schedule of reinforcement,
the reinforcer is systematically related to the number
of responses; however, instead of occurring after a
fixed number, the reinforcing stimulus occurs after a
variable number of responses. In a VR 10 schedule,
the organism would receive a reinforcement for every
tenth response on the average. This means that in

practice the reinforcement might occur following any
number of unreinforced responses from zero to fifty
or more, but it must occur following ten responses on
the average.

The interval reinforcement refers to reinforcement
given at certain intervals of time. Again, interval
schedules may be fixed or variable. These types of
reinforcement are described more fully by Hilgard
(1956) who discusses theories of learning, and also by
Smith and Moore (1966) in a useful self-instruction
programme of conditioning and instrumental learning.

The technical characteristics of schedules of
reinforcement are included since they have been
shown to be a very significant factor in both the
theory and practice of psychology. They have been
applied to various therapeutic and educational pro-
grammes (see for example Krasner and Ullman, 1965;
Skinner, 1971). They are frequently used as expla-
nations of puzzling elements of human behaviour. For
example, any one who observes devoted gamblers . . .
‘will find it very difficult to explain why extinction of
the gambling behaviour fails to occur. By recognizing
that games of chance involve single or double variable-
ratio schedules, it is possible to predict strong resis-
tance to extinction’ (Smith and Moore, 1966).

Reinforcement and learning

In spite of the success which schedules of reinforce-
ment may have in controlling behaviour, there is no
clear agreement about how reinforcement ‘works’ in
relation to learning. Skinner’s position is largely
non-theoretical, but even those who have been con-
cerned with reinforcement theory present a variety of
viewpoints. The hypothesis that reinforcement ac-
companies drive reduction is one major view, but this
has well-recognised difficulties. It does not specify
which kinds of stimuli or responses are crucial to
drive reduction and which are irrelevant. More needs
to be known about temporal effect such as the onset v.
offset of rewards and punishment; and about the
different effects of peripheral (e.g. motor consum-
matory) responses v. central (e.g. cognitive) responses.
We are still uncertain about the effects of reinforcers
on performance as distinct from learning.

During the past few decades interest has been
centred on electrical excitation of central regions of
the brain and the possible relationship with mech-
anisms of reinforcement. A series of studies initiated
by Delgado et al. (1954) and Olds and Milner (1954)
have shown that electrical stimulation of certain areas
of the brain has all the functional characteristics of a
satisfier or reward. Olds and Milner placed the-
experimental animal in a ‘do-it-yourself situation in
which it could press a lever to stimulate its own brain
(see Figure 4.7). Left to itself in the apparatus the
animal stimulated its own brain regularly about every
five seconds, taking a stimulus of a second or so every
time. Localisation experiments showed that when



electrodes were implanted in the classical sensory and
motor systems response rates stayed at the chance
level of 1025 lever presses an hour. In most parts of
the midline system, the response rates rose to levels of
from 200 to 5000 lever presses an hour, indicative of
a rewarding effect of the electric stimulus. Electrical
stimulation in some of these regions actually appeared
to be more rewarding than food.

It is uncertain as yet why electrical stimulation is so
rewarding. One hypothesis is that brain stimulation in
these regions may excite some of the nerve cells that
would be excited by satisfaction of the basic drives—
hunger, sex, thirst, etc. The possibility that there are
identifiable reward and aversion systems that can be
reliably differentiated by anatomical or physiological
techniques may significantly advance our understand-
ing of how reinforcement mechanisms operate.

HUMAN CONDITIONING STUDIES

The extensive work which was carried out in animal
conditioning studies held the promise of general and
clear-cut ‘laws’ of learning. The most influential
theorists spoke in terms of stimulus—response (S—R)
behaviour. They aimed to relate the course of learning
(frequently referred to as ‘habit strength’ and assumed
to be a strengthening of neural connections somewhere
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in the nervous system) to factors under experimental
control such as level of drive, number of paired
presentation of CS and UCS, amount and nature of
reinforcement. In Hull’s system (Hull, 1943) the
development of habit strength was largely dependent
on certain specifiable factors of reinforcement. The-
ories of learning were developed which attempted to
incorporate the factors affecting rate of learning and
link them directly to observed conditioning curves.
These were often assumed to be regular growth curves
(as typified in Figure 4.8) an ‘increment’ of learning
taking place on every trial.

It was recognised that the regularity of the typical
learning curve might be affected by a number of
factors. With highly intense and traumatic UCSs,
learning in a very few trials (even one trial) had been
observed. Some theorists in addition, maintained that
learning curves displayed certain ‘discontinuities’
which could be explained in terms of the animal
having a ‘hypothesis’ or strategy which resulted in
sudden quite marked improvements in learning. This
view seemed to imply that there is a symbolic level of
activity in animals which results in ‘hypotheses’ which
are tried out and if objectively unsuccessful are soon
discarded for new ones. A ‘hypothesis’ thus arises
from the animal’s interpretation of the data and not
simply from the direct effects of external stimulation.
How such plans, ideas or insights could occur in rats
or monkeys seemed an insoluble problem, and the
issue of whether such factors were relevant or not to
learning was shelved.

As interest shifted from animal to human condition-
ing studies, however, the question of subjective
experience (feelings, ideas and thoughts) could no
longer be ignored. Many of the paradigms and pro-
cedures used in animal conditioning studies have
involved severe deprivation or painful stimuli, and the
learning of escape—avoidance reactions. These are
excluded from human studies and the emphasis has
inevitably shifted from the intense emotional/motiva-
tional aspects of conditioning to milder anxiety-pro-
ducing situations. But if in human studies only slight
to moderate degrees of fear and pain are involved, the
role of cognitive and verbal factors becomes far
greater.

When exposed to a conditioning paradigm the
human subject does not passively await the experi-
mental stimuli and their contingencies. ‘More often
than not, he comes to the experiment as a human
being with thoughts, feelings, attitudes, beliefs and
expectations which play a major and critical role in
the behaviour we observe’ (Lockhart, 1973).

Thus human subjects will verbalise their awareness
of contingencies between experimental stimuli; adopt
positive or negative sets towards them and the experi-
menter, will develop expectancies, become involved or
bored with the experiment. All these factors are
known to affect conditioning, and most particularly
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conditioning of autonomic responses like skin resis-
tance, peripheral blood volume and heart rate. For
reasons which are not yet clear, simple reflex responses
like the blink response to a puff of air remain relatively
(though certainly not entirely) uninfluenced by cogni-
tive factors. Autonomic responses, on the other hand,
are very strongly affected.

A number of experimental studies have tried to
show how cognitive factors affect the course of
learning by examining their effects on learning curves.
During the course of acquisition, human subjects
frequently become aware of the CS—UCS relationship.
At the point where this awareness occurs there may
be a sudden change in the subject’s response, reflected
in the acquisition curve as a sharp increase in respond-
ing. This was recognised by Mowrer (1938) who
observed that an apparent conditioned autonomic
response can be suddenly established and equally
suddenly abolished in human beings merely by
controlling the subject’s state of expectancy or pre-
paratory set. There were subsequent debates as to
whether these sudden changes in responding were
‘true’ conditioned responses or not. A classic study in
this area (Cook and Harris, 1937), in which subjects
appeared to condition simply when they were in-
structed about CS—UCS relationships, concluded that
conditioning the skin resistance response in human
subjects differs from the customary conditioning
procedure in that it is established by verbal means and
not via actual presentation of the CS—UCS pairings.
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Figure 4.8 Percentage of conditioned responses as a
function of trials for subjects conditioned with facilitatory
and inhibitory instructions. Except for sentences on the
two curves, instructions were the same for both groups.
(From Nicholls and Kimble, 1964, by courtesy of J. Exp.
Psychol.)

Some authors have preferred to distinguish two types
of learning, calling one (without awareness) ‘true’
conditioning and those situations involving perception
of stimulus relations as ‘relational’ learning. Unfor-
tunately, such a distinction is difficult to maintain.

A long series of studies has investigated the effects
of cognitive factors in conditioning. These factors
include the perception of stimulus relationships and
the effects of attitude, set and expectancies. Frequently
the instructions of the experiment are manipulated, for
example informing one group of subjects in advance of
the precise nature of the stimulus relationships (that a
red light will always be followed by a loud tone, a green
light never) and comparing conditioned responses
with those of a control group given no information. Al-
ternatively, the true nature of the conditioning experi-
ment may be masked by a variety of distracting tasks.

Figure 4.8 illustrates the effect of facilitatory and
inhibitory instructions on the conditioned eyelid
response. Conditioning curves are plotted as percen-
tages of CRs against trials in blocks of five. It is
apparent that the subjects in the group with facilitative
instructions (‘Let your reactions take care of them-
selves’) performed much better than those conditioned
with inhibitory instructions (‘Concentrate on not
blinking until you feel the puff of air’). The two curves
separate and then become parallel, which suggests the
operation of two interacting processes. The first is a
facilitatory or inhibitory set which has achieved its full
strength in something less than ten trials and from
then on has a fairly constant effect on performance.
The second is the conditioned eyelid reflex that
requires much longer to establish.

The question has been raised as to whether con-
ditioning can occur at all without awareness in human
subjects (¢f. a recent symposium on this topic: Classi-
cal conditioning and the Cognitive Processes, Psy-
chophysiology, 1973). On the whole, current opinion
is that verbalised awareness of stimulus relationships
is not necessary for conditioning to occur, even
though a strong causal relationship has been estab-
lished between cognitive variables and rate of classical
conditioning and extinction. It seems unlikely in
the case of interoceptive conditioning that either the
CS or UCS is symbolically mediated: contingencies
are undoubtedly operating below the threshold of
awareness. In the case of strongly-conditioned fears,
the effects of cognitive variables (self-instruction, etc.)
can be minimal.

If in certain situations verbal instructions can
produce apparent conditioned responses in the absence
of direct experience of the conditioning stimuli and
their effects, the further question which can be raised
is whether emotional responses can be conditioned
‘vicariously’ by simply observing another person
being conditioned. A vicarious learning event is
defined as one in which new responses are acquired as
a function of observing the behaviour of others and its



reinforcing consequences, without the modelled
response being overtly performed. Emotional responses
of others are conveyed through auditory cues, facial
expressions and postural changes, and have the
capacity to arouse empathetic emotional responses in
observers. In the case of vicarious classical condition-
ing, the observers’ vicariously elicited emotional
responses became conditioned through contiguous
association to formerly neutral stimuli.

Some experiments by Berger (1962) provide
evidence for vicarious conditioning. This is labelled
‘no-trial learning’ since the observer does not engage
in any overt responding trials, although he may
require multiple observational trials in order to
reproduce the modelled stimuli accurately. It seems
likely that the development of mediational responses
in the form of imaginal and implicit verbal represen-
tations of the perceived stimulus events plays a critical
role in the vicarious learning process. Autonomic and
instrumental classes of responses can not only be
acquired but also extinguished on a vicarious basis.
There is evidence that behavioural inhibitions can be
removed by modelling procedures and these are
discussed by Bandura (1965, 1971) with special
reference to fearful and aggressive behaviour.

Although powerful conditioned fears are unlikely to
be produced in the laboratory (see, as an exception, a
study by Campbell ef al., 1964, in which fear con-
ditioning was powerfully established with a single trial
by means of Scoline inhibited respiration) the role of
fear and anxiety is of central significance to several
aspects of human conditioning. One concerns its
relationship to personality. A second concerns the
application of conditioning principles to explain and
to modify the maladaptive emotional reactions which
occur in real-life situations. Here the problem is
usually a therapeutic one, i.e. extinguishing persistent
fears and anxieties which, it is assumed, have been
acquired in the life-history of the individual through a
process of conditioning. A third is how the concept of
fear can be incorporated in conditioning theories of
fear acquisition and extinction.

Individual differences

The classic operation for establishing a motivational
or drive state is deprivation. With rare exceptions,
deprivation has not been employed in studies of
human motivation. Assessment of the subject’s drive
state has more frequently been in terms of anxiety
level, either by means of a questionnaire or by the
experimental manipulation of arousal via threat of
shock, stress, or failure.

Several theories have selected one aspect of motiv-
ation as a major source of individual variation, the
difference between them lying mainly in the choice of
specific motivational components. For Eysenck, the
major emphasis has been on the negative drive
represented by the concept of central inhibition, and
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referred to the activity of the reticular activating
system (Eysenck, 1967). For Spence (1956) the major
emphasis has been on positive drive components,
particularly emotionality, referred to the activity of
the autonomic nervous system.

A central concept in Eysenck’s theory is that
differences in learning capacity, more specifically in
conditionability, account for the major aspects of
human behaviour. This concept has been of particular
importance in applying the theory to social problems,
like neurotic behaviour and crime. In its simplest
terms it proposes that individuals high on extroversion
are impaired in utilising learned patterns of behaviour.
Individuals high on extroversion are said to be less
able to learn from experience (like criminals and
psychopaths) whereas individuals low on extroversion
are said to be more easily socialised.

It has been proposed that the characteristics of
extroversion/introversion could be explained in terms
of differences in cortical excitation/inhibition balance.
In Pavlovian terms, this means that inhibition of
cortical function is greater in the extrovert than in the
introvert. Inhibition (of behaviour) by the cortex and
inhibition (in function) of the cortex must be differen-
tiated. In the extrovert, inhibition of cortical
control leads to disinhibited behaviour. In the intro-
vert, a chronically higher level of cortical excitation,
together with less susceptibility to inhibition of cortical
control, leads to more inhibited behaviour (Eysenck,
1967, p.75 elaborates this point). Although the role of
the cortex in conditioning is now in doubt, the concept
of an inhibition/excitation balance is not necessarily
invalidated. However, the balance may be more
complex than Pavlov imagined. Inhibition, though
more active than excitation, is held in essential balance
with excitatory processes within the nervous system
and the concept of the inhibition/excitation bakance in
part defines CNS activity. Thus inhibition is a central
process which at all times governs ongoing activity.

The general relationship between personality and
inhibition was postulated as follows: ‘Human beings
differ with respect to the speed with which excitation
and inhibition are produced, the strength of the
excitation and inhibition produced and the speed with
which inhibition is dissipated. These differences are
properties of the physical structures involved in
making stimulus—response connections’ (Eysenck,
1967, p.79). It follows from this postulate that con-
ditioning will be demonstrated more quickly in intro-
verts than extroverts in experimental conditions which
generate significant but not maximal amounts of
inhibition. In the eyelid conditioning experiment which
was employed to test this hypothesis the specific
conditions relate to UCS (airpuff) intensity, reinforce-
ment schedule (partial v. continuous) and the interval
of time between CS and UCS (Levey, 1972). Extro-
verts, through their greater susceptibility to central
inhibition, are impaired under the unfavourable
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Figure 4.9 Conditioned eyelid response curves over
trials.

(a) Acquisition curves for levels of extroversion under
continuous reinforcement, long CS—UCS interval and
strong UCS intensity

(b) Acquisition curves for levels of extroversion under
partial reinforcement, short CS—-UCS interval and weak
UCS intensity. (From Levey, 1972, by courtesy of Univer-
sity of London)

conditions (low intensity UCS, short CS-UCS
interval and partial reinforcement) but do well under
favourable conditions (strong intensity UCS, long
CS-UCS interval and continuous reinforcement).
Introverts tend to condition well in both favourable
and unfavourable conditions (Figure 4.9).

Spence’s theory states that anxious people con-
dition more rapidly than non-anxious, and he has
suggested that emotionality, defined essentially as
sympathetic autonomic arousal, acts as a drive. He
argues that anxiety is an example of such a drive and
offers this explanation of the role of individual differ-

Figure 4.10 Frequency of conditioned eyelid responses for
subjects with high and low anxiety. (From Ominsky and
Kimble, 1966, by courtesy of J. Exp. Psychol.)

ences in conditioning. The Taylor Manifest Anxiety
Scale was developed as a means of identifying differ-
ences in anxiety, and has been used in many studies in
relation to levels of conditioning (Figure 4.10).

Both the theories mentioned above present the
motivational aspects of conditioning in terms of
personality variables, with inhibition being the major
factor in one and anxiety drive in the other. They are
not in conflict, and are examples of two well-devel-
oped theories in the field with precise predictions and
specification of the experimental conditions which will
lead to rapid conditioning.

Extinction of conditioned fears
The basic fear conditioning paradigm as discussed
earlier in connection with animal experiments simply
involves the pairing of a neutral CS with an aversive
UCS. Many investigators believe that essentially the
same type of conditioning paradigm is responsible for
the learning of fear reactions in humans. Furthermore,
human methods of dealing with anxiety-provoking
situations essentially follow the same strategy as the
rat, i.e. to escape as quickly as possible from the
presence of the feared CS.

In this situation the CS although unaccompanied



by the usual reinforcer (the UCS) continues to evoke
sirong avoidance responses for very long periods of
time. Indeed, the term incubation has been used to
describe the increment in CR strength which may
occur in neurotic fears even though the usual con-
ditions for extinction are present. Eysenck (1968,
1974) has suggested that the unreinforced CS elicits
sympathetic fear responses (CRs) which are un-
pleasant to experience and thus lead to a strengthening
of the CS/CR connection. What is being suggested is
that conditioning sets in motion a positive feedback
cycle in which the CR itself provides reinforcement
for the CS. This is not an uncommon pattern, often
described as ‘having nothing to fear but fear itself” and
with the implication that each of the fears may in
some way exacerbate the other.

The physiological responses to the unreinforced CS
in the case of pain/anxiety may often be identical to,
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Figure 4.11 Illustrates the growth of blood pressure CR

to an unreinforced CS (CS) from 30-40 mm on early
trials to 190-230 mm on later trials, following a single
conditioning trial. (From Eysenck, 1974 from data pro-
vided by Napalkov, 1963)

or even greater than, those to the primary UCS.
Napalkov (1963) working with dogs found that
repeated administration of the CS alone following a
single conditioning trial brought about large increases
in blood pressure as illustrated in Figure 4.11. In
some cases the hypertensive state which was produced
lasted over a year. Eysenck (1974) discusses evidence
for the possibility that under certain circumstances,
which might well occur in real life conditioning
situations, the CR unlike the UCR is protected from
extinction.

The failure to extinguish avoidance responses has
also been discussed by Seligman and Johnston (1973)
who offer an explanation in terms of expectancies.
They argue that CSs which have been paired with the
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absence of shock become ‘safety signals’. Thus an
animal may continue to respond to unreinforced CSs
because the safety signals positively reinforce respond-
ing; in this situation it develops expectancies that
some responses lead to shock while other responses
lead to avoidance of shock. Their theory has two
components: one, the cognitive element just mentioned
by which the organism stores information about
contingencies between responses and outcomes in a
given situation. The second is an emotional element in
which the animal ‘prefers’ one outcome (e.g. no
shock) to another outcome (e.g. shock), or ‘prefers’ a
state of no fear to one of fear.

It should be added here that although many con-
ditioning theories recognise only fear and pain as the
UCR which occurs in the conditioning situation there
is good evidence that ‘frustrative non-reward’ (i.e.
frustration which arises when a previously occurring
reward no longer occurs) has very similar effects as
punishment and that punishment may be functionally
and physiologically related to the state of fear (Gray,
1971). Thus the extension of the paradigm from
animals to humans in part coincides with the extension
of the UCR from simple physical pain to frustrative
non-reward; the difficulties which people face seldom
involve actual pain, but they do very often involve
frustrations of one kind or another, disappointed
expectations or frustrated hopes, as the case might be.

Detailed accounts of the Eysenck, Gray, and the
Seligman and Johnston theories are given in their
papers. They are briefly mentioned here simply to
illustrate the progress which is being made towards a
more adequate though more complex version of
two-process aversion theory. Eysenck has consistently
argued that methods of treatment of neurotic disorders
must take their place within a theoretical framework
of anxiety extinction and preservation, and it is often
argued that phobias and certain neurotic symptoms
can be viewed as avoidance behaviour which is
reinforced because it successfully helps the individual
to escape from cues which elicit anxiety. Thus avoid-
ance behaviour is an attempt to protect the person
from a conditional fear, acquired in his life history
and which continues to evoke intense anxiety.

In order to really test the situation, i.e. to check
whether or not the undesirable UCS is or is not
occurring, the subject has to be exposed to the total
CS-UCS stimulus complex which he has previously
learned to avoid. Since the testing of this hypothesis
will result in a substantial increase in anxiety, it is not
put into operation voluntarily. Treatment involves
applying some of the well-established laboratory
methods known to produce extinction of fear. These
include such techniques as exposing the animal or
person to the CS and forcibly restraining avoidance
responses so that he can test the non-occurrence of
the shock-UCS or feared object. Several investigators
have found this to be an effective procedure, resulting
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in rapid extinction of the avoidance response and of
the fear. Subjects appear to be highly anxious during
the first few presentations of the total CS complex but
after repeated extinction trials the anxiety dissipates
quickly.

Another technique for reducing conditioned fear
reactions is that of counterconditioning or systematic
desensitisation, which aims to develop a new response
which is inhibitory to the fear reaction, and which will
gradually weaken and replace it (Wolpe, 1961). It has
been hypothesised that anxiety and phobias consist of
conditioned sympathetic reactions, and that treatment
consists of conditioning parasympathetic reactions
which, being antagonistic to the sympathetic ones, will
weaken and then extinguish them.

In implosion or flooding techniques the patient is
fully and intensively exposed to all the cues which
elicit his anxiety. The therapist first tries to establish
the exteroceptive and interoceptive conditioned stimuli
that the patient is avoiding. Many of these will be
situational or environmental cues which are highly
correlated with the occurrence of the patient’s symp-
tom. These cues are then verbally described in detail,
while the patient is encouraged to visualise them in
imagery. Scenes are described to the patient which
will produce a maximal level of anxiety: he might be
asked to imagine himself climbing the stairs of feared
tall'buildings, or handling feared animals. The patient
is maintained at this high level of anxiety until some
signs of spontaneous reduction (extinction) in the
anxiety produced by the stimuli takes place. Thus the
therapist forces the patient to expose himself to some
of the anxiety arousing situations which he would try
to avoid outside the treatment session, and if these
cues elicit the anxiety response in the absence of
primary reinforcement, the anxiety response will
eventually extinguish.

Finally, operant conditioning procedures may be
employed, the therapist in this instance applying
appropriate reinforcements contingent on the behav-
iour of the individual (Krasner, 1971).

These techniques raise many practical and theo-
retical problems, among them being the manner in
which they operate. There seems to be fairly reason-
able agreement that some form of extinction process
is involved, and Wolpe (1961) has postulated that this
is due to inhibition. The essence of his theory is that if
a conditioned fear response is wholly or partially
prevented from occurring by antagonistic responses,
the accumulation of conditioned inhibition tends to
prevent anxiety responses to the original stimulus
when encountered again. Recent critics of desensitis-
ation treatment have tended to discard terms such as
reciprocal and conditioned inhibition, working on the
practical problems of accelerating extinction and
utilising only the empirical fact that competing
conditioned responses interfere with each other. In the
case of implosion and related techniques it has been

tentatively suggested that they operate by bringing
about a type of ‘exhaustion’ of the patient’s ability to
respond emotionally and that during this refractory
phase he is able to habituate to the formerly fear-
evoking stimuli.

The concept of a conditioned fear

Although conditioning studies typically handle only
one response measure at a time, a complex human
emotion like fear comprises many response elements.
These form a complex pattern of autonomic, skeletal-
motor and cognitive-perceptual factors which are
partially independent of one another. One individual
may avoid feared objects and display heightened
autonomic arousal, but verbally deny that he- feels
afraid. Another may admit to feeling afraid but be
willing to approach and touch a feared object because
he does not want to appear cowardly. Thus the
individual components may have different kinds of
interactions with the environment, and to some extent
are capable of independent change. That is to say,
they may have been acquired as a result of different
conditioning processes occurring at different times in
the history of the individual; and they may be ‘shaped’
(i.e. modified) by separate conditioning treatments. In
re-training a complex reaction of fear it may well be
necessary to apply a variety of extinction or counter-
conditioning techniques to modify autonomic, behav-
ioural and verbal response components.

To state the case simply, one could devise a pro-
gramme of modification which would seek to lower an
elevated physiological arousal by means of relaxation
or desensitisation techniques, or by one of the bio-feed-
back operant methods in which the person is trained
to control certain aspects of his physiological respond-
ing; it could seek to modify overt avoidance behaviour
with a retraining programme offering more adaptive
types of response strategies, e.g. by learning social
skills instead of avoiding social situations. And the
individual’s attitudes and verbalisations about his
fears could similarly be modified by various learning
techniques (Staats, 1972).

It would be expected that training or modifying one
component, say the verbal, would have some effect on
the physiological. Conversely, retraining the physio-
logical, say in terms of learning to relax, should affect
the individual’s verbalisations (‘I feel more relaxed)’
and his behaviour. The extent to which these interac-
tions occur remains an empirical problem. We need to
measure responses in all systems, and discover the
laws that determine their interaction. Treatment
programmes may have to be tailored to each response
system, in the light of known principles of modifi-
cation. ‘Thus, a patient who reports anxiety, fails to
cope or perform effectively under stress, and evidences
autonomic activity that varies widely from the prac-
tical energy demands of the situation, needs to receive
treatment for all these disorders. He should be admin-



istered a treatment directed simultaneously at shaping
verbal sets (so as to reduce reported stress over the
variety of situations in which it appears), assisted in
building effective coping behaviours and practising
them in appropriate contexts, and finally, administer-
ed a programme for attenuating autonomic arousal
and excessive muscle tonus, with the goal of reducing
the distraction and interference of peripheral physio-
logical feedback’ (Lang, 1971). In short, behaviour
modification may need to incorporate a multisystem
training program tailored to the unique behavioural
topography presented by the patient.

Conditioning attitudes, values and language

The conditioning of fears has been discussed at some
length because of its obvious theoretical and practical
importance. Less obvious but perhaps equally signifi-
cant is the evidence:on the conditioning of attitudes,
values, feelings other than fear, and language.

Razran (1940) for example asked subjects to rate
sociopolitical slogans in terms of personal approval
and social effectiveness (America for America;
Workers of the World Unite!) and then divided the
slogans into two sets. One set was always presented
while the subjects were enjoying a free lunch and the
other while they were required to inhale a number of
unpleasant, ‘putrid’ odours. After five to eight con-
ditioning sessions the original rating procedure was
repeated. He found that slogans associated with the
lunch showed increases in ratings for personal ap-
proval etc. while those combined with unpleasant
odours showed decreases in ratings. Elsewhere
Razran (1938) has discussed techniques for condition-
ing away social bias by presenting the social stimuli
while subjects are enjoying a pleasant lunch.

Yet another approach to attitudes via the condition-
ing. of verbal meaning has been described by Staats
and Staats (1958). In the child, for example, stimuli
that elicit negative emotional "responses are often
paired with the word ‘bad’, which then itself comes to
elicit a negative emotional response. The classical
conditioning of emotional responses to words has
been well-demonstrated, and there is considerable
evidence that words eliciting positive or negative
emotional meanings have a high frequency in many
languages.

The emotion eliciting and reinforcing functions of
words are closely linked; and a large class of positive
emotional words exist that can function as positive
(enjoy, laughter, fun) or negative (ugly, die, sick)
reinforcers. That is to say, in instrumental (Skinnerian,
operant) conditioning, the presentation of such words
contingent upon some type of behaviour has been
shown to strengthen or weaken it. A common example
in social situations is the use of the word ‘Good!’
following behaviour of which we approve and which
we may wish to increase.

Other workers have pointed to the multiple effects
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of the stimuli used in conditioning. Along with the
gustatory stimulation of sugar solutions, for example,
there is also positive affective-arousal. Some stimuli
are preferred to others, some liked and some disliked.
A neutral stimulus, like an auditory click, can arouse
positive affective responses by being conditioned to a
positively valued stimulus (like food). The general
conditioning principle is that any neutral stimulus
which occurs consistently and contiguously with
primary affective arousal will tend to elicit a similar
affective arousal (Young, 1961). These affective
processes regulate and direct behaviour according to
the principle of maximising the positive and minimising
the negative. Thus they lead to the development of
motives and evaluative dispositions that become
relatively stable and permanent determinants of
behaviour.

The multiple effects of stimuli therefore include not
only observable motor and autonomic responses but
also a range of cognitive—attitudinal-emotional
responses. Very little is known about the significance
of these responses. Available evidence suggests that
the transfer of value (liking, disliking) can be achieved
quite readily in human subjects with simple visual
stimuli by means of a conditioning paradigm. Pictures
originally rated as neutral (CSs) were paired with
liked or disliked pictures (UCSs) and subsequently
found to have shifted toward the value of the UCS,
i.e. the neutral pictures were now liked or disliked
(Levey and Martin, 1975). It is of interest that in this
experiment transfer of liking/disliking occurred in the
absence of strong autonomic/emotional activation or
overt responding.

It has long been recognised that one of the compo-
nents of an intense feeling like fear is an appraisal
both of the external situation and of the fear/anxiety
response itself. Field studies suggest, for example, that
men may report being afraid but do not necessarily
avoid participating in combat missions. It is apparently
possible to tolerate and even to ‘enjoy’ fear. If a man
should lose confidence or seem to lose control of the
situation, however, as could occur in an unexpected
accident, a general reappraisal takes place. The
external situation may be evaluated as more threaten-
ing, coping strategies as ineffective, and the experience
of fear now becomes intensely negative in quality.

In its simplest formulation the conditioning process
refers to the association in time between well-defined
stimuli and responses, but when complex attitudinal
and evaluative processes are considered the definitions
of stimulus and response become more and more
obscure. A stimulus not only has physical characteris-
tics but also conveys information and meaning to the
individual. A response may be specified in terms of
physiological change or skeletal activity, but it, too,
becomes less clear-cut when it is considered as
personal experience with connotations of good and
bad, desirable or undesirable. Which of all the many
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attributes of a ‘stimulus’ or ‘response’ become associ-
ated in the conditioning process has yet to be estab-
lished.

SOME PROBLEMS IN CONDITIONING
THEORY

People will be interested in conditioning from different
points of view: some from more academic and theor-
etical interests and others from clinical and applied
needs. These two areas will no doubt be more closely
linked in the future than they are at present, but any
existing looseness between theory and practice is
probably inevitable and should stimulate attempts to
integrate them.

The problems of conventional learning theory are
many. They include the effects of motivation and
reinforcement on learning, and how these factors
operate on different measures of learning and perform-
ance. One approach is typified by the work of Skinner,
who has tried to establish the explanatory power of
the reinforcement concept by an intensive operational
analysis of reinforcement. He has not sought a
unifying link that underlies different reinforcing
events, but seeks instead for the empirical link between
praise for a child and corn for a pigeon in terms of the
similarity of the behavioural consequences. Other
approaches have examined the brain structures which
are involved in reinforcement. Early studies suggested
the interesting possibility of a ‘pleasure centre’ in the
CNS (central nervous system) acting to maintain
behaviour through reward, and extensive work since
has shown that there are many reward areas scattered
through the limbic system and rhinencephalon. A full
discussion of problems of motivation and re-
inforcement is provided by Cofer and Appley
(1964).

Many attempts have been made to study the role of
the CNS in learning. It should be borne in mind that
there is no single type of conditioning, but a diversity
of situations in which different types of conditioning
occur. There is no final agreement about the logical
distinction between the paradigms of conditioning
(classical, instrumental, operant) which have been
discussed in this chapter. Possibly they will be re-
evaluated in the future and classified in different ways.
This might be in terms of experimental operations, as
has been done in the past, but it could also relate to
different strategies of the organism, or to different
reinforcing factors.

We should not expect to find a single neurophysio-
logical explanation of learning (e.g. a ‘learning centre’)
which would cover all cases. Many studies have been
concerned with speculations about events in the
cerebral cortex. Theorising in this area has been
dominated by the view that some form of new path-
way must be formed, directly or indirectly, between
centres receiving the CS (e.g. in the sensory cortex)
and those effecting the response (e.g. in the motor

cortex). This is a plausible notion, but one which has
received very little experimental support. Crude
conditioned responses can be formed in partially or
completely decorticate animals, but they cannot be
differentiated or refined without the presence of all or
most of the cerebral cortex. Many lines of ‘investigation
suggest that the first signs of electrical activity in the
brain are in fact subcortical (see- Grossman, 1967, for
a full discussion of neurophysiological theories of
learning).

A novel influence in conditioning theory has
recently come from the studies of ethologists. These
workers have most commonly observed the behaviours
of individual species in their natural habitat and have
tended to emphasise the role of instinctive factors.
This approach is to be contrasted with the typical
learning experiment in which the animal is isolated
from all the stimuli available in his natural environ-
ment and is expected to attend to the artificial lab-
oratory-type contingencies imposed on him. It is often
tacitly assumed that the animal comes to the labora-
tory as a virtual tabula rasa, that species differences
are not important, and that all responses are about
equally conditionable to all stimuli. Ethologists argue,
on the other hand, that an animal may learn some
things much more readily than others. That is to say,
some parts of the entire behavioural pattern may be
changed by learning while others seem to be so rigidly
fixed that no learning is possible. For example, herring
gulls learn immediately to recognise their own chicks
but never their own eggs. Presumably individuals of
each species are predisposed to modify those aspects
of their behaviour which are relevant to survival in
natural conditions. In spite of these differences,
however, the ethological and learning theory approach-
es are not in conflict, but have a great deal to offer
one another.

The implications of such views on learning theory
have been discussed in relation to the ease with which
certain CS—UCS connections can be formed (Seligman
and Hager, 1973). Using the term ‘biological prepared-
ness’ these authors point out that an animal may be
more or less prepared by the evolution of its species to
associate a given CS and UCS or a given response
and reinforcer. It has also been suggested that phylo-
genetic mechanisms in man may make certain stimuli
prepotent over others in the production of phobias,
e.g. the avoidance of perceived depth, fear of strangers
and of objects and animals which move suddenly
(Marks, 1969).

Finally, a recurring problem is that of what is
‘reallf’ learned in the conditioning process. Different
theorists have maintained a variety of viewpoints,
some arguing that it is an isolated reflex response,
others that it is expectancy, and some again that it is a
‘cognitive map’. Thus the simple view of a mechanical
sequence of responses has been modified to include a
number of ‘mediation’ processes, i.e. processes of



thought and feeling which intervene in the stimulus—
response connection. These are empirical problems,
however; the essential requirement of a learning
theory is that whatever intervening variables are
introduced, they must always be related to observed
antecedent and consequent conditions.

Traditional laboratory conditioning paradigms (and
theories) have had a zoOcentric bias which is ill-suited
to contemporary interests in individuals and therapy.
Indeed, the application of behaviour modification
techniques to human problems has acted as a search-
light on the inadequacies of existing learning theories.
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Chapter 5

MEMORY AND LEARNING

Elaine A. Drewe

Without memory we would have no knowledge of
past events and hence be unable to adapt fully to
changes in our environment. The record we have of
preceding events provides a basis for analysing and
interpreting ongoing ones, for seeing relationships
between them and for planning appropriate action. At
the risk of over-inclusion the study of memory and
learning may be regarded as research into how past
events are able to affect information processing-and
the resultant performance.

Studies of learning tend to concentrate on the
acquisition of knowledge about events and those of
memory on how retention or retrieval of information
is affected with time. To the extent that the retention
of past information affects the processing of new
material the two are inextricably linked. They repre-
sent differences in orientation rather than subject
matter investigated. The approach taken in this
chapter is to consider the rate and nature of acquisition
of knowledge and its loss over time as a function of
the utilisation of three storage systems, each being
defined primarily by how long information is able to
be retained. Controversies inevitably arise such as
how many systems are needed to account for all the
evidence (Melton, 1963), how these are related
(Shallice and Warrington, 1970) and what the bases
of the differences between them may be (Tulving,
1970; Craik and Lockhart, 1972; Norman, 1973).
These, and other issues are considered in later sec-
tions, although in the interests of clarity it is beyond
the brief of this chapter to discuss them in the detail
that they merit.

STORAGE SYSTEMS
Preperceptual memory
If, after being shown something for a fraction of a
second, we did not retain an impression of it in a
fairly literal fashion for a longer time we would not in
most cases be able to adequately understand it. We
process information both from the stimulus itself and
from the memory we have of it afterwards. It appears
that we have large capacity storage systems which are
able to retain all that is encountered in a relatively
unanalysed form for 1-2 seconds. After this time any
information not attended to and processed further is
forgotten. A number of such systems, each seemingly
modality specific, have been investigated experimen-
tally.

In the visual modality, Sperling (1960, 1963) found

that if a 4x3 matrix of letters is shown for 50 ms then
a subject (S) will be able to correctly identify and
report an average of 4.3 letters. Although S may say
that more than this number were ‘seen’, by the time
four letters have been reported, the others have been
forgotten. One way to test this is to randomly sample
what can be identified immediately after seeing the
letters and also after various delays. Sperling did this
by asking S to report only one line of the matrix; the
line chosen for this test was indicated by prearranged
tone signals presented after the letters had been
shown. Selection and report of the correct line must
therefore be completely based on memory. By ran-
domly sampling the line to be remembered each time,
Sperling found that an average of just over three
letters/line could be reported indicating that at least
nine items altogether (three on each of three lines)
were in fact retained. Thus more information is
available immediately than is able to be reported, and
from this material the selection of that which is
specially relevant can be made. Selection may be on
the ‘basis of size or colour of items as well as position
(von Wright, 1968) so the range of information
available for a short period is considerable. Although
enforced delay in reporting does not affect the amount
recalled (Dick, 1969) delaying the tone guiding
selection does, such that after one-third of a second
from the offset of the array only six items on average
are available and after one second there is no advan-
tage in this guided partial report over a whole report
(about four items in each case). Useful retention for
this type of processing (naming) must therefore last
approximately two seconds if the time taken to report
the items is taken into account (Mackworth, 1963a).
However there may be sufficient iriformation available
for a longer period to allow less complex analysis to
be undertaken (Clark, 1969; Dick, 1969).

This ‘iconic’ sensory memory (Neisser, 1967) seems
to be specifically visual. Subjects report ‘seeing’ the
image for longer than the exposure duration (Sperling,
1967). Sensory manipulations such as stimulus
duration (Mackworth, 1962, 1963b), stimulus bright-
ness (Neisser, 1967) and brightness of the field
following presentation (Sperling, 1960) affect the
effective duration of the icon. In addition, a flash of
light given shortly after the stimulus presentation
prevents (or considerably reduces, Neisser, 1967)
continued preperceptual retention. This only occurs
however if the flash is to the same eye as that to
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which the stimulus was presented; flashes to the
opposite eye having very little effect. However, such a
masking effect is considerable to both eyes if patterns
rather than just flashes follow the array (Schiller,
1965; Jacewitz and Lehmann, 1972). Auditory stimuli
do not mask visual (Sperling, 1960). Retention in this
preperceptual memory system (P.P.M.) therefore
seems to take place on at least two levels and specifi-
cally within the visual modality.

Auditory retention has also been found to occur at
a number of levels, some of which seem to correspond
to the preattentive visual processes. Broadbent (1958)
has shown that after presenting a series of pairs of
digits simultaneously, one to each ear, which digits
were correctly reported could be affected by post-sti-
mulus indication of which ear stimuli to recall first.
The effect of post-stimulus selection is not, however,
so marked as is found on a similar task in the visual
modality (Posner, 1967), a finding which may be a
result of a longer storage duration for items presented
in the auditory modality. A delay time similar to that
found for visual material has, however, been found by
Triesman (1964). In Triesman’s dichotic listening
experiment, if the same material was played to both
ears but staggered in time and S was instructed to
attend to and repeat that to one ear only then the
similarity between the ‘messages’ was only recognised
if the material to the attended ear lagged less than 1+
seconds behind that of the unattended one. This was
regardless of type of material used. Thus information
to which attention is not paid seems able to be
retained unanalysed for up to 13 seconds in this
experiment. After this time only analysed material is
remembered, for the unattended message could lag up
to 4+ seconds behind the attended (i.e. analysed) one
and still be recognised. A similar but much shorter
duration store has been indicated by Massaro (1970).
He found that identification of a 20 ms tone as high or
low in pitch was poor when another (masking) tone
was presented immediately after it. However, recog-
nition improved as the time between the tones was
increased up to 250 ms. A presentation time of 20 ms
may thus be insufficient for adequate analysis of the
tone and processing must go on, on the basis of an
auditory representational store, in the following
250 ms. The masking stimulus confounded the stored
information (as is found in the visual modality) thus
making further processing difficult.

A non-perceptual retention seems to be implicated
in Massaro’s study, for although varying the frequency
of the masking tone did not alter the amount of
blocking (therefore indicating that material specificity
is not important), masking was effective to the ear
opposite to that hearing the tone to be recognised as
well as to the same ear. Stores based on type of
information have also been indicated. If, after reading
a list of words for recall, a suffix ‘zero’ is added,
performance on the memory task is impaired even

though the ‘zero’ is redundant (Crowder, 1967).
Morton, Crowder and Prussin (1969) (see Morton,
1970) have found that the magnitude of this interfering
effect depends on the similarity of the masking stimulus
‘zero’ to the rest of the list. Thus if it is spoken by a
different voice or with a different loudness the disrup-
tion is less. White noise had no masking effect,
although this suffix presented to the same ear as thg
list was more disrupting than when it was to the
opposite ear. Thus, as in the visual modality, retention
may be at various levels (peripheral or more central)
and for material at different stages of analysis (by
sensory qualities or speech/non-speech distinction)
although the relationship between these is as yet
poorly determined.

In the tactile modality, Bliss et al. (1966) have
shown that there is more information available
immediately after receiving blasts of air to the knuckles
than is able to be recalled directly.

The differences between the properties of stimuli in
each modality make comparability of these storage
processes difficult to determine. For instance, the long
retention shown for stimuli presented in the auditory
modality (Erikson and Johnson, 1964, suggest a 10
second store) may be due to the fact that little
information is needed to make some types of response
(e.g. presence or absence of a tone). Processing may
be faster or more effective for some types of material
so that more information may be gained from simi-
larly protracted storage systems or a longer term
storage mechanism may be utilised. Thus, although
general characteristics of initial sensory retention can
be defined, the limits of these storage processes, how
many there are, and the interaction between them, are
not clearly able to be discerned.

There has been little study of the pathological
breakdown of such storage systems. The research
performed indicates that deficits are more likely to be
a result of defective processing of information from
such systems rather than impaired P.P.M. (Inglis and
Sanderson, 1961; Kinsbourne and Warrington, 1962,
1963; Oscar-Berman et al., 1973).

Primary memory

After material has been processed or analysed to
some extent it may be retained in a buffer for a short
time (usually a matter of seconds) where it is available
for immediate use. This information may have come
directly from P.P.M. processes or may have been
retrieved from a longer term storage system to enable
it to be available for immediate use. Unlike preatten-
tive memory input, we have some control over selection
of this material and the length of its retention although
the limited capacity of the system restricts the amount
that can be handled. We use this primary memory
(P.M.) storage mechanism when we retain a telephone
number whilst dialling, a complex short sentence
whilst we comprehend it fully or try to hold numbers



Figure 5.1 Frequency of recall as a function of time since
presentation when the retention interval is filled with a dis-
tracting task. The height of the curve at the 18-second
asymptote can be used to estimate the S.M. component in
this task (here it is less than 10%). (From Peterson and
Peterson, 1959, by courtesy of J. Exp. Psychol.)

in our heads whilst doing mental arithmetic. It is often
called short-term memory but, as information can be
held for a considerable time, and as not all retention
over short periods involves this system, such a term is
confusing (Waugh and Norman, 1965). There are
however a number of short-term memory (S.T.M.)
procedures which have been used to investigate the
properties of this P.M. system.

One technique, investigated initially by Peterson
and Peterson (1959), is particularly useful in showing
the rate of forgetting material in P.M. Peterson and
Peterson measured how well a small amount of
material (e.g. 3 consonants) is retained by a S for
varying lengths of time when a distracting task (e.g.
counting backwards in threes) is performed .in the
interval. The results of such investigations usually
follow the pattern shown in Figure 5.1. Thus even
with very small amounts of material, if attention is
drawn away from it, 90% is forgotten in 15-20
seconds. The remaining 10% is considered to be able
to be retained over a longer period as it is processed
by a different system—secondary memory (S,M.).

Capacity of the P.M. process, in addition to rate of
forgetting, may be investigated by a free recall tech-
nique (Glanzer and Cunitz, 1966). If a list of about 20
items is presented one at a time and S is asked to
recall as many as possible in any order, then the
probability of remembering any item depends on its
position in the list (Figure 5.2). The S will typically
recall those items from the end of the list first and, no
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Figure 5.2 Schematic serial position curve for free recall
of a list of length n. Immediate recall results are indicated
by the solid line. Recall of the items in the last serial posi-
tions after 30 seconds delay is represented by the dotted
line, recall of items in the preceding positions after this
interval remaining the same. The shaded area can be used
to estimate P.M. capacity. (From Shallice and Warrington,
1970, by courtesy of Quart. J. Exp. Psychol.)

matter how long the list (Murdock, 1962), will tend to
get more of these correct than items presented earlier.
This is known as the recency effect. Glanzer and
Cunitz hypothesise that the short time between
presentation and recall gives the last items the advan-
tage of being able to be retained by a P.M. system
whereas earlier items, because of the longer delay,
must be retained exclusively by S.M. This is supported
by a finding that asking S to recall the beginning of
the list first attenuates the recency effect (Craik,
1969). Also imposing a delay of 30 seconds before
recall eliminates it completely (Figure 5.2) whereas it
does not significantly affect the probability of recall of
earlier items (Glanzer and Cunitz, 1966; Craik, 1970).
This forgetting within half-a-minute is consistent with
results obtained from the Peterson task. A limit on the
capacity of P.M. is indicated by the fact that regardless
of presentation rate, only about the last five items in
the list are susceptible to delay.

If instead of recalling the complete list, knowledge
is sampled by a request to report only one specific
item, then interference from the response itself is
minimised and processing capacity can be more
accurately estimated. This ‘probe’ technique has been
utilised by Waugh and Norman (1965) who presented
an item, which had occurred once before at the end of
the list and S was requested to remember which item
had followed it on the previous occasion. By varying
the speed of presentation and the position in the list of
the item to be reported, the effects of both time and
number of items between presentation and recall may
be assessed. Waugh and Norman found that the speed
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of presentation of items (I or 4/second) did not
significantly affect recall probabilities whereas the
position in the list of the ‘probed’ item did affect
likelihood of recall, such that the probability of a
correct response decreased as the number of items
between presentation and recall increased. With an
interval containing 10 intervening items the recall
probability was reduced to almost zero. If an ‘inter-
vening item’ is taken as either perceiving a stimulus or
responding in some way the results on Peterson and
free recall tasks may be regarded as similar (Waugh
and Norman, 1966). Thus university student subjects
may process up to about 10 items in P.M. regardless
of how quickly or slowly this takes place.

Digit Span is probably the best known of the
S.T.M. tasks and, as in all span tasks, indicates the
number of items S can recall immediately in the
correct order after one presentation. This number is
remarkably constant, averaging about seven (Miller,
1956) although it does vary with intelligence
(Wechsler, 1955), nature of material (Miller, 1956),
meaningfulness or pronounceability of items (Laughery
and Pinkus, 1968) and redundancy (Waugh, 1970).
An intelligent person may for instance easily be able
to retain a 25-word sentence. The amount of infor-
mation conveyed may therefore be of less importance
than the number of ‘chunks™ into which the material
can be grouped (Miller, 1956). The mechanisms
behind this are not fully understood but it obviously
implies a fairly complex level of analysis involving the
use of information from S.M. before this stage of
retention is implemented. Word span may in fact
correlate more with other measures of S.M. recall
than with that of P.M. and, if the capacity of P.M. is
calculated from results of performance on tasks
previously described, a limit of about three items
recalled is derived (Craik, 1971). This assumes
independence of S.M. and P.M. and that for most
S.T.M. tasks some information is held by P.M.
processes, some by S.M. and some by both, the
proportions of each being determined by the nature of
the task. How we are able to integrate these processes
and to use them effectively together to remember over
short periods is, however, unclear.

The finding that pronounceability of letter strings is
more important in span tasks than their meaningful-
ness (Laughery and Pinkus, 1968) reflects another
P.M. characteristic. This 1s because in most cases
retention of verbal material is based on an acoustic
representation regardless of modality of input or
meaning. Conrad (1964) for instance found that the
mistakes made in recalling sequences of letters pre-
sented visually were similar in nature to those made
when identifying letters from a noisy tape, that is
between letters that sound alike (e.g. TBV). Similarly
lists of acoustically similar words (e.g. can, man, cap,
map) are more poorly recalled than those which are
comprised of words having similar meanings (e.g.

great, huge, big) or non-alike words (Baddeley, 1966,
1970; Kintsch and Buschke, 1969). There is contro-
versy over the relative importance of acoustic and
articulatory similarity (Wickelgren, 1969) although it
is likely that the effects of both may be significant
(Levy, 1971). This similarity interference is, however,
only found if correct order of information needs to be
retained, there being no ‘acoustic factor’ in the P.M.
component of free recall tasks (Baddeley, 1968; Craik
and Levy, 1970).

There is evidence of parallel S.T.M. processes
which are not dependent on acoustic-articulatory
coding. Semantic factors may have S.T.M. effects
(Schulman,” 1971) but this may well be a result of
S.M. as well as P.M. being assessed. Visual represen-
tation on the other hand does seem to be possible in
post-perceptual retention. The shape characteristics of
letters can be memorised and used for 1.5 seconds if a
visual match only is required and, unlike visual
P.P.M. processes, this retention is not affected by
visual masking but only by the non-specific inter-
ference of adding digits (Posner, 1969). It has also
been found that recall of visually presented letters
over 25 seconds i> not susceptible to auditory- simi-
larity interference and that they are recalled better
than auditory presented letters when an auditory
verbal (repeating) task is used as a distractor (Kroll et
al., 1970). Visual coding may be affected, then, when
it is advantageous to do so. Similarly deaf people
whose acoustic analysing ability is impaired do not
show the normal auditory confusional errors (Conrad,
1970) thus indicating a different sort of coding system.

‘Non-verbal’ memory processes have been less well
studied although there is evidence that significant
losses of information may occur over ghort-time
periods for some non-easily verbalisable auditory,
visual and kinaesthetic information such as tones
(Wickelgren, 1968), position of a cross on a line and
positioning movements (Posner, 1967). Verbal acoustic
processing of this material seems unlikely. However
kinaesthetic information appears not to be susceptible
to distractions in the same way as is other material
(Adams and Dijkstra, 1966; Posner, 1967) and thus
may involve a completely different processing system.

The existence of separate, parallel processing
systems has been confirmed by analysis of perform-
ance of patients with memory disorders. A case with
auditory, but little visual, P.M. loss has been described
by Shallice and Warrington (1970) and Warrington
and Shallice (1969, 1972). This patient (K.F.) had an
auditory digit span of 1-2 and a visual of 2—4 items.
The recency effect in free recall and probe tasks with
auditory presentation was found to be limited to 1-2
items and, although confusions between acoustically
similar letters with auditory presentations occurred,
those from ordered recall visually presented letter lists
tended to be of a visual nature. It seems then that this
patient was able to process fewer than the normal



number of items in an auditory S.T.M. system and
tended not to use acoustic coding on the occasions in
which it is typically found. Evidence for an increase in
rate of loss of information from this system is less
good. Although forgetting of auditory material was
shown to be greater than that of visual on a Peterson
task the asymptote was lower, implicating poor S.M.
The reason for and nature of the auditory impairment
is unclear and, as visual memory was also shown to
be defective, the degree of independence of different
modality systems is not completely established.
Although K.F., who had a left supramarginal angular
gyrus lesion (Warrington et al., 1971), was tested
only with verbal material, Samuels ef al. (1972) have
found that right or left temporal lobe damage may
give rise to poor retention of auditory verbal material
but not visual verbal or visual ‘non-verbal’ (geometric
patterns) on a Peterson task.

Conversely, visual but not auditory S.T.M. losses
have also been described. Patients with left posterior
cortical lesions are poor at reporting letters, digits or
non-symbolic lines from a 5-item visually presented
display (Warrington and Rabin, 1971) and a limita-
tion in simultaneous perception of more than one form
has been described in patients with left occipital
lesions (Kinsbourne and Warrington, 1962). These
impairments were found to be independent of poor
auditory digit span and thus seemingly restricted to
the visual modality. It is unclear how far these are
disorders of processing from visual P.P.M. rather than
a limit on visual P.M. retention although these may
well be intimately related. However, the right hemi
sphere has also been implicated in specifically visual
processing. The rate of forgetting using a Peterson
procedure has been reported to be greater in ‘normal’
people for visual material presented in the right-half
visual field than for that in the left-half field, and this
difference is accentuated in patients with right parietal
lesions (Samuels et al., 1971a). Again this impaired
visual retention is found in the presence of apparently
normal auditory retention (Butters et al., 1970;
Samuels et al., 1971b). There may therefore be
different modality systems, although the type of
material used may also determine how it is processed
and consequently how it may be disrupted.

Verbal material in the visual modality may be
retained better when presented to the right-half field as
compared with the left-half field in ‘normal’ people
(Hines et al., 1973) and in the auditory modality
better when presented to the right ear as compared
with the left ear (Goodglass and Peck, 1972). Reten-
tion rather than coding seems to be implied in both
cases as the laterality difference was not found with
immediate recall (auditory) or shorter processing time
(visual). Consistent with these associations of reten-
tion of verbal material with left hemisphere function,
Butters et al. (1970) have shown that forgetting of
verbal material in both auditory and visual modalities
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on a Peterson task is greater after left frontal and left
parietal lesions, although immediate recall may also
be impaired. No difference in visual pattern perception
or retention was evident. Conversely, recognition of
‘non-verbalisable’ complex nonsense figures after a
10-20 second delay may be superior after presentation
to the left-half field compared with presentations to
the right whereas no difference is found at 0—5 second
delays (Dee and Fontenot, 1973), and whilst S.T.M.
for picture names is impaired with electrical stimula-
tion of the cingulum, pulvinar or ventrothalamic
regions on the left side of the brain (Ojemann and
Fedio, 1968; Fedio and Ommaya, 1970; Ojemann e¢
al., 1971), right mammillothalamic stimulation impairs
S.1.M. for only visual non-verbal material (Ojemann,
1971). Memory over 15—60 seconds, but not matching
of nonsense shapes presented tactilely is similarly
impaired when the right hand but not the left hand is
used in patients with callosal sections (Milner and
Taylor, 1972). Corsi (see Milner, 1970, 1971) has
shown greater forgetting of a position of a cross on a
line in patients with right hippocampal as compared
with right non-hippocampal or left hippocampal
lesions whereas verbal material was most poorly
retained after left hippocampal damage.

Processing and retention of information over a
short period may therefore be intimately related to the
modality of input and the type of material involved,
although some systems may rarely be apparent-being
utilised only in cases of pathology of one system or
when there is a very restricted form of input or
expectation of use. It is not really known how these
systems are interrelated and how far processing
differences reflect S.M. rather than P.M. If P.M. is
more associated with acoustic coding than semantic
then the verbal/non-verbal distinction would be
unexpected. However, as most of the findings have
been from Peterson-type procedures on which amount
of forgetting (to a lowered asymptote) rather than rate
of forgetting (to a normal asymptote) has been
assessed, it may well be S.M. deficits rather than P.M.
ones which produce these apparent dissociations.

Secondary memory
We clearly have the ability to retain more than a small
number of items of information for longer than a few
seconds. A processing and storage system which is
separable from P.M. seems to be evident. This sec-
ondary memory (S.M.) system, unlike that of P.M.
seems not to have a limited capacity, can retain
material for a considerable time if not indefinitely and
has different types of processing/encoding capabilities.
S.M. is typically measured by assessing retention of
supra-span amounts of material over long periods of
time. However, as discussed previously, small quanti-
ties of information may be processed by S.M. and this
may be utilised within a very short period of time. As
a measure of this, the asymptote of the forgetting
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curve derived from the results of a Peterson type
procedure and the central part of the curve derived
from results of a free recall task are considered to give
an estimate of the probability of immediately recalled
material being processed by S.M. rather than P.M.
(see Figures 5.1 and 5.2). Recall after a filled interval
of 2030 seconds may entirely be a function of S.M.

By comparing the factors which affect specific
portions of these curves it is possible to assess the
relative importance of different variables for each type
of memory process. Thus delaying recall or asking for
the early items to be reported first negatively affects
only the recency part of the free recall curve (Glanzer
and Cunitz, 1966; Craik, 1969). Slow rates of presen-
tation increase recall probabilities for earlier presented
parts of a list (Murdock, 1962; Glanzer and Cunitz,
1966) whereas the recency effect is, if anything,
accentuated by fast presentation (Craik, 1969;
Murdock and Walker, 1969). Slow presentation rate
similarly raises the probability of recall at the longer
delay times in a Peterson paradigm, but does not alter
that at shorter retention intervals (Peterson, 1963).
The asymptote of a Peterson curve is also increased
by repetition of material, although the P.M. component
is not affected (Hellyer, 1962; Peterson, 1963; Waugh
and Norman, 1968) and the length of a free recall list
affects the S.M. but not the P.M. components of recall
(Waugh and Norman, 1968).

In S.M. it is the meaning of the material which
primarily determines the efficiency of remembering.
Thus, unlike P.M., words that have a similar meaning
are recalled less well than non-alike words or words
that are acoustically related (Kintsche and Buschke,
1969; Baddeley, 1970) and words that are used often
in normal speech are remembered better than infre-
quently used ones or nonsense syllables (Raymond,
1969). Material that is highly related conceptually
(e.g. north-south-east-west) is also beneficial to S.M.
recall whilst it does not affect the contribution made
by P.M. (Craik and Levy, 1970). Acoustic relation-
ships, e.g. the use of rhymes can improve recall from
S.M. however, if these are possible or stressed (Brown
and McNeill, 1966; Craik and Levy, 1970; Bower,
1970) or if semantic ones are not possible (Baddeley
and Levy, 1971). It is clear that we can remember
voices, tunes etc. over a long period, which presumably
are acoustically coded, and also faces, scenes, skills
etc., which are difficult to process verbally. The
mechanisms involved and how they are related to
those of long-term verbal memory on the one hand
and P.M. processes on the other are little understood,
although analyses of further breakdowns of memory
processes may help to clarify the situation.

Patients with unilateral temporal lobe lesions in the
hemisphere dominant for speech have difficulty in
remembering verbal material or information that can
easily be described in verbal terms, e.g. delayed recall
of passages, paired associate or list learning in both

auditory and visual modalities. They are not impaired,
however, in learning or retaining over long periods
material that is not easily identified verbally, e.g.
nonsense figures presented in the visual or tactile
modality, faces, melodies or routes through visual or
tactile mazes. The reverse seems to be the case for
patients with non-dominant temporal lobe damage—
they can retain verbal but not non-verbalisable
material (Milner, 1967; Milner and Teuber, 1968).
Memory systems for these types of material seem
therefore to be separable and to some extent indepen-
dent. Further divisions made on the basis of type of
information may also be possible, e.g. although face
recognition and maze learning are related negatively
to amount of right hippocampal damage, memory for
complex designs is not (Milner, 1971). Also, patients
who have severe generalised amnesia-and are unable
to carry out any of the above tasks may be able to
learn and retain certain motor skills, e.g. manual
tracking tasks, learning to draw whilst only seeing the
results in a mirror, playing a particular tune on the
piano (Corkin, 1968; Starr and Phillips, 1970). We do
not yet know how far these represent retention
differences over and above encoding ones or separate
retrieval mechanisms.

The validity of the distinction between P.M. and
S.M. processes has been questioned on the grounds
that similar processes, for example repetitions and
spacing of material, affect recall on both S.T.M. and
long-term memory (L.T.M.) tasks. If, however, the
results of the S.T.M. tasks can reflect the operation of
both S.M. and P.M. then the finding of an overlap of
important variables is not surprising. The results of
analyses of performance of patients with memory
deficits have been regarded as evidence for separability
of P.M. and S.M. Thus K.F., the patient with a low
digit span described by Shallice and Warrington, was
apparently unimpaired on L.T.M. tasks such as list or
paired associate learning. Moreover on free recall,
although the recency effect was attenuated, the rest of
the obtained recall curve was found to be normal. The
relationship between P.M. and S.M. is less clear from
K.F.’s performance on a Peterson task for the asymp-
tote of recall for auditory material was lower than that
obtained for visual. The greater short-term loss for
auditory material need not therefore be independent of
longer term recall and could even be a consequence
of it.

On the other hand patients with a severe amnesic
(Korsakoff) syndrome may have an S.M. but not P.M.
deficit. Whereas learning or recall of short stories,
word lists, supra-span digit lists, faces, mazes etc. is
very impaired in these patients, understanding of short
sentences and span for digits or light positions is
normal (Talland, 1965; Drachman and Arbit, 1966;
Whitty and Zangwill, 1966; Milner et al., 1968).
Also, on a verbal free recall task, Baddeley and
Warrington (1970) find that recall of the last items is



Figure 5.3 Mean percentage correct as a function of
order of presentation on a free recall task for amnesic and
control subjects with immediate recall. Amnesics are not
impaired in recall of the last serial positions but are in the
preceding ones. (From Baddeley and Warrington, 1970, by
courtesy of J. Verb. Learn. Verb. Behav.)

unimpaired in these patients but the rest of the list is
poorly reported (Figure 5.3). This indicates that the
P.M.—S.M. distinction may be a valid one. However
some points still need clarifying. If span tests involve
SM. as well as P.M. processes then Korsakoff
patients (as well as those with unilateral temporal
lesions) should be impaired on them. On the Peterson
task forgetting curve the asymptote level obtained
does not always correspond with that expected. Using
verbal material it is similar for Korsakoff and control
patients although for non-verbal material there is
some indication of a lower end point for amnesics
(Baddeley and Warrington, 1970; Warrington and
Weiskrantz, 1973). On the other hand the suggestion
of intact P.M. processes in these patients has not gone
uncontested (Cermak et al, 1971; Samuels et al.,
1971a; 1971b). These experimenters find that the
amount of forgetting over 18 seconds with a Peterson
procedure is greater in Korsakoffs than controls using
verbal material and simple geometric patterns. Butters
et al. (1973) claim that the impairment is a verbal one
as, except in one condition, no deficits were found for
any delays for auditory, visual or tactilely presented
non-easily verbalisable material (random shapes or
piano notes). Such an S.T.M. deficit, like those found
after unilateral temporal lesions, may be reflecting the
S.M. component of the Peterson task, but the finding
is still difficult to reconcile with both the lack of
S.T.M. deficit, e.g. digit span found in these patients
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and the profound deficit for non-verbalisable material
found in L.T.M. tasks (Milner and Teuber, 1968). The
interaction of these processes and consequently the
results of a breakdown are thus poorly understood.

CONTROL PROCESSES

Individuals are not passive recipients of information
but have considerable control over what material is
processed, how it is retained and under what circum-
stances it is remembered. Although storage processes
have been considered in temporal order this does not
imply that all must always be used. Preperceptual
storage appears essential. Information may thence be
processed and retained by P.M. followed by S.M.
However it is obvious that not all material reaches
S.M. Not so obvious is that P.M. may be bypassed,
information entering S.M. directly perhaps only later
to be subjected to P.M. processes. We have control to
some extent over this.

Coding
Information that is received must be transformed or
interpreted so that it is meaningful to the individual.
This may be at a very simple level of perceptual
analysis or a very complex semantic conceptualisation.
Coding may function to reduce the amount of material
stored by eliminating irrelevant or redundant infor-
mation or by providing a way of utilising experience
to make both storage and retrieval more efficient. The
rate of forgetting may be related to how information is
represented in memory (Craik and Lockhart, 1972):
sensory coding may be more susceptible to temporal
factors than semantic coding, visual more than
auditory, verbal more than imaginal. Which type of
storage process is utilised and how long material is
successfully retained may therefore depend on how it
is coded. Type of coding also determines what is
retained. If two different patterns are given the same
label any variation between these may be forgotten.
Coding takes time. As we have seen the ‘read off’
from P.P.M. must be rapid for most of the infor-
mation is only available for a matter of milliseconds.
During this time a perceptual analysis must be ex-
ecuted and important information must be extracted
and organised, relevance or importance being deter-
mined by referral to a longer term storage system. For
instance, an important and common method of coding
material from sensory memory is by verbal naming or
description; recall of a wide range of types of infor-
mation being proportional to how easily it can be
labelled verbally (Glanzer and Clark, 1963). However,
the name, its associations and the important constitu-
ents of a perception, that must be encountered before
the name is given, must be retained by S.M. processes.
The complexity of the analysis that has to be made
and the availability of the coding device for the
individual determines how quickly information can be
transformed and thus how much has a chance of
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being remembered. Mackworth (1963a) has found
that the amount of material able to be recalled from a
short stimulus exposure is proportional to reading rate
and varies with type. For example, rate of recognition
is quicker for digits than for letters and quicker for
letters than for colours, even though the time it takes
to actually report them is the same. It is assumed that
the variations reflect processing time requirements.
The length of time needed to complete different levels
of analysis (e.g. sensory, semantic) also varies al-
though depth of processing is not always related to
speed (as a well-integrated ‘rule’ may lead to rapid but
complex analysis). Posner (1969) has investigated this
extensively. He typically presents two stimuli (usually
letters) at a time and finds how long it takes for S to
make a decision about them and react on the basis of
this decision. The level of analysis needed before a
decision can be made varies, e.g. ‘Are two letters the
same?’ (AA +); ‘Are two letters the same even though
they may have a different physical representation?’
(Aa+); “Are they both vowels?” (AE +). Although in
each case a stimulus AB would require a ‘no’ reaction,
the time taken to respond to this decision ranged from
450-800 ms. Physical matching is quickest and seems
not to require access to a verbal system. The reaction
time for decision about letters is the same as that for
nonsense forms or line slants, and that for familiar
pictures the same as that for unfamiliar ones. Re-
quiring basic perceptual analysis only, physical
matching may involve an early and quick processing
utilising little longer term memory. Reaction time to
name matching requires 70~100 ms longer than that
to physical matching and is similar for stimuli in the
same modality (e.g. Aa) and in different modalities
(e.g. visual A and auditory A). This, and the even
slower higher classification matching, must require
rapid access and retrieval from S.M. The nature of the
analysis may therefore be flexible and be a function of
the type of material, the use to which it must be put,
and the time available. Although visual retention is
possible for verbal material (Posner, 1967; Kroll et
al., 1970) acoustic P.M. processing is more common.
It is not clear whether this is a result of conversion to
an auditory form being quicker or easier than to a
visual form (Sperling, 1963; Norman, 1966) or for
some reason retention is better for acoustically
represented material (Murdock, 1967). Even though
S.M. is involved in the simple naming process as well
as in higher order categorisation (e.g. meaning) the
former is quicker and, for some reason, less resistant
to forgetting with time than the latter.

Speed of access to longer term storage systems
depends on the hemisphere predominantly involved in
processing, retaining or retrieving the relevant infor-
mation. Thus, when naming can be or is required,
recognition of verbal material is faster or more
accurate if the material is presented to the right-half
field or right ear as opposed to the left-half field or

ear. The left half field or ear is, however, superior for
the perception of non-verbal material such as melodies,
pitch, faces or dot patterns (Kimura and Folb, 1968;
Milner and Teuber, 1968; White, 1969; Darwin,
1971; McKeever and Gill, 1972; Oscar-Berman et
al., 1973). In some cases, however, this laterality
effect for verbal material may not be shown or recog-
nition of verbal items may be superior when analysed
by the sense organ intimately related to the right
hemisphere. Perception by the left ear may be better
than that by the right when many vowel sounds, all
from the same vocal tract, are presented (Darwin,
1971). Also, when vowel-varied syllables are given in
the context of verbal material a right ear superiority is
shown, whereas when the same syllables are given in a
non-verbal context left ear recognition is better
(Spellacy and Blumstein, 1970). As might be predicted
from Posner’s results, Gibson et al. (1972) found
that, when words have to be matched but not named,
accuracy with short exposure times is greater for
material to the left half field. Interestingly, although
able to match correctly with such rapid presentations
(40 ms), subjects were unable to name the word.

Lesions of the right or left hemisphere also affect
perception differently. Thus left hemisphere damage
leads to impaired processing of material able to be
labelled verbally, such as words or objects, and right
damage to impairment for melodies etc. (Milner and
Teuber, 1968; Warrington and Rabin, 1970). Right
hemisphere lesions also affect the processing of the
sensory qualities of verbal material as evidenced by
the finding of disruption of perception of consonant—
vowel sounds in patients with right pathology (Zurif
and Ramier, 1972). Similarly De Renzi et al. (1969)
have shown that right hemisphere lesions affect a
patient’s ability to discriminate and match objects,
shapes or faces on the basis of perceptual information
whereas conceptual comparisons (e.g. matching a doll
with a picture of a different sort of doll) were impaired
in patients with left lesions. Although in these studies
patients without brain damage have not always been
tested and so it is not known if either hemisphere
impairs both sets of abilities to some extent, there
does seem to be neurological evidence for separate
coding processes based on the verbal or sensory
qualities of material. Non-verbal coding appears less
strongly hemisphere related than verbal (Shankweller,
1966; Dimond et al., 1972; Oscar-Berman et al.,
1973). How far this then represents an earlier rather
than parallel system is unclear.

Pathology of coding of both verbal and non-verbal
material has been implicated for Korsakoff patients as
they need an increased processing time, in terms of
length of stimulus exposure or length of time before a
masking stimulus is given, for both word naming and
nonsense figure matching (Oscar-Berman et al.,
1973). The impairment found was however greater for
the verbal material. Evidence from dicHotic listening



tasks indicates that elderly people may also have a
fairly generalised processing difficulty (Inglis and
Sanderson, 1961; Broadbent and Gregory, 1965).

Coding may affect retention as well as speed of
processing. As P.M. has a limited capacity and as the
‘chunks’ may be simple or complex, the more infor-
mation that can be coded into one chunk the more
that can be processed within the limited system. Thus
it may be possible to retain seven isolated letters after
seeing them once but if these are grouped into words
we may easily remember 50. ‘Rules’ for encoding and
decoding may be learned throughout life or specifi-
cally for a certain task. In all cases, however, they are
retained in S.M. whilst being able to be used rapidly
and efficiently. For instance, a morse code expert may
recognise a series of dots and dashes very quickly, be
able to make a sentence from them and then be
capable of turning the sentence back into morse from
his knowledge of the system. A novice on the other-
hand may be very slow and perhaps miss some of the
message because readout is inefficient and the words
he does recognise may be wrongly decoded again
when he transcribes them back to morse. This type of
coding, which reduces the amount to be retained is
utilised in S.M. as well as P.M. However, in each case
we must retain the rules of encoding and decoding as
well as the reduced ‘message’. If any of these are
forgotten then we shall be unable to reconstruct the
original message from that remembered.

Unlike morse or reading, for most material formal
or rigorous rules of translation are not available. We
reduce the amount to be retained by the selection of
important points or summarise the data such that,
with the use of less precise systems, we may recon-
struct it later. Bartlett (1932) has vividly demonstrated
this in serial reproduction experiments in which stories
or messages are passed from one person to another or
recalled after various delays. Information tended to be
extracted and embellished by each person or at each
recollection in turn such that the final result often
resembled in only minor ways that which was initially
presented. Carmichael et al. (1932) have shown
similar distortions, as a result of coding, for pictorial
material. They asked subjects to remember 12 line
drawings of the type shown in Figure 5.4 and then to
reproduce them from memory. The drawings were
named as they were shown thus providing a ready-
made code for each item. One group of subjects were
provided with one set of names and another group
heard a completely different set. A third group were
not given names as ready-made codes. When drawn
from memory the distorted reproductions in the first
two groups tended to look more like the label than the
original, each group distorting it in different ways
(Figure 5.4). The label had determined how the S had
coded the material, how it had been retained and
probably also how it was reconstructed. Note that
some characteristics of the original were still main-
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tained in the reproductions so that not just the code is
retained. Physical characteristics as well as meaning
may be coded, the weighting of each depending on the
material and task requirements.

Reducing the amount to be retained is not the only
way of improving efficiency of remembering for it is
often beneficial to increase the memory load in a
systematic way. This may involve coding it in a
variety of forms so that there is multiple represen-
tation and associations with many other types of
material. If one code is forgotten then this redundancy
means that others may provide a way of remembering
and, as discussed later, retrieval of information is
aided by the provision of a number of access routes.
Thus information is filed into an organised structure
which has been built up by prior experiences and
learning in much the same way as books in a library
are grouped together and then labelled and indexed to
enable them to be found later. Books may be classified
according to author, subject matter, size, date etc. and
may be retrieved via knowledge of any of these
together with information concerning the indexing
systems used. In general, the more organisation that is
possible the greater the chance of retention and
retrieval. Associating in imagery is a very powerful
mnemonic and used a great deal by mnemonists (e.g.
Luria, 1969). Thus lengthy lists of words may be
remembered if a street scene is imagined and then
each item in the list is placed along the street in a
strategic place. When recalling, an imaginal ‘walk’
along the street will enable each word to be remem-
bered in turn and in the correct order. Wallace,
Turner and Perkins (in Miller ez al., 1960) have found
that if subjects who are naive with regard to memory
experiments are asked to imagine pairs of objects in
an interacting scene. then after one presentation, 95%
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of 700 pairs may be successfully recalled. A common
verbal elaboration mnemonic utilising organisation is
the reciting of the “Thirty days hath September’ rhyme
when attempting to recall the number of days in any
month. Categorisation by sensory or semantic group-
ings is a related mnemonic. For instance, Bower et al.
(1969) have found that a list of 112 words could be
learned in 34 trials if the subject was able to organise
the words into a hierarchical scheme such that recall
of the highest code (e.g. minerals) would facilitate
recall of others (e.g. stones, metals) which m turn
would provide a prompt for even lower categories
(e.g. gold, silver). Material including a possible struc-
ture of which S has no knowledge does not help; the
code has to be actively utilised. On the other hand,
organisation by imaginal or other means without
attempts to memorise aids recall as much as intention
to remember and more than intention without organ-
isation (Mandler, 1967; Bower, 1972).

How material is organised and retained and con-
sequently what is retained, is therefore flexible. If time
is short, then sensory coding may be the only type
possible, whereas over longer periods more complex
organisation may be implemented (Baddeley, 1970).
Some types of information encourage certain coding
principles: rules or methods of organising principles
may already be in our repertoire of knowledge (e.g.
reading, speaking) or are easily adapted (e.g. easily
imagined words). The use to which material is to be
put often enables some specific sorts of coding (e.g. by
shape or by the first letters of words) or a particular
organisation may be suggested by how input is
arranged (e.g. similar sounding words are grouped
together). Set or expectation also affects how an item
is retained. For instance, Restle (1970) demonstrated
that, if it was expected that words would have to be
retained only for a short interval (12 seconds) and
subjects were than tested over a longer period (60
seconds), words were recalled less often than if a
longer retention period had been led to be expected.
Perhaps reflecting the same factor, Sperling and
Speelman (1970) found that some subjects reported

actively organising letters in lists, when these had to-

be retained, whilst others just attempted to rehearse
them. The latter made acoustic confusional mistakes
whereas the former did not. Thus the same material
can be coded in different ways involving different
systems and hence different degrees of retention.

The ability of patients with memory deficits to
develop and use associations has recently been
extensively investigated. Although patients with
temporal lobe lesions are able to recall more words if
they are semantically associated than if there is no
association in a free recall task, there is no beneficial
association effect on serial recall (Weingartner, 1968).
Weingartner suggests that unilateral temporal lesions
of either hemisphere may impair the ability to organise
and thus retain. Patients with left temporal lesions are

however much slower than those with right lesions in
finding associations between words, although doing so
greatly improves later learning of the words (Blake-
more, 1969). Thus it seems that organisation or
association may be a difficult procedure for these
patients, although it is able to be utilised in the
retention—retrieval process.

Some associative impairment has also been found
in Korsakoff patients. Although they are able to use
acoustic and, to a lesser extent, semantic similarity
groupings to improve word learning, any imaginal
associations fail to act as a mnemonic (Warrington
and Weiskrantz, 1971; Baddeley and Warrington,
1973). Cermak et al. (1973) similarly find that,
compared to alcoholics, Korsakoffs are impaired in
their ability to use semantic but not acoustic prompts
and that they make more homonym and associative
errors but not more synonym errors in recall. Attempts
to use semantic coding to remember short lists
of words hindered recall of Korsakoffs although it
aided that of alcoholics. It seems that Korsakoffs
may be better able to use sensory coding than
semantic. When, in S.T.M. tasks, acoustic coding is
adequate they show little or no task impairment
but when semantic coding is required, primarily in
L.T.M. tasks, they show a considerable deficit,
with degree of difficulty depending on type of coding
utilised.

Breakdown of coding processes of a different type
has been investigated by Corsi (see Milner, 1971) who
found that lesions of the frontal lobes disrupt ability to
discriminate events by recency of occurrence. Unlike
those with temporal lobe lesions, these patients are not
impaired if required to say whether or not they have
seen material previously, but are impaired if they are
presented with two items and have to decide which
they have seen most recently. Time codes appear to
be material-related, for left frontal lesions disrupt the
ability to discriminate relative recency of verbal
material (words) and right frontal lesions disrupt that
of non-verbal (designs).

Attention—rehearsal

It has been suggested that sensory memory is pre-
attentive but that attention is crucial in determining
which information is selected for retention. Continued
attention or rehearsal may also affect the amount and
length of storage. Rehearsal is generally regarded as
the recycling or maintenance of information in a
system which is limited in capacity. Subjectively, it
seems to be mostly verbal in nature and in the form
of covert speech. However its seeming effectiveness
in enhancing retention may not just be a function
of verbal repetition, for Glanzer and Meinzer (1967)
have found that subjects who were required to re-
peat items aloud retained less than those who were
allowed a similar period for silent rehearsal. Covert
rehearsal is, however, difficult to study for it is possible



that S is not just repeating material in the delay period
but may be actively recoding it into a different form.
It seems likely that non-verbal rehearsal also occurs,
perhaps in the form of motor movements or programs
(Norman, 1973) or regeneration of activity in the
perceptual system (Posner, 1967; Kroll et al., 1970).
Rehearsal is generally thought to be prevented by
requiring performance of another non-specific task
which would involve a limited capacity system,
e.g. adding digits, but if rehearsal is visual (Kroll
et al, 1970) or non-verbal such as remembering
tones (Deutsch, 1970) or involves kinaesthetic
information (Posner, 1967) then this may not be effec-
tive.

The opportunity to rehearse seems to lead to
maintenance of items which would otherwise be lost in
a P.M. system (Brown, 1958). An amnesic patient
(H.M.) described by Milner (1970) was able to
remember a three-figure number for 15 minutes by
maintaining his attention on it continuously. When
distracted it was forgotten. If rehearsal is intimately
involved with P.M. systems then the capacity of a
system should limit the number of items able to be
rehearsed. Why then we seem to be able to rehearse
seven items is unclear. Perhaps S.M. or P.P.M.
systems are also involved.

Allowing time to rehearse also seems to increase
the likelihood of S.M. storage. Thus, number of
repetitions affects the asymptote of a Peterson curve
(Hellyer, 1962) and repetitions or increased spacing
between items (enabling rehearsal) increases recall
probabilities for the beginning and middle positions of
a free recall but not for those at the end (Glanzer and
Cunitz, 1966) The fact that there is greater recall for
items at the beginning of a list compared with those in
the middle has been attributed to easier rehearsal of
earlier items and, if rehearsal is not possible, this
‘primacy’ effect does not occur (Bernbach, 1967).
Expectations are important in producing the primacy
effect. Crowder (1969) has found that if S expects a
nine-word list the primacy effect is evident (possibly
because S thinks it is worth rehearsing) whereas if he
expects a much longer list it does not. Again, the
distinction between coding and repetition is unclear,
for rote rehearsal seems to make memories susceptible
to acoustic confusions (and therefore probably only
maintaining information in P.M.) whereas further
recoding does not (Sperling and Speelman, 1970).
Also unlike organisation, repetition without intention
to learn does not enhance retention (Miller et al.,
1960). It seems likely therefore that more than overt
repetition is necessary to enable information to be
held for a longer period of time.

It is clear that S has choice in the processing of
information and the mechanisms used will depend on
what information S considers important, whether he
thinks it worthtrying to retain and for how long he
thinks he will be required to hold it.
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FORGETTING

Not only is information transformed but it is also lost.
This is a result of the effects of a number of inter-
acting factors.

The passage of time

Generally the longer the period of retention needed
the more we forget. Why this happens has been a
major source of controversy: With time alone the
memory ‘trace’ could become less effective or decay
and this seems to be particularly important in P.P.M.
Even if nothing else happens in the interval, within
about two seconds the record of the information in
P.P.M. is lost and, unless very simple information is
needed, the impression is too weak for read-off to take
place. Similarly in P.M., Brown (1958) concluded
that, as material is forgotten over a few seconds
regardless of the sort of task carried out in the interval
(providing it stops S rehearsing), the trace decays
passively. The loss of the recency effect over 30
seconds on a free recall task could also reflect this.

However it may not be time itself that is important
but what happens during this interval. Even in P.P.M.
backward masking effects do decrease the time for
which the information is available. In P.M. however
interference may be the major if not exclusive cause of
forgetting. Thus Waugh and Norman (1965) have
shown that it is the number of items between presen-
tation and recall that determines forgetting and not
the rate of presentation (i.e. the length of time held).
Glanzer and Cunitz (1966) likewise find that speed of
presentation has no significant effect on the number of
items in the recency part of a free recall curve. Delay
on its own therefore may have little or no effect. As
Waugh and Norman found that forgetting was
proportional to number of intervening items over a
wide range of tasks, they suggest that there is a system
of limited capacity and we forget because new items
are continually displacing old, which are then lost.
Rehearsal maintains the same items in the processing
system thus blocking the entry of other information
and preventing forgetting. In free recall verbal tasks,
number of intervening items between presentation and
recall also seems to be more important in determining
forgetting than either the difficulty of this distracting
material or its similarity to that which is to be retained
(Glanzer et al., 1969). Acoustic similarity may,
however, negatively affect order information although
not item information and, in some tasks utilising
non-verbalisable material, interference seems to be
either less important or of a very specific nature
(Posner, 1967; Deutsch, 1970). Why these should
differ is not as yet understood.

Interference between items to be remembered and
other material encountered either before (proactive
inhibition) or after (retroactive inhibition)- learning
them has also generated much attention in the analysis
of forgetting from S.M. For instance Jenkins and
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Dallenbach (1924) found that less fqrgetting of verbal
information occurs during sleep than occurs if subjects
are awake during a retention interval. Sleeping,'it was
assumed, reduced the amount of material that might
potentially interfere retroactively. Underwood (1957)
showed that list learning deteriorates with ‘practice’—
a typical proactive interference effect. These types of
interference may be demonstrated on both L.T.M. and
S.T.M. tasks (Melton, 1963), a finding that has been
regarded as mitigating against the S.M.~P.M. dichot-
omy. This view neglects the possibility of an S.M.
component in S.T.M. tasks.

In general, and unlike that found for PM., for
verbalisable material in S.M. semantic similarity of the
interfering items to the learned ones is important—the
greater the similarity the more likely it is that the
extraneous events will intrude in the recall process
(Osgood, 1949). If we are trying to remember events
which are similar to ones that have occurred in the
past then, unless the old irrelevant memories are
suppressed or extinguished (Barnes and Underwood,
1959) or unless we can learn to successfully discrim-
inate the two occasions and which material is appro-
priate to each, then attempting to recall one source of
memories will bring both to mind with a consequent
confusion.

Interference does therefore seem to be important in
the forgetting process, although how far it is a cause
of forgetting rather than a result of it (a less well-
defined trace leading to similar material being con-
fused) is still unclear. Also, interference produced in
the experimental setting cannot account for the total
amount of material lost. For instance, in the Jenkins
and Dallenbach study the sleepers also forgot and
poorer recall with time in a Peterson procedure is
found on the first set of items given (Baddeley and
Scott, 1971). This may be due to an exclusively
time-related decay or to sources of interference that
have not been controlled in the experiment (e:g. noises
in the room, what happened to subjects whilst they
were trying to get to sleep).

Loss of information from P.P.M. or P.M. may not
however necessarily mean ‘forgetting’. As we have
seen, material lost from P.P.M., if it has been attended
to, can be retained in a longer term storage system.
Similarly, S.M. processes may make available infor-
mation lost from P.M. and P.M. may process material
stored permanently by S.M. if it is needed for current
utilisation. Loss from one may not then affect loss
from the other (Posner, 1967).

Pathological loss of material from memory, as
opposed to poor acquisition, is difficult to study. The
impaired recall with shorter processing times found in
Korsakoff patients by Oscar-Berman et al. (1973)
could reflect a more rapid decay of the icon but, as
increase in time available improved recall, the deficit is
more-likely to be a coding difficulty. Similarly, faster
forgetting of material in P.M. has not convincingly

been demonstrated in patients with memory disorders.
The patient described by Warrington and Shallice
(1969, 1972) was shown to have a low capacity
auditory verbal P.M. system and increased forgetting
of a small number of items over a short period. It has
not been shown however that there was faster decay
for similar amounts of material and overall loss, i.e.
the same amount of loss but at a faster rate. In fact
slow presentation of items in span tests led to an
improvement in this patient’s recall.

Comparison of rate of forgetting in S.M. across
groups has been confounded by the difficulty of
equating initial levels of learning, for amount of loss
may well vary with degree of learning. Fortunately,
there are some tasks which Korsakoff patients are
able to learn (see Warrington and Weiskrantz, 1963,
for review). One such task involves learning to accu-
rately perceive incomplete words or pictures such as
those shown in Figure 5.5. Fragmented words (or
pictures) are shown initially in the most incomplete
form and the patient is required to recognise them by
naming. Failing this the words are again shown but in
a more complete form and this continues until the
patient manages to recognise a complete set of words.
Unlike that found in normal list learning paradigms,
Korsakoffs are, over a number of trials, able to learn
these words until they may finally recognise the most
incomplete version of each. The ability to learn such
tasks enables similar initial levels of performance to be
obtained for Korsakoffs and controls and thus forget-
ting may be validly compared. Weiskrantz and
Warrington (1970) showed that Korsakoffs forget



more over 1-72 hours than patients without memory
deficits although they do retain some information, as
evidenced by a reduced number of trials to relearn as
compared with initial learning.

A heightened susceptibility to interference has been
indicated in Korsakoffs by Cermak and Butters
(1972). They found that in conditions which might be
expected to increase interference effects on a Peterson
task, that is a task utilising similar material given
beforechand and short inter-trial intervals between
tasks, Korsakoffs showed a greater relative decrement
in retention than did alcoholic controls. Also the
intrusion of previously learned items (proactive
inhibition) seems to be a feature of recall in Korsakoff
patients (Warrington and Weiskrantz, 1968; Starr and
Phillips, 1970). Weiskrantz and Warrington (1970)
suggest that the reason why fragmented material
procedures, or alternatively giving the first letters of
words as prompts, aids recall in Korsakoffs is due to
the restriction of the number of interfering intrusions
that are possible. In support of this, the number of
words that can be formed from the initial letters
presented is proportional to scores on a first letters
prompt task for both Korsakoffs and controls. Also,
nonsense trigrams, which are not so specifically
defined by a ‘prompt’, are poorly learned by amnesics
(Warrington and Weiskrantz, 1973).

Selection

When there is too much information to be retained
selection must occur. Information not so chosen is
forgotten. Subjects select crucial material from
P.P.M,, that which is most important to process in the
limited capacity of P.M., what to maintain attention
to or rehearse, and how and what to code. These
involve decisions about which information to forget as
well as which to retain. Semantic coding implies likely
forgetting of the syntactical structure of sentences;
emphasis on order of events affects recall of item
information detrimentally. Selection of a coding
procedure that is inefficient or fails to be precise
enough with the passage of time or intervening events
means that less can be encoded and thus more for-
gotten.

Selection and attention are active processes. Thus
not all that is presented will be processed any further
than P.P.M. What is important to one person will not
be to another, what is relevant in one state of mind
will not be in another. Thus memory for particular
events will depend on the motivation or expectation of
the subject at the time, how much material he is
willing or able to process and what information will be
retained. Biases occur which may reflect previous
learning, expectation of the situation or subjects
estimated probability of certain events occurring
(Broadbent, 1969, 1970). Any situation which affects
these variables will alter how much is remembered
and what is forgotten.
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Retrieval

In any large scale storage system there is a problem of
retrieval of information. If access to material is
required quickly then systematic search through the
complete contents is not feasible. Instead there must
be access routes and an organisation on which search
strategies can be based. Retrieval is therefore intimately
tied to input of information—how material is coded,
organised and how well association or coding cues are
retained. ‘Forgetting’ in the sense of not recalling
material at the appropriate time may not be due to
‘loss’ of the information. It may be an inability to
retrieve it as the indexing system guiding search is lost
or inefficient or because material has been classified in
an inappropriate way so that the normal cues for
retrieval are not effective (Tulving, 1968, 1970). Thus
a library filing system may not be organised in the
way that is required for a particular need, it may be
totally disorganised, cards being misplaced or lost so
that books cannot be found, or books could be put
into the wrong stack so that even an efficient indexing
system fails to lead us to them. In all cases books are
in the library but cannot be found. Similar inability to
‘find’ information in memory, although it is retained
(as evidenced by later retrieval), has been shown. The
‘tip of the tongue’ condition (Brown and McNeill,
1966), in which we know we have a knowledge of a
fact or name but cannot think of it at the moment, is
typical. We may know some things about the word—
the number of letters, word shape, the sound or
semantic content but these may be too vague or too
few to retrieve the word at the right time. In general
the more associations material has when retained, i.e.
the more links it has with other stored information,
the greater the chance of retrieving it. If some retrieval
cues are lost then others may be used, and more
contextual ‘prompts’ will be effective in recall.

Fast recognition of material, for example of a letter
or picture, indicates that information must be indexed
in terms of sensory qualities as well as semantic, for
knowledge of meaning can only come from an organ-
isation of the perceptual properties. Tulving (1970), in
fact, has argued that the difference between P.M. and
S.M. is in the type of retrieval cues used and not from
where information is retrieved. Circumstances deter-
mine the effectiveness of different types of cue and he
postulates that semantic ones are available for longer
than sensory. There are a multitude of problems in
viewing memory in terms of retrieval systems
(Norman, 1973), e.g. how we retain the retrieval cues
or associations which must, if they are to be effective,
be more easily recalled than the material itself; how
we select the right answer from the large number of
possibles associated with each cue, how we recognise
an answer as correct. These must be solved if we are
to have a full understanding of this complex system.

Retrieval diffculties have provided a focus for the
analysis of memory defects. The forgetting of events
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preceding a trauma (retrograde amnesia) may well be
due to such impairments. Firstly, we must assume
that storage took place at the time of the event and
secondly, this amnesia is to some extent reversible.
Thus patients, when recovering from injury, remem-
ber things not recalled in the initial post-trauma
period. This must mean information was retained but
is not, for some reason, accessible. Retrograde amnesia
may occur after injection of sodium amytal into a
carotid artery unilaterally (Milner, 1966) but this is
reversible, unlike forgetting of events occurring after
the injection (anterograde amnesia). Bickford et al.
(1958) have likewise shown that stimulation of the
medial temporal areas of the brain causes a reversible
retrograde amnesia, the duration of which (few
minutes—weeks) and the rate of recovery (10-120
min) being proportional to the length of stimulation
(2-10 seconds).

This greater difficulty of access to information
occurring in close temporal proximity to the trauma
has been a common finding in clinical practice.
However it has also been disputed. Warrington and
Silberstein (1970), Warrington and Sanders (1971)
and Sanders and Warrington (1971), using an infor-
mation questionnaire for public events happening over
40 years, find that older people and Korsakoff patients
are not more impaired in recalling recent events than
they are more remote ones. They conclude that all
memories are equally unavailable and that the forget-
ting of pretrauma and post-trauma events may have a
similar explanation. A retrieval deficit is postulated by
Warrington and Weiskrantz (1970) to be the basis of
anterograde amnesia as well as retrograde because (a)
as intrusion of previously learned material is a feature
of Korsakoff learning, some information must be
retained but just produced at the wrong time, and (b)
the amount recalled depends on how memory is
assessed. Thus Warrington and Weiskrantz (1970)
found that high retention scores over a one-minute
interval were only obtained if partial information
techniques (fragmented words or initial letters) were
used, no matter whether original learning was by a
partial information technique or by presenting a list of
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Chapter 6

THINKING AND PROBLEM SOLVING

P. D. Slade

INTRODUCTION

‘Thinking’ has leng been considered the essential and
most important ingredient of mental activity. The
philosopher Aristotle, for example, selected the
‘capacity to think’ as the defining attribute of Man:
while another philosopher, Descartes, used the same
concept to distinguish mind from matter. The term
itself has come to be one of the most widely used in
common parlance yet, despite its privileged position in
our everyday vocabulary, it is not without ambiguity.
It is essentially a descriptive label for certain internal
processes and behaviours which cannot be directly
observed in the same way as eating or drinking can
be. Of course, it shares this feature in common with
many other internal processes which are the rightful
subject matter of psychology.

The basic ambiguity of the term ‘thinking’ can best
be illustrated by considering just a few of the many
internal behaviours to which the label is sometimes
applied:

1.‘I am trying to think where I left my pen.” Here
the term is used synonymously with remember-
ing.

2.‘I am trying to think what my new job will be
like” Its use in this context is synonymous
with imagining.

3.‘I wasn’t thinking what I was doing.” Here the
behaviour described would seem to be that of
concentration.

4.‘I think everyone should be paid more money.’
Synonymous terms in this context would be
belief, attitude, or opinion.

5.°‘I am thinking about how to write this chapter.’
The internal behaviour referred to here involves
working out the details of organisation: or more
simply reasoning.

It is this last use of the term, often referred to as
‘reflective thinking’, which most (but not all) psychol-
ogists have taken as the subject matter for a scientific
study of thinking.

From the discussion so far it will be apparent that
an unambiguous, readily acceptable, scientific defi-
nition of thinking will be hard to achieve. One
attempt has been to render it synonymous with
problem-solving behaviour. Humphrey (1951), for
example, defined thinking as ‘what happens in experi-
ence when an organism, human or animal, meets,
recognises and solves a problem’. Many psychol-

ogists have found this too limiting a definition,
preferring the wider and much looser one of thinking
as simply ‘the internal representation of events’ (e.g.
Osgood, 1953). For our purposes we shall begin with
a consideration of facts and theories assembled under
the narrower banner of problem-solving behaviour
and then move on to a coverage of work and ideas
within the wider definition.

ANIMAL PROBLEM SOLVING: TRIAL-AND-
ERROR v. INSIGHT

E. L. Thorndike in his book Animal Intelligence
published in 1911, reported on his findings from
laboratory studies of animals, mainly cats. His
primary research tool consisted of the Puzzle Box, a
cage in which the animal was confined and from
which it could escape to obtain a food reward only by
activating levers or pulling strings to open the door
(Figure 6.1a). From his observations of the behaviour
of cats and other animals in these puzzle boxes
Thorndike came to the conclusion that problem
solving, at least in lower animals, involves a slow,
gradual and at times tortuous trial-and-error
process. There appeared to be no reasoning under-
lying the process of discovery exhibited by his
animals. As a result Thorndike came to conceive
problem solving as a gradual ‘stamping-in’ of correct
responses and a gradual ‘stamping-out’ of incorrect
responses. For Thorndike this trial-and-error process
was guided by two basic principles—the law of
repetition or exercise and the law of effect. The latter
states that any response which is followed by a
pleasurable state of affairs (reward) will tend to
become associated with the existing stimulus situ-
ation and will be repeated in that situation; while a
response which is followed by an annoying state of
affairs (punishment) will tend to become weakened in
that situation and tend not to recur. One can see in
Thorndike’s law of effect the forerunner of modern-
day reinforcement principles.

A very different approach to problem solving in
animals was employed by Wolfgang Kohler, a leading
proponent of the Gestaltist approach. He criticised the
experimental techniques and findings of Thorndike on
the basis that they require unnatural behaviour on the
part of the animal and also that they impose essential
limitations on the kinds of behaviour the animals can
manifest. As he pointed out, cats do not escape from



Figure 6.1
and Kohler.

(a) A ‘puzzle box’ of the type used by E. L. Thorndike
(1911). To open the door of its box the cat must claw at a
loop of string which, outside the box, releases the catch of
the door via a pulley system. A separate weight-and-pulley
system raises and holds open the door when released.

(b) A problem situation of the type used by Kohler
(1925). The chimpanzee cannot reach its food with the
short stick inside its cage; but it can use the short stick to
rake the long stick into reach, and then use the long stick
to draw in the fruit. (From Wright et al., 1970, Introducing
Psychology, by courtesy of Penguin Books, London)

Problem-solving situations used by Thorndike

traps by manipulating levers or pulleys; they push,
claw and scratch at obstacles and try to squeeze
through openings or climb or jump to freedom. In fact
they do all the things which Thorndike’s set-up
discourages. The correct response is bound to be
reached by trial-and-error behaviour and stamped in
by repetition simply because it is an unfamiliar sort of
accomplishment for a cat to have to learn.

Kohler’s own studies were carried out on a colony
of apes and chimpanzees on the island of Tenerife
while he was isolated there during the first world war.
His observations and conclusions on their problem-
solving behaviour is described in his classic book
entitled The Mentality of Apes (1925). Kohler’s
technique involved setting the animals a series of
food-getting problems and then sitting back and
observing their behaviour. In one experiment a
chimpanzee is placed in a cage and chained to a tree.
A stick is placed within its reach. The animal handles
the stick, gnaws at it, and eventually loses interest and
drops it. After an interval a banana is placed on the
ground out of reach. After futile attempts to grasp the
fruit with hands or feet, the chimpanzee seizes the
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stick, looks at the fruit, and then suddenly, clumsily,
but quite deliberately, drags the fruit within reach. In
another experiment (Figure 6.1b) ‘the chimpanzee is
again caged. Outside the cage and beyond arm’s-
reach lies a bunch of bananas. Inside the cage and
directly opposite the fruit is a short stick which is not
long enough to reach the fruit. At the other end of the
cage and outside the bars is a long stick. At first the
chimpanzee uses the short stick in a vain attempt to
reach the fruit. Failure is followed by behaviour
suggesting frustration and anger—the animal makes a
wild attempt to pull down the strong- bars. After a
period of wandering round the cage, the animal
suddenly seizes the short stick, runs deliberately to the
point opposite the long stick, pulls it in with the aid
of the short stick and then uses the long stick to
reach the fruit. Other problem situations studied by
Kohler required the animals to fit together two short
sticks to reach fruit and to assemble packing cases
into a vertical structure in order to reach fruit too
high to reach by jumping alone.

Kohler claimed that the intelligent behaviour dis-
played by his chimpanzees involves a capacity to
‘think’ or ‘reason’. Furthermore, he argued that their
behaviour could not be described in terms of a trial-
and-error process but rather that it reflected an
‘insightful’ problem-solving capacity. For Kohler, the
essential features of ‘insight’ solutions, which distin-
guish them from trial-and-error learning, are: (1)
Suddenness: the appropriate solutions appear to occur
with dramatic suddenness and, having occurred, tend
to persist as permanent acquisitions. (2) Smoothness:
once the animal has apparently ‘seen’ the correct
solution, the appropriate sequence of behaviour is
executed in a continuous, smooth manner. (3) Sol-
ution precedes execution: according to Kohler, in
many of his situations it is apparent that the animal
has mentally solved the problem before it initiates the
actual behaviour.

Learning-set formation: A compromise account

Perhaps the most telling criticism that has been made
of Kohler’s work was that he had no knowledge of
the previous life-history and experience of his animals.
He simply assumed that insightful behaviour, such as
the use of a stick as a reaching implement, was a
novel response determined by the immediate per-
ceptual situation quite independently of the previous
experiences of the animal. A study by H. G. Birch
(1945) suggested that this is not the case. He used six
young chimpanzees reared under nearly continuous
observation in the Yerkes Laboratories of Primate
Biology in Florida. Prior to the experiment proper,
only one of these naive animals (Jojo) had been
observed using a stick regularly as a tool: and on
preliminary testing with a stick problem, Jojo was the
only one to solve it directly and smoothly within a
30-minute work period. The six animals were then
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allowed three days of spontaneous play with short,
straight sticks, which were placed in their enclosure.
The use of sticks as poking, shovelling and prying
instruments was seen to develop gradually during this
period. The animals were then.retested on the stick
problem. All of them now solved it smoothly and
quickly, the slowest animal taking a mere 20 seconds.
The conclusion seems inescapable that past experi-
ence played a role in the insightful solution of
problems, both in preparing the animals to perceive
sticks as tools and in refining the skill with which
they used them.

The most comprehensive attack on the role of past
experience in problem-solving ability has been made
by Harry F. Harlow. He began by setting monkeys a
simple discrimination problem. In front of their cage
he placed two food-wells, one of which contained a
food reward. The two food-wells were covered by two
objects which differed in colour, size and shape. If the
monkey picked up the correct object, it was rewarded
by finding the food beneath. The position of the two
objects and the food was shifted in a random fashion
from one trial to the next and the trials were
continued until the monkey learned to choose the
correct object consistently. The problem was then
repeated with a second pair of objects until consistent
correct performance was achieved, and then repeated
again with a third pair of objects, and a fourth pair,
and so on, with several hundred different pairs of
objects being used in all. On each occasion, therefore,
the basic problem set the monkey was the same (i.e.
discover which of the two objects was associated with

Preliminary

Discriminations Discriminations

R aansazannad 1-8  evsecccsscnnes 1-100
9-16 —eme—r—- 101-200

------- 17-24 4+ 4+ <+ ++ 201-256

+=t=#= 2532 == =..257-312

Figure 6.2 Discrimination learning curves on successive
blocks of problems. (From Harlow, copyright (1949),
Psychol. Rev., 56, 51-65, by permission of the American
Psychological Association)

the food), while the task stimuli "(i.e. the pair of
objects) were changed from one problem to the next.

The initial performance of the monkeys on these
problems reflected a slow, laborious ‘trial-and-error’
process (see the.lower curve for problems 1-8 in
Figure 6.2), correct performance increasing gradually
over the first six trials. But as the monkeys solved
more and more problems of the same basic kind,
their behaviour changed in a most dramatic way.
Each new problem was solved with progressively
greater efficiency, until a stage was reached at which
the monkeys appeared to show ‘insight’: they solved
the problems in a single trial. If they chose the correct
object on the first trial, they rarely made mistakes
subsequently. If they chose the incorrect object on the
first trial, they simply shifted to the correct one on the
second trial (see the upper curve for problems 257—
312 in Figure 6.2). Harlow repeated this study with
other types of learning problems with monkeys, and
also applied them to young children, with similar
results. One of the main conclusions Harlow drew
from this work was that ‘trial-and-error and insight
are but two different phases of one long continuous
process. They are not different capacities but merely
represent the orderly development of a learning and
thinking process’ (1949). Harlow was suggesting that
when animals or humans are first faced with an
entirely novel problem they are forced to use a trial-
and-error approach: but that after having had experi-
ence with many similar problems they are able to
use apparently ‘insightful’ methods. The intervening
process Harlow referred to as ‘learning to think’ or
‘learning set formation’. To quote Harlow again:

‘We have called this process of progressive learning
the formation of a “learning set”. The subject learns
an organised set of habits that enables him to meet
effectively each new problem of this particular kind. A
single set would provide only limited aid in enabling
an animal to adapt to an everchanging environment.
But a host of different learning sets may supply the
raw material for human thinking’ (Harlow, 1949).

HUMAN PROBLEM SOLVING

The investigation of problem-solving processes in
humans has proved more difficult and complicated
than that in animals and has evoked the development
of a wide-ranging and diverse series of problem
situations to cope with it. Before turning to a con-
sideration of some of the variables that affect human
problem-solving, let us briefly describe two of the
classic problem-situations that have been studied.

Duncker’s radiation problem

The problem which was studied most intensively by
Duncker, a German psychologist, in his investigations
of human problem-solving was the ‘radiation’
problem. The problem he set his subjects was as
follows: ‘Given a human being with an inoperable



stomach tumour, and rays which destroy organic
tissue at sufficient intensity, by what procedure can
one free him of the tumour by these rays and at the
same time avoid destroying the healthy tissue which
surrounds it?’

Duncker was especially interested in the stages a
subject would go through in his attempts to find a
solution to this problem rather than in the number or
type of subjects who could solve it. In order to get
information on the solution process he asked his
subjects to verbalise freely throughout their attempt.
From the large number of records he obtained in this
way, he selected a protocol which he felt was
‘particularly rich in typical hunches’ and therefore
probably reflected most clearly the kind of solution
process that subjects went through.

Protocol

1. Send rays through the oesophagus.

2. Desensitise the healthy tissues by means of a
chemical injection.

3. Expose the tumour by operating.

4. One ought to decrease the intensity of the rays
on their way; for example—would this
work ?—turn the rays on at full strength only
after the tumour has been reached. (Experi-
menter: False analogy; no injection is in
question.)

5.0ne should swallow something inorganic
(which would not allow passage of the rays) to
protect the healthy stomach-walls. (E: It is not
merely the stomach walls which are to be
protected.)

6. Either the rays must enter the body or the
tumour must come out. Perhaps one could alter
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the location of the tumour—but how? Through
pressure? No.

7. Introduce a cannula. (E: What, in general, does
one do when, with any agent, one wishes to
produce in a specific place an effect which he
wishes to avoid on the way to that place?)

8. (Reply:) One neutralises the effect on the way.
But that is what [ have been attempting all the
time.

9. Move the tumour toward the exterior. (Compare
6.) (The E repeats the problem and emphasises,
‘... which destroy at sufficient intensity’.)

10. The intensity ought to be variable. (Compare 4.)

11. Adaptation of the healthy tissues by previous
weak application of the rays. (E: How can it
be brought about that the rays destroy only the
region of the tumour?)

12. (Reply:) I see no more than two possibilities:
either to protect the body or to make the rays
harmless. (E: How could one decrease the
intensity of the rays en route?) (Compare 4.)

13. (Reply:) Somehow divert . . . diffuse rays . . .
disperse . . . stop! Send a broad and weak
bundle of rays through a lens in such a way
that the tumour lies at the focal point and thus
receives intensive radiation. (Total duration
about half an hour.)

As Duncker noted, all the suggestions in this
protocol are both concrete and also far from being
random. In fact he felt that they could be neatly
classified into three groups of proposals, namely: (1)
proposals emphasising the avoidance of contact
between the rays and the healthy tissue (2) proposals
emphasising the desensitising or immunising of the
healthy tissue, and (3) proposals emphasising the
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reduction of radiation intensity on the way. Duncker
took this classificatory analysis a stage further by
erecting a classificatory tree to describe the lines of
approach taken by the subject. This is reproduced in
full in Figure 6.3. From this analysis, Duncker con-
cluded that each step towards a correct solution
involves a development or reformulation of the
problem. As Dunker put it: ‘It is therefore meaning-
ful to say that what is really done in any solution of
problems consists in formulating the problem more
productively’ (Duncker, 1945). This emphasis by
Duncker on the ‘development of the problem’ receives
support from some of the more experimentally
oriented work to be dealt with later.

Maier’s two-string problem

A very different type of problem was developed and
used by Maier (1931). The problem situation con-
sisted of a large room which contained many objects
such as poles, ringstands, clamps, pliers, extension
cords, tables and chairs. Two cords were hung from
the ceiling, and were of such length that they reached
the floor. One hung near a wall, the other from the
centre of the room. The subject was told, ‘Your
problem is to tie the ends of those two strings
together’. He soon learned that if he held either cord
in his hand he could not reach the other. He was then
told that he could use or do anything he wished. The
problem situation is illustrated diagrammatically in
Figure 6.4.

The correct solution, or at least the one which
Maier defined as the correct one, involved the subject
tying a weight to one of the strings and then using it
as a pendulum. The subject could then catch the
swinging pendulum while holding onto the other
string and thereby tie the two strings together. Maier
was interested principally in the time required for
solution, the nature of errors, the effects of hints and
the subjects’ conscious awareness of the effects of
hints on their performance. We shall return to the
results of his studies in the next section.

Variables affecting human problem solving
As mentioned previously a large number of different

Figure 6.4 Maier’s two-string problem. (After Maier,
1931).

problem situations have been used in the study of
human problem solving. In consequence the effects of
a wide range of variables on performance have been
investigated. A number of the more important ones
will now be considered prior to a presentation of the
main theoretical formulations of the problem-solving
process.

Effects of instructions

The way in which the problem is presented and the
amount of information given has been found to be a
potent factor affecting the attainment of the correct
solution. This variable seems to have its effect both by
limiting the number of possible alternatives (i.e. by
limiting the size of the problem) and by providing the
problem solver with direction. For example, in a study
of anagram solving by Safren (1962), it was found
that telling the subjects to look for animal names
led to much quicker solutions than when no such
information was given. In a related study, Maltzman
et al. (1956) presented subjects with anagrams having
more than one possible solution (e.g. EHROS has two
solutions, HORSE and SHORE). Subjects told to
look for animal names were much more likely to find
the first solution than they were to find the alternative
one.

A rather more subtle effect of instructions involves
the expectations for success which they can engender.
In one study, Aronson and Landy (1967) gave
subjects a task which could be completed in five
minutes. Subjects who were told that they had 15
minutes to complete the task took longer than
subjects who were told that they only had five
minutes. Similar results have been obtained in other
studies in which subjects have been told that some
tasks are very difficult and that others ar. very easy.

Priming of solutions

The familiarity of the correct solution to the subject
enhances his chances of solving the problem quickly.
In a number of studies it has been shown that this
solution-familiarity can be increased by manipulating
the subject’s immediately preceding experiences. For
example, in a study of anagram solving Dominowski
and Ekstrand (1967) had subjects learn word lists
including the correct anagram solutions prior to doing
the task. The effect of this manipulation was to cause
the subjects to achieve speedier solutions to the
anagram problems.

In a similar type of study using Maier’s two-
string problem, Judson et al. (1956) found that having
subjects learn a word list containing a critical
sequence (rope, swing, pendulum) facilitated their
performance on the two-string problem. However,
this latter result has not always been replicated and it
seems that this type of priming manipulation is more
effective in a structured problem situation (such as
that reflected in anagram solving) than in the less



structured situations involving ‘insight’ problems
(such as the two-string problem).

Effects of hints

In one study using his two-string problem, Maier
(1931) provided ‘hints’ for subjects failing to solve the
problem correctly after a period of at least ten
minutes. The first hint involved the experimenter
walking across the room and, apparently accidentally,
knocking against the centre string causing it to swing
backwards and forwards. Of 23 subjects who had
failed to solve the problem up to this point in time, 19
solved it within seconds of this hint being given.
Interestingly enough, when questioned afterwards
most of these subjects denied that this hint had
affected their behaviour, although from observations
of their performance it blatantly had.

In a more recent study of the effects of direct hints
of this type on the solution of practical problems,
Burke et al. (1966) were able to replicate this finding
with similar kinds of problem situations. Moreover,
they found that the facilitatory effect of hints was far
greater when they were provided at the beginning
of the subject’s performance than when provided half-
way through. The mechanism involved would seem to
be akin to that of ‘mental set’, which will be con-
sidered shortly.

Functional fixedness and functional value

As well as having a positive, beneficial effect on
performance, past experience can have a negative,
detrimental effect. This was first highlighted by
Duncker who used the term ‘functional fixedness’ to
refer to a special type of interference effect from
previous experience. He found that if a subject had to
use a particular object in a specific way to solve a
problem and then was presented with another similar
problem in which the same object had to be utilised
differently, the subject’s performance on the second
task was impeded. This effect has been replicated and
confirmed in a number of independent investigations
and is particularly well-demonstrated in a study by
Birch and Rabinowitz (1951). They used a modifi-
cation of Maier’s two-string problem in which only
two objects were provided as potential pendulum
weights, an electrical relay and an electrical switch.
Prior to being set the problem, subjects were divided
into three groups. Group S were given a pretest task
of completing an electrical circuit using the electrical
switch. Group R were given a pretest task of
completing the electrical circuit using the electrical
relay: while Group C, the control group, were given
no pretest experience. The dependent variable in-
vestigated was the number of subjects using either
the switch or the relay as a pendulum weight in the
two-string problem. The results are presented in
Table 6.1.
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Table 6.1 No. of subjects using the switch or relay
in the two-string problem
Relay Switch
Group S 7 2
Group R 0 10
Group C 3 3

Although the number of subjects studied is small,
there is clear evidence in the two experimental groups
of subjects using the alternative object as a pendulum
weight from the one they had used for a different
purpose on the pretest.

This type of finding led Sangstad and Raaheim
(1960) to talk about the ‘functional value’ of objects
and the ‘availability of these functions’ to subjects.
They found that if subjects, prior to being given the
problem situation, were able to specify the appro-
priate functions for objects or were shown the
appropriate functions, they were able to solve the
tasks without difficulty.

Mental set

The concept of ‘mental set’ is closely related to that of
‘functional fixedness’. Whereas the latter refers to a
degree of rigidity in the utilisation of objects, the term
‘mental set’ is reserved for describing rigidity in the
solution process itselfs Perhaps the earliest and most
outstanding attempt to bring this phenomenon under
experimental control was that made by Luchins and
Luchins (1950). In their experiments they used water-
jar problems. Subjects were told to imagine they had
three empty water-jars of varying capacities: that by
using these three jars in different combinations they
were to work out how to obtain a stipulated amount
of liquid. The actual problems they posed their
subjects are presented in Table 6.2. The first problem
in fact involves only two jars and is to be solved by
applying the formula a—2b. Problems 2—6 are the
‘Einstellung’ or set-inducing problems: they can only
be solved by using the formula b—a—2c. Problems
7-11 are the ‘critical’ problems: they ean be solved
either by applying the laborious Einstellung method
(i.e. b—a—2c) or by the use of easier, more direct
methods (i.e. either a—c or a+c). The aim of the
studies was to see to what extent subjects would
continue to use the Einstellung method with the
‘critical’ problems rather than the more direct
methods. The finding was that most adults and nearly
all the children tested do show such rigidity. Luchins
and Luchins went on to try out various instructional
manipulations to try to reduce this tendency, but
without much effect. They -concluded that mechan-
isation in thinking, or the development of a mental set,
posed serious problems which were especially perti-
nent to educational practices, such as the teaching of
mathematics.
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Table 6.2 The results of Luchins and Luchins’ water-jar problems. (From Luchins and Luchins, 1959, by courtesy

of J. Gen. Psychol.)

Containers given
Problem Capacity in Quarts To get
a b c
1 29 3 20 quarts
2 21 127 3 100 quarts
3 14 163 25 99 quarts Einstellung or
4 18 43 10 5 quarts set-inducing
5 9 42 6 21 quarts problems
6 20 59 4 31 quarts
7 23 49 3 20 quarts
8 15 39 3 18 quarts Critical
9 28 76 3 25 quarts or
10 18 48 4 22 quarts test problems
11 14 36 8 6 quarts

THEORETICAL FORMULATIONS OF
PROBLEM SOLVING

Gestalt theory approach

The Gestalt approach to psychology originated in
Germany in the early 1900s under the auspices of
three men: Max Wertheimer, Kurt Koffka and
Wolfgang Kohler. Their main tenet was that psycho-
logical processes are essentially indivisible and can
only be understood in terms of the total organ-
ism: the whole or Gestalt is greater than the sum of the
parts. Their main preoccupation was with perceptual
processes but, as we have seen, Kohler attempted
to apply similar principles to an understanding
of problem solving. The most distinctive features of
the theory developed in this vein are:

1. The emphasis on ‘insightful’ solutions.

2. The characterisation of solution processes as in-
volving perceptual reorganisation and develop-
ment of the problem (¢f. Duncker).

3. A general de-emphasis on the role of past ex-
perience in favour of the idea of ‘direction’ deter-
mined by the presenting perceptual situation.

Although this theoretical approach has given rise to
some interesting concepts and research, such as that
of ‘functional fixedness’, it has proved to be too loose
and inadequate as a scientific description of the
problem-solving process and work along these lines
has lapsed in recent years.

Associative theory approach

The associative theory approach may be depicted as
the attempt to apply the principles of classical and
operant conditioning to an understanding of the
processes involved in problem solving. This approach

has generated by far the most theorising and research
during recent years and many associative models of
the problem-solving process have been postulated.
The main distinctive features in these various models
have been:

1. Description of stimulus/response connections in
terms of reinforcement and extinction principles.

2. Description of unobservable internal processes in
terms of mediating responses.

3. An emphasis on response hierarchies to explain
the differential probability of different responses
occurring.

Although most of the work stimulated by this
approach has been concerned with structured
problem situations, such as anagram solving, a
number of attempts have been made to account for
‘insightful’ problem solving within the same theoreti-
cal context. Davis (1966), for example, proposed a
distinction between Type O or overt problem solving
and Type C or covert problem solving. In the former
the organism cannot predict the outcomes of the
various response alternatives open to him and must
therefore carry them out ‘overtly’ in a trial-and-error
fashion: in the latter situation the organism, as a
result of past experience, can successfully predict the
outcomes for various responses and therefore need
only choose ‘covertly’ the appropriate one for the
given situation: his performance is likely to appear
‘insightful’. The parallel between this formulation and
that of Harlow in terms of ‘learning set formation’ is
an obvious one.

Information theory approach

In the past decade, considerable effort has been made
to programme computers to simulate human problem-
solving processes. It is argued, for example by Newell



and Simon (1963), that if a close analogue of human
problem-solving can be produced by a computer
programme this will allow us not only to predict the
behaviour of a human being in a problem situation
but will also provide a good theory of the subject’s
problem solving behaviour. The main distinctive
features of this approach are:

1. An emphasis on the human problem-solver as an
active, information processing unit.

2. A major concern with selection processes implicit
in the concepts of ‘searching’ and ‘scanning’.

3. An emphasis on the role of feedback or regu-
latory mechanisms whereby the organism’s be-
haviour is continuously monitored and modified.

At the present time the main difficulties appear to be
those of accounting for the discontinuities and failures
in human problem-solving rather than their successes.
However, many psychologists feel that these
problems can be overcome and that the approach
holds out great promise for the future in the develop-
ment of a satisfactory and sufficiently sophisticated
account of problem solving, at least at the behavioural
level.

CREATIVITY AND DIVERGENT THINKING
Closely allied to the field of human problem-solving
is that of original or creative thinking. Although
traditionally of interest to psychologists it is only in
fairly recent years that the subject of creative abilities
has stimulated a considerable amount of attention
and research. Two distinct lines of attack on the
problem of creativity can be discerned. The first, and
historically older approach, is concerned with the
nature of the creative process. How do eminent
composers, artists, scientists and mathematicians
produce original and inventive ideas? The second, and
newer approach, is concerned with the nature and
measurement of individual differences in creativity.
What are the characteristics of creative individuals
and how do such individuals differ from less creative
ones? We shall now briefly consider each of these two
approaches in turn.

The nature of the creative process

Most of the observations and ideas on the nature of
the creative process have come from introspective
accounts of eminent men generally recognised to be
inventive in their field of speciality. Thus we have
available, among others, the introspective accounts of
Mozart and Tchaikovsky on the creation of musical
compositions; the accounts of A. E. Housman and
Stephen Spender on poetic creation; the accounts of
Balzac and Proust on literary creation; and the
account of Poincaré on mathematical invention. As
an example of this type of first hand, introspective
report, Poincare’s account of his discovery of
Fuchsian functions is given below:
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‘It is time to penetrate deeper and to see what
goes on in the very soul of the mathematician. For
this, I believe, I can do best by recalling memories
of my own. But I shall limit myself to telling how I
wrote my first memoir on Fuchsian functions. I beg
the reader’s pardon; I am about to use some
technical expressions, but they need not frighten
him, for he is not obliged to understand them, I
shall say, for example, that I have found the
demonstration of such a theorem under such
circumstances. This theorem will have a barbarous
name, unfamiliar to many, but that is unimport-
ant; what is of interest for the psychologist is not
the theorem but the circumstances.

‘For fifteen days I strove to prove that there
could not be any functions like those I have since
called Fuchsian functions. I was then very ignor-
ant; every day I seated myself at my work table,
stayed an hour or two, tried a great number of
combinations and reached no results. One evening,
contrary to my custom, I drank black coffee and
could not sleep. Ideas rose in crowds; I felt them
collide until pairs interlocked, so to speak, making
a stable combination. By the next morning I had
established the existence of a class of Fuchsian
functions, those which come from the hyper-
geometric series; I had only to write out the results
which took but a few hours.

‘Then I wanted to represent these functions by
the quotient of two series; this idea was perfectly
conscious and deliberate, the analogy with elliptic
functions guided me. I asked myself what proper-
ties these series must have if they existed, and I
succeeded without difficulty in forming the series I
have called theta-Fuchsian.

‘Just at this time I left Caen, where I was then
living, to go on a geologic excursion under the
auspices of the school of mines. The changes of
travel made me forget my mathematical work.
Having reached Coutances, we entered an omnibus
to go some place or other. At the moment when I
put my foot on the step the idea came to me,
without anything in my former thoughts seeming to
have paved the way for it, that the transformations
I had used to define the Fuchsian functions were
identical with those of non-Euclidean geometry. I
did not verify the idea; I should not have had time,
as, upon taking my seat in the omnibus, I went on
with a conversation already commenced, but I felt
a perfect certainty. On my return to Caen, for
conscience’ sake I verified the result at my leisure.

“Then I turned my attention to the study of some
arithmetical questions apparently without much
success and without a suspicion of any connection
with my preceding researches. Disgusted with my
failure, I went to spend a few days at the sea-side,
and thought of something else. One morning,
walking on the bluff, the idea came to me, with just
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the same characteristics of brevity, suddenness and
immediate certainty, that the arithmetic trans-
formations of indeterminate ternary quadratic
forms were identical with those of non-Euclidean
geometry.

‘Returned to Caen, I meditated on this result
and deduced the consequences. The example of
quadratic forms showed me that they were
Fuchsian groups other than those corresponding to
the hypergeometric series; I saw that I could apply
to them the theory of theta-Fuchsian series and that
consequently there existed Fuchsian functions
other than those from the hypergeometric series,
the ones I then knew. Naturally I set myself to
form all these functions. I made a systematic
attack upon them and carried all the outworks, one
after another. There was one however that still
held out, whose fall would involve that of the whole
place. But all my efforts only served at first the
better to show me the difficulty, which indeed was
something. All this work was perfectly conscious.

‘Thereupon I left for Mont-Valerien, where 1 was
to go through my military service; so I was very
differently occupied. One day, going along the
street, the solution of the difficulty which had
stopped me suddenly appeared to me. I did not try to
go deep into it immediately, and only after my
service did I again take up the question. I had all
the elements and had only to arrange them and put
them together. So I wrote out my final memoir at a
single stroke and without difficulty.” (Excerpt trom
H. Poincaré, 1924, The Foundations of Science,
translated by G. B. Halstead, Science Press.)

Using such introspective material psychologists
have attempted to analyse and describe the various
and successive stages of creative innovation.
Although there have been many disagreements, the
four-stage model suggested by Wallas (1926) has
achieved a fairly general acceptance. His four stages
are as follows; (1) preparation (2) incubation (3) il-
lumination and (4) verification. The ‘preparation’
stage includes recognition that a problem exists,
acquisition of the necessary skills and background
knowledge, and appropriate attitudes and moti-
vation. The term ‘incubation’ is used to describe the
phase of apparent quiescence when the creator is not
actively working on his problem. ‘Illumination’ refers
to the creative experience, the point at which the
solution occurs to the creator. The term ‘verification’
is used for everything that follows; the scientist testing
his hypothesis, the musician writing out his compo-
sition, the mathematician working out the minor but
perhaps intricate details of his discovery, etc. Al-
though Wallas’ scheme provides no more than an in-
adequate descriptive framework, it i> perhaps the
nearest psychologists have yet managed to get to
understanding the nature of the creative process.

Individual differences in creativity and divergent
thinking

Earlier inyestigations of individual differences in
creativity concentrated their attention on studies of
especially eminent or gifted individuals. Galton in his
classic book, Hereditary Genius, reported results
obtained from the study, largely from biographical
and historical records, of eminent judges, statesmen,
soldiers, men of letters, poets, musicians, painters and
scientists. His main finding concerned the high
frequency of above average abilities in the families of
these distinguished men and the implication for a
genetic basis for such talents. A similar, more recent
type of study was conducted by Anne Roe (1952) on
sixty-four eminent, living American scientists, using
more sophisticated psychometric techniques. But it
was another psychologist, L. M. Terman, who has
carried out the most intensive studies of gifted
individuals. In one study, Terman and Cox investi-
gated the biographies of the 300 most eminent men
in history from the year 1450 onwards. In another
more intensive, complementary study-Terman in 1922
selected the top one per cent, as determined by
conventional intelligence tests, of a school population
of more than a quarter of a million and compared
them with their peers on a battery of achievement,
personality, character and interest tests. He found
that they were generally superior in all respects
(educational, social and emotional) to their peers.
Terman has since turned this into a truly prospective
study by following up the bulk of his sample, by
means of questionnaires, interviews and tests, through
their adolescence, adulthood and even into early
middle life. In this way he has succeeded in docu-
menting a monumental wealth of material on the
longitudinal development of gifted individuals.
However, as Terman himself noted, while his sample
of children did exceptionally well in later life, none of
them has apparently reached the heights of genius
such as that exemplified by Darwin or Einstein.

A different type of approach to the problem of
creativity has gained recent impetus following the
work of J. P. Guilford. In a paper delivered in 1950
he pointed out that nearly all intelligence and attain-
ment tests used by psychologists and educationalists
required a single correct answer to each item: that is,
they required ‘convergent’ thinking abilities. He
argued that there may be a whole range of imaginat-
ive, creative, ‘divergent’ thinking abilities, which are
untapped by such tests. Moreover, he suggested that
such ‘divergent’ thinking abilities may be continu-
ously distributed in the population and not simply the
qualities associated with a few, highly-select gifted
individuals. Accordingly, in developing his multi-
factorial ‘model of the intellect’ Guilford included a
series of ‘divergent thinking’ abilities and constructed
tests to measure them. These tests include, for
example, the following two:



(a) Unusual uses. The subject is asked to list as
many uses as he can for an object such as a
brick. His performance is then scored for
number and unusualness of uses offered.

(b) Plot titles. Two story plots are presented and
the subject is asked to write as many titles as
he can think of for each plot. The titles are then
scored for number and cleverness.

Many subsequent investigators have adopted the
ideas and tests of Guilford in their studies of cre-
ativity. The popular research paradigm has been to
compare and contrast highly ‘intelligent’ children, as
selected by conventional intelligence tests, with highly
‘creative’ ones selected on the basis of divergent
thinking tests. The two selected groups are then
compared on a range of achievement, personality,
social, attitudinal and interest variables. In general,
marked differences have been found on most of the
variables investigated. One study along these lines by
Getzels and Jackson (1962), which has aroused
particular attention, will be briefly described. Subjects
were selected for the two contrasting groups from a
school adolescent population on the basis of a single
LQ. test and five creativity tests. Two groups were
formed: high intelligence, low creativity and high
creativity, low intelligence. Comparison on a series of
measures revealed among other things:

1. No difference in terms of school achievement.
The high creativity group, although having much
lower 1.Q.s, were just as successful scholasti-
cally.

2.The high intelligence group were preferred by
their teachers over the high creativity group.

3. The high intelligence group rated highly the
qualities they thought important for being liked
by the teachers and for adult success; the high
creativity group rated these qualities low.

4. The high creativity group indicated a much wider
choice, and a more unconventional choice, of
career aspirations.

While this study has been criticised by other
workers, it has helped to stimulate a lot of the
ensuing research. At the present time controversy
surrounds the question of whether the abilities tapped
by creativity tests are in fact independent of general
intelligence or whether they represent no more than
another facet of the structure of intelligence not
previously mapped out in such detail. The validity of
creativity tests in current use have also been
questioned on the grounds of their frequent failure to
separate people who have actually produced creative
works from those who have not. Some investi-
gators, however, continue to feel that such tests
represent a useful and welcome adjunct to existing test
batteries.
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CONCEPT ATTAINMENT AND CONCEPT
FORMATION

We live in a world, both physical and psychological,
in which we are confronted with a vast array of
individual stimuli in the form of objects, events and
people. In order to cope with such a world we have to
classify and categorise such stimuli, to reduce the
enormous number of single elements into a smaller,
more manageable set of categories. The categories we
erect for such purposes are referred to as ‘concepts’.
For example, we use the concept of flowers to refer to
such things as roses, lilies, chrysanthemums, daisies,
etc. and each of these is a separate concept in its own
right. Thus it is clear that a concept is any means of
categorising a particular set of stimuli on the basis of
common attributes. Concepts are also hierarchically
arranged in terms of the degree of generality they
entail. The concept of flower is of a higher order than
that of rose, while the concept of plant is of a higher
order still.

One concept which has been introduced in the fore-
going discussion and requires further elaboration is
that of ‘attribute’. An ‘attribute’ is usually defined as
any discriminable feature of an event that is suscept-
ible of some discriminable variation from event to
event. The attributes of a stone, for example, are its
shape, size, weight, colour, and also its beauty and its
throwability. The attributes of a person include all
those discernible features of his outward physical
appearance together with all the discernible features
of his ideas, attitudes and behaviour. In the Personal
Construct Theory of G. A. Kelly (1955) the term
‘construct’ has a similar meaning to that of attribute.

Concepts are clearly basic to all our thinking,
whether it be that involved in specific problem-solving
experiments or that utilised in more general real-life
situations. Research into the processes underlying
concept development has been confined to two areas
primarily:

1. Research on the development of new class
concepts in adults, referred to as ‘concept attain-
ment’ studies, and

2. Research on the development of basic concepts in
children, referred to as ‘concept formation’
studies.

Studies of concept attainment

The major pioneering work in this field was conducted
by J. S. Bruner et al. and reported in their book
entitled A Study of Thinking (1956). Bruner begins
by elaborating the three main types of class concept
which people use, namely: conjunctive, disjunctive
and relational. A conjunctive concept is one defined
by the joint presence of several attributes. Thus the
concept ‘red pencil’ is conjunctive in so far as it is
only used when the single attributes of ‘redness’ and
the various attributes of ‘pencil’ co-exist. A disjunctive
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Figure 6.5 An array of instances comprising combinations of four attributes, each exhibiting three values. Plain figures
are in green, striped figures in red, solid figures in black. (From J. S. Bruner, J. J. Goodnow, and G. A. Austin et al.,

by courtesy of Wiley)

concept is one defined by the presence of one or more
of a number of attributes. The traditional concept of
‘schizophrenia’ is disjunctive, in so far as the concept
is applied whenever any two or three defining
attributes are present, although no single one is
obligatory. A relational concept is one defined by a
specifiable relationship between defining attributes.
For example, income tax levels are defined in terms of
the relationship between number of dependants and
other variables and level of income.

In order to study experimentally the ways in which
people attain new concepts of these three kinds,
Bruner developed a set of cards such as that
displayed in Figure 6.5. Eighty-one cards are shown
in the figure, representing combinations of four attri-
butes, each exhibiting three values, namely:

1. Colour: green, red, or black.

2. Type of figure: cross, circle, or square.
3. Number of figures: one, two, or three.
4. Border: single, double, or treble.

Bruner then distinguished two types of research
paradigm for studying concept attainment, namely
‘selection’ and ‘reception’ paradigms. In the former,
subjects are allowed to select cards, one at a time,
and then told whether they are or are not instances
of the concept the experimenter has in mind, the
subject’s task being to find the correct concept. In the
latter, the experimenter picks out the cards, one at a
time, for the subject and informs him of whether or
not they entail the correct concept. In the former
paradigm the subject can actively test out his own

hypotheses by selecting appropriate cards, while in
the latter he is the passive recipient of certain kinds of
information which he must then use. Bruner compares
these two paradigms to those employed by the
‘animal’ and the ‘human’ neuropsychologist. The
former can study the effects of any surgical inter-
vention he likes to make, the latter is limited to the
study of only operations performed of necessity.

We shall turn now to the results of Bruner’s studies
utilising the ‘reception paradigm’ in the attainment of
conjunctive concepts. Bruner’s approach is to work
out ideal strategies for the task and then to study the
correspondence between the performance of his
subjects and these ideal strategies. Bruner distin-
guishes two main ideal strategies that an individual
can use, namely:

1. A focussing or wholist strategy.
2. A scanning or part strategy.

With the ‘focussing’ strategy the subject takes the first
positive instance and makes it in foto his initial
hypothesis, e.g. four red circles with a single border.
Succeeding presentations of cards are then used to
rule out systematically the attributes which are not
relevant to the correct concept (e.g. redness or single
border). With the ‘scanning’ strategy, on the other
hand, the subject begins with part of the first positive
instance as his hypothesis (e.g. red circles) and tests
this out with succeeding cards. As soon as he meets a
positive infirming instance, he must change his
hypothesis and test a new one (e.g. red figures with a
single border). From a purely logical point of view



Bruner argues that the ‘focussing’ strategy is the
better one as it involves less cognitive strain for the
subject: at any one point the ‘focusser’ has to
remember less than the ‘scanner’.

As the result of studying the performance of groups
of undergraduate students on the task, Bruner came
to the following conclusions:

1. More subjects use a ‘focussing’ than a ‘scanning’
strategy.

2. Subjects are markedly consistent in the strategies
they employ from one task to another.

3. The complexity of the task, in terms of the
number of attributes in the array, does not
affect either the preference for the ‘focussing’
strategy or the consistency of subjects.

4. ‘Focussers’ are more successful than ‘scanners’,
especially with more difficult tasks and when
time-pressure is introduced.

5.Failures occur with both types of strategies,
mainly because subjects are unable to adhere
strictly to the rules of the two ideal strategies.

6. However, adherence to the strategy rules was far
in excess of what would be expected if subjects
were behaving in a purely random fashion.

As a comment on Bruner’s approach and its
implications, I can do no better than quote his own
words: ‘We have examined in these pages the manner
in which a human being deals with the task of sorting
out events that come to him in a haphazard sequence,
finding out which of the events are significant and
which are not. The experiment has utilised highly
stylized materials—slips of cardboard with designs
varying in certain properties printed on them—but
the task is not so different from the task of the
traveller learning what type of inn can be trusted by
its externals and without the pain of sampling the
service, or any person who must learn what some-
thing is by means short of trying it out directly’
(Bruner et al., 1956, p. 153).

Studies of concept formation

The investigation of concept formation in children is
most closely associated with the name of Piaget, a
Swiss psychologist. His work has involved in the main
an intensive, longitudinal study of small numbers of
children from birth to adolescence employing both
passive observation and simple experiment. His
primary contribution has been in the delineation of
stages of conceptual development, through which he
believes all children pass, not necessarily at the same
chronological ages but in the same order. Before
describing these developmental stages it is necessary
to consider some of his basic concepts.

Piaget argues that, in order for a child to learn to
adapt appropriately to his environment, he requires
two basic functions, namely ‘assimilation’ and ‘ac-
commodation’. ‘Assimilation’ involves the active
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manipulation of objects and stimuli in the environ-
ment: the young infant explores, probes, shapes,
grasps and sucks. In contrast, ‘accommodation’
involves a passive adjustment to these external
stimuli: objects and people resist, move, hurt, reward
and punish the infant. By employing these two
functions the child builds up ‘schemas’ which represent
his picture of the outside world. At a later date the
child develops ‘operations’, by which Piaget means
actions which are internalised and reversible. An
‘operation’ enables a child to think about certain
actions without having to carry them out; enables
him in fact to plan his behaviour.

Piaget has described four main stages in concept
formation, namely: (1) sensorimotor period (2) pre-
operational thought (3) period of concrete operations
and (4) period of formal operations.

Sensorimotor period (birth to 2 years)

During this early period, the infant is limited to sen-
sation and motor action. By using his functions of
assimilation and accommodation, the infant starts to
organise his external sensory stimulation and to form
concepts of stable objects. The infant learns to
recognise that an object, seen from different angles,
remains the same object and does not become a
different one. He also acquires the concept of the
‘permanence’ of objects. At five months, if an object
is hidden, the infant behaves as if it no longer exists
or perhaps never existed. (The mother who leaves her
five months old baby outside a supermarket may be a
mother who ceases to exist). While at eight months
the infant will search for and attempt to find the
object.

Preoperational thinking (2 to 7 years)

This phase spans the widest period of development. It
begins with the child developing primitive representa-
tional abilities, such as that of imitation, and then
gradually the more sophisticated symbolic represen-
tational systems provided by language. Closely linked
to this ‘representational’ development is that of the
concept of ‘conservation’, the most important and
influential of all Piaget’s notions. Piaget uses the term
‘conservation’ to refer to the concept of invariance in
the mass, weight or volume of a substance over
transformations in its appearance. Let us see what
this means.

In a study of the conservation of ‘mass’, a child is
given two plasticine balls which he agrees are the
same size. One of the balls is then rolled out in full
view of the child until it looks like a sausage. If the
child is then asked whether the ball or the sausage
now contains more clay, the typical four year old will
say that the sausage one does. Only at a somewhat
later chronological age will the child have learned to
‘conserve’ mass and say that they are the same.

In order to study conservation of weight, the two
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original plasticine balls might be balanced at the two
ends of a set of scales and thereby shown to be equal
in weight. One of the balls is then turned into the
sausage shape and the child quizzed as to which will
weigh more. ‘The ability to conserve weight, which
would be reflected in the answer ‘neither’, is inde-
pendent of and more difficult than that of mass and
is typically achieved at a later date.

Finally, the classical experimental situation for
studying the conservation of volume is depicted in
Figure 6.6. The young child is first presented with two
beakers and told to pour exactly the same amount of
water into each one. The water from one of the
beakers is then poured into another glass of a
different shape, and the child asked if there is still the
same amount. If the second beaker is thinner, the
child will usually say there is more water because the
water level is higher: while if the second glass is
thicker, the child will usually say the opposite because
of the lower water level. In the case in which the water
is poured into six small beakers, he will usually say
that the little beakers have more because there are
more of them.

Figure 6.6 Conservation tests. (From Bruner et al., 1966,
by courtesy of Wiley)

Piaget claimed from his studies that conservation of
mass is typically achieved at age 7, of weight at age 9,
and of volume at age 11. Many replications of his
basic experiments have been performed, which, while
confirming his developmental sequence, have
generally suggested somewhat lower average levels for
the various conservation achievements. Bruner et al.
(1966) have been concerned with the essential
processes underlying ‘conservation’. Their experi-
mental results suggest that two factors contribute to a
child’s failure to ‘conserve’: firstly, a tendency to
concentrate on a single perceptual dimension at a
time (e.g. height of the water in the beaker) to the
exclusion of other perceptual dimensions (e.g. dia-

meter of beaker). Bruner and his colleagues have
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